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SERIES EDITOR’S INTRODUCTION

Input-output analysis is a method by which the flow of production can be traced among the various sectors of the economy, through to final demand or export. The most fundamental problem of input-output analysis is to calculate the necessary output levels of each industry required to achieve a final output. Included among the uses of input-output analysis is the ability to determine the following: What is the effect upon the local economy from the introduction of a new firm? What are the economic linkages between regions and how is equilibrium between regions achieved? What if the supply of an input in one region becomes restricted through some bottleneck?

The foundation of modern input-output analysis can be traced to work in both economics and geography. The linkages to geography have been largely through the earlier analysis of urban economic base and city classification. In economics the work can be traced to the 1930s pioneering efforts of W. W. Leontief, which led to his receiving the Nobel Prize. Much of the recent contributions in input-output analysis falls within the purview of regional science, the overlap of interests in economics, geography, city and regional planning, and engineering. This literature has refined the ability of input-output analysts to work with incomplete data sets, arrive at stable and accurate estimates, and apply the general input-output method in practice to actual planning situations. With the exception of gravity and spatial interaction models, no topic in scientific geography has achieved greater practical application.

Professor Geoffrey Hewings is recognized as one of the leading contemporary scholars in input-output modeling, and has presented here one of the most readable introductions to the input-output problem and the contemporary literature that refines the technique. At the same time, save for the requirement that the reader have a grasp of elementary matrix algebra, Hewings keeps the book entirely at a level that can be understood by a reader who is encountering the material for the first time.

Professor Hewings first establishes the historical links between input-output models and the earlier macroeconomic accounting framework, economic base models, and the fundamental regional input-output model. Following the development of the basic model, and a discussion of the interpretation of the components of the model such as income and employment multipliers, Hewings discusses how the general model can be applied in practice. On applying the model, he first describes how to construct the input-output tables for interregional and multiregional input-output matrices; he then presents a general discussion of estimation; and finally he presents practical examples of implementing the input-output model. The book brings the reader up to a discussion of the contemporary research frontier and likely future developments in input-output analysis.

This book will prove to be a valuable resource to students and practitioners of the planning sciences, including urban and regional economics, regional science, engineering, public administration, business management science, city and regional planning, as well as scientists in economic geography.

-Grant Ian Thrall
Series Editor
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1 INTRODUCTION

Imagine a national economy that has been divided into a set of regions. Within each region, grouped into sectors, there is a set of firms producing a variety of commodities that are consumed by other firms in the course of the production of other more finished commodities (e.g., automobile parts are assembled into a finished automobile), consumers, government, export markets, or other firms using these commodities as investment goods. In addition to engaging in sales activities, firms are also active in the purchase of commodities and other inputs—labor, entrepreneurial skills, as well as commodities purchased from outside the region. It would not be unusual to find in a region of several million people well over 100,000 firms producing as many as half a million or more commodities.

Suppose that a newly elected national-level or federal government proposes to reorient priorities away from social spending to defense spending. What will be the resulting impact on our regional economy and other regions making up this nation? As a result of these changes or in response to other stimuli, assume a new firm locates in the region employing 2000 people. What will be the impact of this new activity on the region? From another perspective, assume that the comparative advantage that the region once enjoyed in the export of its commodities is eroded, with the resulting closure of many local firms and an increase in regional unemployment levels. Again, what will be the impact of this activity change on the regional economy?

With the large number of firms, commodities, consumers, and other actors in the regional economy, it should be obvious that tracing the impacts on a firm-by-firm or consumer-by-consumer basis would be a daunting proposition. Clearly, we need some accounting system into which these interactions can be placed in the hope that some analytical method could be employed to trace the impacts in a systematic fashion. In a sense, we are going to have to sacrifice the richness of the reality of the regional economy for some reduced-form picture or model that is tractable and, we hope, representative as far as is possible of the micro level interactions. As happens with a great deal of analytical work in the social sciences, the gains from model development are not without cost; as we shall see, this is the case in the development of a family of analytical tools that are referred to as social accounting systems. Regional input-output analysis is one subset of these accounting systems.

This book will focus on some of the more elementary versions of these social accounting models (or SAMs) to provide a guide to their underlying theoretical structure and to explore ways in which they can be used to answer the sort of questions posed in the preceding paragraph. Thereafter, some excursions will be made into new developments that have extended the range and analytical complexity of these models, thereby enabling us to use them to answer more complex questions. One of the most interesting features of SAMs is that, on the one hand, they are strongly linked with standard macroeconomic accounting principles, and, on the other hand, they can be linked with many of the more traditional avenues of inquiry in the geographic and regional science fields. For example, interest in spatial interaction of commodities or individuals can be linked with a SAM framework; hence, we have the capability to explore the effects of the federal program changes alluded to earlier, not only on the structure of the economic system but potentially on the degree to which these changes will in turn promote changes in regional attractiveness for migration decisions.

These changes, in their turn, will have a further impact on the structure of production in the regional economy. How? Consider the case of a new firm opening up in the region. Because we are assuming a freely mobile society, with no restrictions on interregional movement, competition for the new jobs may come not only from local residents but from other persons in migrating from other regions. Assuming that total employment rises and that some of this increase is associated with immigration, it is likely that the demand for local services will rise. The new immigrants and their families will demand commodities, public services such as schools, health care and so forth, and thus create the necessary conditions for an expansion of the economic base of the region. Whether this occurs will depend in part on the degree of excess capacity that may already exist in some firms and public services.

Without getting too embroiled in the details at this stage, we can begin to see a very strong link emerging between the structure of production and the structure of consumption. Changes in either component of the regional economy are likely to lead to changes in the other and, in turn, to further changes in the first component. Viewing the regional economic system in this fashion—as a broadly-based system of interdependence—provides substantial insights into the functioning of regional economies. It will enable us to
begin to understand why regional economies may or may not be responsive to changes that may take place at the national or even at the international level, why some regional economies are exhibiting characteristics of decline, why others are growing, and why still others seem to be relatively immune from the effects of major structural changes that have been observed in many Western economies over the last two decades. The modeling systems to be described here will not provide answers to all our questions; many of these models contain very restrictive assumptions, precluding their use in many contexts. Neither are these models to be considered theories of regional economic growth and development. For the most part, they are empirical models that, although resting on some theoretical assumptions, are not exclusively associated with any one paradigm. In fact, these models have one very interesting attribute-they have been used in centrally planned, socialist, free market, developed, and developing economies alike. This flexibility provides one of their attractions.

The field of regional social accounting in general and input-output analysis in particular has a rich legacy. Some of the more prominent economists of this century have worked in this area; four-Tinbergen in 1969, Kuznets in 1971, Leontief in 1973, and Stone in 1984-have been awarded the Nobel Prize in Economics for their work in developing many of the accounting frameworks that will be used in this book. At the regional and interregional level, input-output analysis has attracted the interests of many scholars, among them Isard (the founder of the field of Regional Science), Tiebout, Moses, Miernyk, and Miller. Reference will be made to the contributions of these individuals throughout the text.

In the next chapter, we shall attempt to resolve the problem of linking all the actors in our regional economy in a way that will enable us to perform some simple analytical experiments. We will see how the input-output model was derived and how it is linked with some well-known models used by economists, geographers, and regional scientists. Chapter 3 will develop the basic analytical framework and derive the system of equations that drives the input-output model; Chapter 4 will explore some basic applications with this simple model. The construction of regional input-output models will be addressed briefly in Chapter 5. Thereafter, in Chapter 6, we shall branch out to consider the ways in which this model can be expanded from a one-region version to consider interaction among two or more regions. It will be here that we find a link with other popular models in the geographic literature namely, gravity and spatial interaction models. The seventh chapter will provide an introduction to the ways in which this simple model can be extended, especially ways in which it can be linked with other analytical frameworks such as linear programming and demographic models to provide a more sophisticated representation of reality. The final chapter provides examples of some of the ways in which these models can be made more flexible and explores new directions in research. A guide to further reading is provided at the end of this final chapter.

Because the models to be described here rely on representation in matrix form, the reader might find it useful to refresh his or her memory of simple matrix operations prior to reading the next chapter. However, no proofs are provided for the existence of solutions. The major focus is on the understanding of the model structure and its workings.
2 LINKS BETWEEN ECONOMIC BASE, KEYNESIAN, AND INPUT-OUTPUT MODELS

In the first chapter, reference was made to some of the important contributors to the field of regional input-output analysis; many of these individuals were trained as economists and thus were strongly influenced by the Keynesian view of the functioning of the economic system. Many of the geographers who became associated with the emerging field of regional analysis and regional science were exposed to the ideas contained in the so-called basic-nonbasic ratio and its role in understanding the functioning of city systems. The basic-nonbasic idea was eventually recast to become the economic base model, one of the major contributors to the explanation of differential urban and regional growth in national economies. Another important influence on this field was the work being undertaken in international trade theory—particularly the role of the foreign trade multiplier. These seemingly disparate views of aspects of the economy, at different spatial levels (international, national, and urban or regional), are really very closely related. In this chapter, we will begin by showing how they are linked. It is important to understand that methods of regional economic analysis may be linked directly with economic analysis directed at the national and international levels and with other standard accounting frameworks. The reasons for this will become evident in Chapter 7 when some of these links will be explored in more detail.

2.1 Standard Macro-Level Accounting Framework

Imagine a simplified national economy whose basic accounting identity can be shown as:

\[ Y = C + I + G + E \]  
\[(2.1)\]

where \( Y \) represents gross national income or product, \( C \) refers to consumption, \( I \) to investment, \( G \) to government expenditure, and \( E \) to net exports (i.e., exports minus imports). Let us simplify equation 2.1 by lumping the following terms together:

\[ E' = I + G + E \]  
\[(2.2)\]

and define the following relationship between consumption and income:

\[ C = cY \]  
\[(2.3)\]

where \( c \) is the macro level (aggregate) average propensity to consume. The coefficient provides an indication of the disposition of an average dollar of income or consumption activities. Combining equation 2.2 into equation 2.1 and substituting for \( C \) from equation 2.3, we have:

\[ Y = cY + E' \]

which yields:

\[ Y - cY = E' \]

\[ Y(1 - c) = E' \]

\[ Y = \frac{1}{1 - c}E' \]

\[ = (1 - c)^{-1}E' \]  
\[(2.4)\]

Equation 2.4 provides a link between a set of what might be termed “exogenous” forces \((E')\) and gross national income; given that \( 0 \leq c \leq 1 \) (i.e., consumption is always smaller than income—we assume that in
the aggregate people have a tendency to save some of their income), the expression $(l - c)^{-1}$ will always be greater than 1. Hence, exogenous changes in the economy will always create an impact on gross national income that is greater than the initial exogenous change. How does this work? The explanation may prove clearer if equation 2.4 is rewritten as:

$$Y = (1 + c + c^2 + c^3 + c^4 \ldots)E'$$

(2.5)

This expression provides a power series or rounds of spending expansion of equation 2.4 and provides a more direct interpretation of the processes involved. Assume that the initial impact, say, for example, an increase in export sales, is $1 million ($E'$); the first effect on the economy will be this amount itself, the multiplication of $E'$ and 1 in equation 2.5. The second effect will be the product of $c$ and $E'$; this tells us how much of the impact will be spent on consumption. Part of these consumer expenditures will become income to other individuals who work in places offering consumer goods or in factories producing them or in sectors that are involved in wholesale, retail, or transportation of these goods to market; this portion is $c^2E'$. Again, part of these expenditures will become income and so the process continues. As $c$ is less than 1, the proportion that becomes additional income at each round is smaller and smaller until, for all intents and purposes, it becomes zero. If we assume that $c = 0.8$, the various rounds of spending may be summarized in Figure 2.1. This process, whereby an initial change yields a final effect that is greater, is known as the multiplier process. In our example, with $E' = $1m and $c = 0.8$, the effect on $Y$ will be $5m. The term $(1 - c)^{-1}$ is known as the aggregate multiplier. As we will see later, this process may operate at any spatial scale.

![Figure 2.1 Rounds of Spending Multiplier Effect (Income per Round, Dollars)](image)

2.2 The Economic Base Model

At the urban or regional level, geographers were able to identify two types of activities. These activities were variously referred to as city forming (exogenous, basic, export) and city filling (endogenous, nonbasic, local). The distinction was made in an attempt to understand the raison d'être for cities. The first set of activities-city forming-were said to provide the reasons for the city’s existence; a combination of locational factors, access to a local raw material, or just chance may have contributed to the activities locating there in the first place. Most certainly, industrial inertia (the tendency for firms to remain in their initial locations)
would have contributed to the continued presence of these activities in the city long after the initial forces may have dissipated. The city-forming activities produced goods and services for export outside the city or region; they were thus dependent upon markets over which they had little control. Serving the needs of these city-forming activities (through the provision of inputs) and the needs of the local population (retail goods and services) was a second set of activities, the city-filling functions. The latter existed only as a result of the presence of the city-forming functions, without whose presence the city would cease to exist. The number of city-filling activities was seen to be a function of the size of the city; here, we may see a link with another major explanatory model in geography, central place theory (see King 1984).

It was hypothesized that if the city-filling activities were dependent upon the city forming, then this link could be demonstrated quantitatively. Using more familiar terminology, the basic-nonbasic ratio was devised to this end. It was hypothesized that this ratio would change as a function of the size of the city; the larger the city, the greater the percentage of activities that would be classified as nonbasic. Assume that in a city with 100,000 employees, 40,000 worked in nonbasic and 60,000 in basic activities; we form the identity

\[ E_t = E_{nb} + E_b \]  \hspace{1cm} (2.6)

where the subscripts refer to total, nonbasic, and basic employment, respectively. The basic-nonbasic ratio, \( r \), may be defined as:

\[ r = E_b/E_{nb} \]  \hspace{1cm} (2.7)

which, upon manipulation, reveals the relationship between nonbasic and basic employment:

\[ E_{nb} = \frac{1}{r} E_b \]  \hspace{1cm} (2.8)

Using the above numerical example, we may see that for every three jobs created in the basic sector, an additional two jobs will be created in the nonbasic sector (because the expression \( 1/r \) is \( 2/3 \)). It remains now to use equation 2.8 to provide a relationship between basic and total activity by substitution in equation 2.7:

\[ E_t = \frac{1}{r} E_b + E_b \]

\[ E_t = [(1/r) + 1] E_b \]

\[ = [(1 + r)/r] E_b \]  \hspace{1cm} (2.9)

In the numerical example, \( r = 3/2 \), hence the term in the square brackets is equal to 1.66; each job in basic activity will create 1.66 jobs in total (1 in basic and .66 in nonbasic). We may derive a similar expression to equation 2.9 in a way that is consistent with equation 2.4; instead of defining \( r \) as the basic-nonbasic ratio, define \( a \) as the proportion of total activity that is nonbasic:

\[ a = E_{nb}/E_t \]  \hspace{1cm} (2.10)

This expression may be rewritten to yield:

\[ E_{nb} = a E_t \]  \hspace{1cm} (2.11)

which may now be substituted in equation 2.6 to provide the solution:

\[ E_t = a E_t + E_b \]

\[ E_t - a E_t = E_b \]
\[ E_t(1 - a) = E_b \]
\[ E_t = \frac{1}{(1 - a)}E_b \]
\[ E_t = (1 - a)^{-1}E_b \quad (2.12) \]

Expression 2.12 thus provides the direct analogy to equation 2.4; the term \((1 - a)^{-1}\) may also be referred to as a multiplier—in this case, the economic base multiplier.\(^1\)

The economic base model specifies a particular view of the economic growth and development process; namely, that it is generated by demand outside of the city or region. As such, it bears a strong relationship to the foreign trade multiplier in the international trade literature. There are, of course, a number of added complications and some very limiting assumptions with this formulation of the economy (see Hewings (1977); Isserman (1980); Gerking and Isserman (1981)). In recent years, a number of important extensions to economic base analysis have been made. In particular, Ledent (1978), Gordon and Ledent (1981), Ledent and Gordon (1981), Mulligan and Gibson (1984), Mathur and Rosen (1974) have made attempts to expand the scope of economic base analysis by considering new approaches to the identification of basic sectors, the links between economic and demographic change in a regional economy (see Chapter 7 for some attempts to explore this issue), and have attempted to expand our understanding of the role of nonwage and salary payments at the regional level.

2.3 The Link with the Input-Output Model

Although very rich in what they are able to accomplish, the models described above provide a very aggregate picture of a national and regional economy, respectively. The interactions taking place among the various actors in the system are not clearly specified; to do this, we will need to explore the economy in more detail. However, the linkages with the previous accounting systems will be maintained so that there will be a consistent format, enabling the analyst to move from one to the other with relative ease.

Romanoff (1974) was one of the first scholars to demonstrate a link between economic base and input-output analysis. If we maintain the strict assumptions of the economic base model, we may be able to recast the model in input-output terms. As we shall see later, a distinction is made in input-output analysis between purchases and sales made within the region and those made outside the region. In the economic base model, we will assume that (1) the basic sectors are the only ones that make sales outside the region, (2) the nonbasic sectors sell to each other and to the basic sector, and (3) there are no transactions among the basic sectors. In this case, two equations may now be specified; the subscripts 1 and 2 refer to a nonbasic and basic sectors, respectively:

\[ X_1 = T_{11} + T_{12} \quad (2.13) \]

\[ W_2 = f_2 \quad (2.14) \]

where \(T_{11}\) and \(T_{12}\) are the flows among the nonbasic sectors and the flows from nonbasic to basic sectors, respectively; \(f_2\) is the demand for the basic sectors’ output outside the region, and \(X_1\) and \(X_2\) are the nonbasic and basic outputs, respectively. If we define the following proportions:

\[ A_{11} = T_{11}/X_1 \quad (2.15) \]

\[ A_{12} = T_{12}/X_2 \quad (2.16) \]

---

\(^1\)Note that \((1 - a)^{-1}\) is equal to \([1 + r/r]\); because \(a = 0.4\), \((1 - a)^{-1}\) is equal to 1.66. Hence we have a direct relationship between the economic base multiplier and the basic-nonbasic ratio.
equation 2.13 may be rewritten by substituting $T_{11}(= A_{11}X_1)$ and $T_{12}(= A_{12}X_2)$ from equations 2.15 and 2.16, respectively:

$$X_1 = A_{11}X_1 + A_{12}X_2$$  \hspace{1cm} (2.17)

The proportions $A_{11}$ and $A_{12}$ may be thought of as the amount of nonbasic inputs needed to produce one unit of nonbasic output and the amount of nonbasic inputs needed in the production of one unit of basic output, respectively. The equations 2.17 and 2.14 may be shown in matrix form:

$$\begin{bmatrix} X_1 \\ \vdots \\ X_2 \end{bmatrix} = \begin{bmatrix} A_{11} & A_{12} \\ \vdots & \vdots \\ 0 & 0 \end{bmatrix} \begin{bmatrix} X_1 \\ \vdots \\ X_2 \end{bmatrix} + \begin{bmatrix} 0 \\ \vdots \\ f_2 \end{bmatrix}$$  \hspace{1cm} (2.18)

This yields the solution for $X_1$:

$$X_1 = [I - A_{11}]^{-1}A_{12}f_2$$  \hspace{1cm} (2.19)

because $f_2 = X_2$ (equation 2.14). This is the economic base model in an input-output formulation; the assumptions of the economic base system have been maintained. The result is a rather unusual system in which there is strict demarcation between the nonbasic and basic sectors of an economy. In reality, however, few sectors serve either the local or export market exclusively; hence we need to specify a more flexible version of equation 2.18 in order to accomplish this task.

### 2.4 The Regional Input-Output Accounting Framework: Initial Steps

Assume that we have the necessary funds to survey an appropriately stratified sample (by size and industrial composition) of all the firms within a region. From each firm, we would request information shown in Figure 2.2. The firm would be asked to detail its total purchases of goods (column 1) irrespective of the geographic origin of these purchases; similarly, the firm would be asked to specify the industrial sectors purchasing its output (column 3). In addition, the firms would be asked to provide information on purchases of labor and returns to capital (profits, dividends, and taxes) and sales to consumers, government, and for investment purchases. These transactions will be explained in greater detail later on in the next chapter. As we are dealing with a regional economy, we are going to be interested in the transactions that take place within the region as opposed to those with firms outside the region. For this reason, the firms in the survey would be asked to provide an estimate of their purchases (column 2) and sales (column 4) that occur within the region.
There are a number of major, tricky accounting issues that have to be resolved in order to move from the sample data to an input-output table. These will be mentioned here but not explained in great detail (see Miernyk, 1965). First, some rules have to be adopted to allocate firms to sectors. In the format that will be used in this book, the rule is usually based on the principal product of the firm.\(^2\) The number of sectors identified will vary; some models show as few as 10, others as many as 400. Much will depend on the funds available for survey analysis and whether, in fact, survey data can be collected at all.\(^3\) Furthermore, flows are usually shown in producers’ rather than purchasers’ prices; this necessitates allocating trade and transportation margins to the appropriate sectors. These margins may be thought of as the “mark-up” that a wholesaler or retailer charges for the service of marketing that they provide. In some cases, this may be a fixed percentage of the cost of the good (e.g., 25 percent). The transportation margins are an estimate of the transportation cost involved in moving a unit value of the commodity from producer to consumer. Hence, the purchase of a good by another sector may be shown as a combination of the purchase of the good and the purchase of the transport service in having the good delivered (see Figure 2.3a). For a purchase by a consumer, the transaction may involve both a wholesale and a retail mark-up (Figure 2.3b). That is why, in input-output models, consumers are shown as purchasing output from industries directly rather than aggregating all their transactions into the retail sector. A final issue revolves around the problem that as we are using a sample of firms, what all firms in sector \(i\) say they sell to sector \(j\) may not correspond to what the firms in sector \(j\) said they purchased from sector \(i\). Hence, from the survey data, we end up with two matrices.

\(^2\)In other frameworks, a distinction is made between commodities and industries. This avoids many of the problems of classification articulated here (see Jensen and Hewings, 1985 for a review).

\(^3\)In Chapter 5, some discussion about survey and nonsurvey methods will be provided.
The first documents the sales made by firms to all other sectors in the region whereas the second provides information on the purchases made by firms from other sectors. It would be very surprising if indeed the $i_{j}^{th}$ cell of both matrices contained the same value (suitably scaled to reflect the total population from which the sample was drawn). Accordingly, some careful rationalization of these two estimates must be made. This process has sparked a heated debate in the literature (see Gerking, 1976, 1979a, 1979b; Miernyk, 1976 1979).

Note: In this example, the consumer purchase would involve four sectors (1) industrial sector producing good, (2) transport service, (3) wholesale, and (4) retail trade.

Figure 2.3 Trade and Transportation Margins

Now, we are ready to assemble the data into the regional input-output model. The format and the associated equation systems will form the subject of the next chapter. Keep in mind two important ideas; namely, the link with the economic base model and the relationship with national accounting systems of the Keynesian type.
3 THE BASIC REGIONAL INPUT-OUTPUT MODEL

In this chapter, we shall assemble the survey data obtained from our sample of firms into a simple regional input-output table. Once the assembly is complete, we may begin the process of using the table to develop a model for the purposes of multiplier estimation. In Chapter 4, some simple applications of the model and multipliers will be provided.

From the sample surveys, we now have assembled four matrices, one showing purchases made by firms from other firms irrespective of geographic origin, and a second one showing the purchases made from firms within the region. The third and fourth matrices display sales data irrespective of destination and within the region. The matrices showing the sales and purchases relations irrespective of origin and those showing those interactions within the region are “arbitraged” into two matrices. This arbitrage process ensures that consistency of estimation is obtained; it usually involves reconciliation of one or more estimates of the flows between two sectors. Because we are dealing with a system in which total inputs for all sectors equals total outputs for all sectors, any adjustments in the entries in one part of the matrix will require some adjustment to a number of other entries to ensure that balance is maintained. The first matrix (showing total transactions irrespective of origin) approximates what may be referred to as a total technology matrix, whereas the one that only details the transactions within the region is regarded as a regional transaction matrix. In the analysis that follows, most of our attention will be focused on the latter matrix. The transactions that involve purchases from outside the region are usually aggregated into one- or two-row vectors; a distinction is sometimes made between imports from other regions within the country and those from outside the country. The row vector or vectors are placed within the accounting system so that the extraregional transactions are not lost!

3.1 Elements of the Input-Output Table

Figure 3.1 shows the general accounting framework: the $n \times n$ square matrix shown in the double-lined box is known as the regional interindustry transactions matrix. A typical row, $i$, in this matrix shows the sales made by industry $i$ to all other industries in the region; a typical column, $j$, shows the purchases made by this industry from all other industries in the region. What are these flows? They are sales and purchases made on current account and represent stages in the processing of intermediate goods. Current account purchases are those that a firm needs for the production of its commodities in any given year. Intermediate goods are those that are sold to other firms for further processing prior to sale to consumers. Examples would be sales of coal to an iron and steel plant (cell $CS$ in Figure 3.1), sales of rolled steel to a fabricated metal plant (cell $SF$), sales of automobile bodies to an automobile assembly plant (cell $BA$), and so forth. However, the sale of a finished automobile to a consumer would not be shown in this part of the matrix. Where will this be found? To the right of the double-lined matrix is a box labeled “Final Demand.” In this category are included the purchases by consumers, governments (local, state, and federal), and sales to other activities of investment goods. The last category of final demand—exports—picks up the sales made by firms to purchasers outside the region and outside the country. Hence, in parallel to the treatment of imports, two categories of export demand are shown in Figure 3.2—interregional and foreign. If we sum across the $i^{th}$ row, adding the sales to other industries and to the various categories of final demand, we arrive at the total gross output for that industrial sector.

---

Footnote: Investment goods are those products that are usually regarded as depreciable items, such as a machine, that the purchaser will depreciate over some finite time span greater than one year.
Now examine the purchases made outside the square matrix in the $j^{th}$ column. The category known as value added contains two important elements: (1) returns to capital—such as profits and dividends; and (2) returns to labor, namely wages and salaries. Below that are the two import row vectors and finally, a vector of total gross inputs. One of the major contributions Leontief provided was the so-called “doubleentry” accounting framework shown here; the vectors of total gross output and input are equal. Confronted with this fact, one might comment that if purchases and sales are equal, why are there firms in business? The answer lies in the fact that input-output accounting systems follow standard firm-level accounting balance sheets: total assets and total liabilities are equal for a firm. In input-output analysis, profits are contained within the value-added entry and hence, the system represents a relatively complete picture of the transactions in an economic system. Note that for a transaction to be recorded, an exchange has to take place in the marketplace. Transactions that take place on the “black market” or in the “underground economy” are not recorded here; in developing economies these transactions could amount to a significant percentage of the total volume.
### 3.2 Links with National Accounts

Richardson (1972) has provided the link between this format and the national accounting framework articulated in Chapter 2. To accomplish this link, some variables need to be defined: Let $X_{ij}$ be the flow of commodities from industry $i$ to industry $j$ on current account; $f_{ik}$ is the flow of commodities from industry $i$ to category $k$ of final demand (this might be consumption or government for example); $v_{mj}$ is the purchases from value added category $m$ by industry $J,$ and $X_i$ is the total input (output) for sector $i$. The variables $v$ and $f$ may be disaggregated as follows:

\[ v_j = P_j + W_j \]  
\[ f_i = C_i + G_i + I_i + E_i \]

where $P$ and $W$ represent profits and wages and salaries and $C,G,I,$ and $E$ are consumer, government, investment, and export sales. Thus, we may now write the row and column balances:

\[ \sum_j X_{ij} + C_i + G_i + I_i + E_i = X_i \]  
\[ \sum_i X_{ij} + P_j + W_j + M_j = X_j \]

In this case, we have aggregated both types of imports and both types of exports into one category each, namely, $M$ and $E$. If equations 3.3 and 3.4 are summed over all $i$ and $j$ sectors, we have:

\[ \sum_i \sum_j X_{ij} + C_i + G_i + I_i + E_i = \sum_i X_i \]  
\[ \sum_j \sum_i X_{ij} + P_j + W_j + M_j = \sum_j X_j \]

It was noted earlier that the vectors of total input and output were equal; hence, the right-hand sides of equations 3.5 and 3.6 are equal. This provides for the expression:

\[ \sum_i \sum_j X_{ij} + C_i + G_i + I_i + E_i = \sum_j \sum_i X_{ij} + P_j + W_j + M_j \]
Again, note that the interindustry transactions, $X_{ij}$ and $X_{ij}$, are contained on both sides of the equation; they are obviously equal and hence drop out. If we define $C, G, I, E, P, W$, and $M$ as the vectors representing the variable elements in equation 3.7, we now have:

$$C + G + I + E = P + W + M$$

(3.8)

Rearranging, we have:

$$C + G + I + E - M = P + W$$

(3.9)

The left-hand side should look familiar: It is gross national product, whereas the right-hand side is gross national income. In the input-output framework, total final demand equals total value added plus imports. The latter two categories are known together as primary inputs. Thus, we have a strong link between national product and income accounts and the input-output model. Why are interindustry transactions ignored? Essentially, because their inclusion would amount to double-counting: The volume of flows or the number of intermediate transactions are not the major issue–rather, the amount of value created at each stage of production is of importance. This is included in the estimates for gross national product. Clearly, we can appreciate that at the regional level a comparable set of calculations will yield an estimate of gross regional product.

### 3.3 Regional Input-Output Model

Figure 3.2 represents the transactions table for a simple, hypothetical economy: To simplify analysis, each industry is shown to have an output of $100 million. (There is no economic reason for this; in reality, the variation in levels of output will be substantial.) The comparison with Figure 3.1 reveals that interindustry transactions that occur within the region constitute $298 million out of the total output (input) of $500 million; however, the variations by industry are rather large. For example, industry 1 sells only $33 million to other sectors, whereas sector 3 sells $80 million. Similar variations may be seen in terms of purchases from other sectors.

Figure 3.2 represents an input-output table for a regional economy; our next task is to convert this to an analytical model. Let us aggregate the entries in columns 7 through 12 of final demand into one column (i.e., column 13); calling this entry $f_i$. Equation 3.3 may now be written:

$$\sum X'_{ij} + f_i = X_i$$

(3.10)

The term $X'$ will be explained below. We will now make a number of important restrictive but necessary assumptions. First, assume that the demand for inputs is independent of the level of output. By this, we mean that the “recipe” for production (the percentage of total inputs required from each industry) does not vary with the scale of production. Second, the production system is such that no substitutions may be made. Hence, the proportionate use of inputs cannot be changed. These assumptions allow us to define a technical and a regional input coefficient:

$$a_{ij} = X_{ij}/X_j$$

(3.11)

$$r_{ij} = X'_{ij}/X_j$$

(3.12)

The coefficient $a_{ij}$ represents the cents’ worth of input purchased from sector $i$ by sector $j$ per unit of output of sector $j$; $r_{ij}$, on the other hand, provides an estimate of the proportion of the $a_{ij}$ purchase that is made from firms located within the region. Hence, the distinction between the two coefficients lies in the distinction between purchases made irrespective of geographic origin ($X_{ij}$) and those made from within the region ($X'_{ij}$). Hence, we require a further assumption, namely that the proportion purchased within the region does not
vary over different levels of production. For the analysis that follows, we will use expression 3.12. Rewriting this in terms of $X'_{ij}$, we have:

$$X'_{ij} = r_{ij}X_j$$  \hspace{1cm} (3.13)$$

Substituting this expression in equation 3.10 yields:

$$\sum_j r_{ij}X_j + f_i = X_i$$  \hspace{1cm} (3.14)$$

<table>
<thead>
<tr>
<th>Sectors</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.21</td>
<td>-</td>
<td>0.09</td>
<td>0.03</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>0.01</td>
<td>0.08</td>
<td>0.07</td>
<td>0.29</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>0.03</td>
<td>0.20</td>
<td>-</td>
<td>0.50</td>
<td>0.07</td>
</tr>
<tr>
<td>4</td>
<td>0.31</td>
<td>0.02</td>
<td>0.38</td>
<td>-</td>
<td>0.03</td>
</tr>
<tr>
<td>5</td>
<td>0.10</td>
<td>0.25</td>
<td>0.26</td>
<td>0.01</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Figure 3.3 Regional Input Coefficient Matrix

Figure 3.3 shows the values for the entries in the interindustry portion of the matrix in Figure 3.2, converted to regional input or regional requirements coefficients. These entries provide the proportion of the total requirements (namely the $a_{ij}$s) necessary to make $1$ of output in the $j^{th}$ industry that come from industries within the region. As we have five industrial sectors, there will be five equations of the type shown in equation 3.14. In matrix terms, the system may be set up as follows:

$$\begin{bmatrix} r_{11} & r_{12} & r_{13} & r_{14} & r_{15} \\ r_{21} & r_{22} & r_{23} & r_{24} & r_{25} \\ r_{31} & r_{32} & r_{33} & r_{34} & r_{35} \\ r_{41} & r_{42} & r_{43} & r_{44} & r_{45} \\ r_{51} & r_{52} & r_{53} & r_{54} & r_{55} \end{bmatrix} \begin{bmatrix} X_1 \\ X_2 \\ X_3 \\ X_4 \\ X_5 \end{bmatrix} + \begin{bmatrix} f_1 \\ f_2 \\ f_3 \\ f_4 \\ f_5 \end{bmatrix} = \begin{bmatrix} X_1 \\ X_2 \\ X_3 \\ X_4 \\ X_5 \end{bmatrix}$$  \hspace{1cm} (3.15)$$

If we let $R$ be the $5 \times 5$ matrix of $r_{ij}$s; $X$ the $5 \times 1$ vector of total outputs (inputs) and $f$ the $5 \times 1$ vector of final demands, equation 3.15 may be written in a more compact form that we may solve the simultaneous system in a more efficient manner.

$$RX + f = X$$  \hspace{1cm} (3.16)$$

If equation 3.16 is rearranged and factored, a solution for $X$ may be derived:

$$f = X - RX$$

$$= (I - R)X$$

$$(I - R)^{-1}f = X$$  \hspace{1cm} (3.17)$$

where $I$ is an identity matrix, a matrix with the value 1 along the main diagonal and zero elsewhere. If equation 3.15 is examined, it will be clear that the production of output in each industry theoretically involves the purchases of inputs from all other industries. In reality that will not be the case; an examination of Figure 3.3 reveals that sector 2 makes no purchases from sector 1 and sector 5 has no direct needs from...
sectors 1 and 2. However, this should not be interpreted as implying that these sectors are not linked at all; the operative word here is the *direct* linkage. As we shall see later, firms that are not linked directly may be linked indirectly. For example, note that sector 2 makes no purchases from sector 1 but does purchase inputs from sector 3. This sector, 3, purchases inputs from sector 1. Hence, if the output of sector 2 expands, sector 1 will benefit in the second round of purchases. This may be shown diagrammatically in Figure 3.4. Note that the interactions become very complex and interwoven as the various rounds of spending and re-spending evolve. The analogy with the operation of the consumption effects in Figure 2.1 should be clear; after all, equation 3.17 can be rewritten:

\[
(I + R + R^2 + R^3 + R^4 \ldots) f = X
\]

Figure 3.4 Rounds of Spending Imports for Sector 2

The entries in cells (1,1), (2,2), and (5,5) represent transactions among firms *within* an industry. Because our sectors are very highly aggregated, it is possible that some intermediate, unfinished goods will be traded with firms that are classified as part of the same sector. In input-output tables with very large numbers of sectors the diagonal elements tend to be very small.
The various expressions of $R$ represent the rounds of spending taking place in the economy; because $R$ is a coefficient matrix, $R^t \to 0$ as $t \to \infty$, where $t$ denotes the spending round. Hence, the contribution of each succeeding round diminishes. This part of the equation system in equations 3.18 and 3.17 is thus the direct analogy with the multiplier articulated in Chapter 2. In input-output models, it is known as the Leontief Inverse Matrix or the Matrix Multiplier. The values for the regional example are shown in Figure 3.5. These entries provide the total requirements within the region for each industry to deliver $1$ worth of output to final demand. Our suspicions that sectors might be linked indirectly is well illustrated here. As a result of all the transactions in the economy, note that sector 2 purchases 0.05 cents worth of output from sector 1 in order to make a delivery of $1$ to final demand.

<table>
<thead>
<tr>
<th>Sectors</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.33</td>
<td>0.05</td>
<td>0.18</td>
<td>0.15</td>
<td>0.02</td>
</tr>
<tr>
<td>2</td>
<td>0.23</td>
<td>1.17</td>
<td>0.30</td>
<td>0.50</td>
<td>0.04</td>
</tr>
<tr>
<td>3</td>
<td>0.40</td>
<td>0.36</td>
<td>1.41</td>
<td>0.82</td>
<td>0.13</td>
</tr>
<tr>
<td>4</td>
<td>0.58</td>
<td>0.19</td>
<td>0.61</td>
<td>1.38</td>
<td>0.09</td>
</tr>
<tr>
<td>5</td>
<td>0.31</td>
<td>0.41</td>
<td>0.48</td>
<td>0.38</td>
<td>1.09</td>
</tr>
</tbody>
</table>

**Multiplier**

2.85 2.18 2.98 3.23 1.37

Figure 3.5 Leontief Inverse Matrix

What is the direct relationship of the entries in Figure 3.5 to the multipliers noted in Chapter 2? If the entries in a typical column of Figure 3.5 are summed, we have what is known as the output or column multiplier. Unlike the economic base model or the Keynesian system, we now have a multiplier for each industry. These are shown in the last row of Figure 3.5. Note that they vary rather substantially from one sector to another; hence, the use of an aggregate multiplier in an economic base model may provide a somewhat misleading impression of the likely impacts of any change in external demand on the regional economy. The reasons for these variations may be ascribed to (1) the degree to which industrial sectors are linked with each other (i.e., the number of nonzero entries in the matrix of interindustry transactions) and (2) the strength of those linkages (i.e., whether the linkages between sectors are of the same order of magnitude or dominated by one or two very large linkages). In Figure 3.3, one can see that sector 5 makes purchases from two other sectors (apart from itself) and these are not very large amounts. Accordingly, it has the lowest multiplier. Sector 4, on the other hand, is more intensely linked with the rest of the economy and has the largest multiplier.

At this stage, it would be erroneous to equate the size of the output multiplier with the importance of that sector in the regional economy. The multiplier tells us nothing about the level of sectoral output or its importance in terms of employment generation or income formation. We will deal with these issues in the next section.

### 3.4 Income and Employment Multipliers

Not only do industries make purchases from other sectors, they also mark purchases from the labor force. The next task is to calculate the various income multipliers associated with these purchases; there are three and possibly more types of income multipliers that can be obtained. In this section, we will restrict ourselves to the two most commonly identified, namely, the Type 1 (direct and indirect) and the Type 2 (direct, indirect, and induced). To do this, we will first derive an additional row of coefficients, these being the entries shown in row 7 of Figure 3.2. Assume for the moment that all the entries in the value added row are for wages and salaries. If these entries are divided by the relevant sectoral output, we can obtain a vector showing cents worth of labor input per unit of output. This is shown below:

<table>
<thead>
<tr>
<th>Sector Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input of Labor</td>
<td>0.2</td>
<td>0.4</td>
<td>0.1</td>
<td>0.17</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Here we see rather substantial differences in the purchases of labor by sector. These entries will now be represented by a row vector $V$. If this vector is multiplied against the Leontief Inverse matrix, we will obtain
a matrix of direct and indirect income changes:

\[ V(I - R)^{-1} \]  \hspace{1cm} (3.19)

If these entries are then divided by the direct income changes, \( V \), we have what is known as the Type 1 Income Multiplier (\( M1 \)):

\[ M1 = V(I - R)^{-1} \hat{V} - 1 \]  \hspace{1cm} (3.20)

Where the \( \hat{\} \) indicates a vector expressed as a diagonal matrix. The procedure may be demonstrated with reference to sector 1; each entry in the first column of Figure 3.5 will be multiplied by the corresponding row entry detailing the labor input per unit of output (shown as the first row of Figure 3.6).

<table>
<thead>
<tr>
<th>( \text{Sectors} )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>0.20</td>
<td>0.40</td>
<td>0.10</td>
<td>0.17</td>
<td>0.40</td>
</tr>
<tr>
<td>(2)</td>
<td>0.62</td>
<td>0.72</td>
<td>0.59</td>
<td>0.69</td>
<td>0.48</td>
</tr>
<tr>
<td>(3)</td>
<td>0.42</td>
<td>0.31</td>
<td>0.49</td>
<td>0.52</td>
<td>0.08</td>
</tr>
<tr>
<td>(4)</td>
<td>3.1</td>
<td>1.78</td>
<td>5.9</td>
<td>4.1</td>
<td>1.20</td>
</tr>
</tbody>
</table>

NOTE: Row (1) value-added entry of Figure 3.2 shown as a coefficient \( (V/X) \); (2) direct and indirect income change; (3) indirect income change (2) - (1); (4) type 1 multiplier, (2) \( \div \) (1).

**Figure 3.6 Leontief Inverse Matrix**

\[
\begin{align*}
1.33 \times 0.20 & = 0.26 \\
0.23 \times 0.40 & = 0.09 \\
0.40 \times 0.10 & = 0.04 \\
0.58 \times 0.17 & = 0.09 \\
0.31 \times 0.40 & = 0.12 \\
\text{Total} & = 0.62
\end{align*}
\]

The summation above may not equal 0.62 exactly because of rounding error; the results of this manipulation for all sectors are shown in Figure 3.6. Again, caution should be exercised in ascribing importance to size in terms of multiplier values. A sector with a large entry in \( V \) and with a high level of output may offset the fact that its income multiplier may be relatively small. Because industries 3 and 4 are so highly linked in the system, their indirect income effects are very large in comparison to the direct income effects—hence, the income multipliers are very large.

The income picture is not really complete because we have not taken into account the fact that wages and salaries received by local employees may be spent on local goods and services, thereby generating additional output and, hence, additional income. There are a number of ways in which these effects can be calculated. The most direct way is to expand or augment the direct coefficients’ matrix (Figure 3.3) to include the additional row \( V \) that we have already defined and an additional complementary column. This column is the vector of consumption coefficients by sector; in a sense, it represents a disaggregation of the average propensity to consumer by all households in the region (i.e., column 7 of hyperlinkfigure3.2Figure 3.2). This consumption is restricted to the output of goods and services produced within the region; imports are shown in rows 8 and 9 of column 7 of Figure 3.2. The augmented matrix \( (R') \) is shown in Figure 3.7; the solution is now obtained in a similar way, except that \( f' \) does not contain the consumption account:

\[ (I - R')^{-1} f' = X \]  \hspace{1cm} (3.21)
Figure 3.7 Expanded Matrix

The multiplier matrix, \((I - R')^{-1}\), is shown in Figure 3.8. Type 2 income multipliers, \(M_2\), are simply the division of the household row entries of the augmented Leontief Inverse of Figure 3.8 by the direct income entries, \(V\). These are shown in Figure 3.9 together with a comparison with the \(M_1\) multipliers. Several authors have noted, and subsequently proved, that, for any matrix, there is a constant relationship between the \(M_1\) and \(M_2\) multipliers. As this constant can be derived without the inversion of the augmented matrix, once the \(M_1\) multipliers are known, the \(M_2\) values can be calculated rather easily. (For a proof, see Miller and Blair, 1985, p. 143.)

Figure 3.8 Leontief Inverse Matrix with Households Endogenous

A final note on income multipliers should be made; income *generated* within a region may not be equal to income *retained* and then spent in the region. Labor force commuting across regional boundaries, repatriation of income to other regions and various taxation levies applied by state and national governments may all serve to reduce the size of the income pool expended in the region. On the other hand, additional non-wage and salary income (dividends, interest payments, and government transfers) may enhance the pool of income earned from employment. These accounting issues have been addressed in many recent more sophisticated regional social accounting models (see Batten and Andersson, 1983, for an example).

Finally, if we assume that the levels of employment in an industry are closely related to output, such that an employment/output ratio can be defined for all levels of output, then the entries in the input-output system
can be converted to employment terms to yield employment multipliers. The procedure is as follows; rewrite equation 3.10 in matrix form:

\[ X' + f = X \]  \hfill (3.22)

where \( X' \) is the matrix of interindustry flows within the region and I is an identity vector that we use to sum across the rows of matrix \( X' \). If \( e \) is defined as the employment vector showing employment by sector, then the expression \( eX^{-1} \) provides the employment output ratios (number of jobs per $million of output). If all the entries in equation 3.22 are multiplied by this expression, we have:

\[ \hat{e}X^{-1}X' + \hat{e}X^{-1}f = \hat{e}X^{-1}X \]  \hfill (3.23)

The right-hand side becomes \( e \), because \( X^{-1}X \) is equal to the identity matrix; that fact can also be used to replace \( i \) on the left-hand side with \( e^{-1}e \). Hence, we now have:

\[ \hat{e}X^{-1}X' + \hat{e}X^{-1}e + \hat{e}X^{-1}f = e \]  \hfill (3.24)

Factoring and simplifying, we have:

\[ \hat{e}X^{-1}f = e - \hat{e}X^{-1}X'\hat{e}^{-1}e \]

\[ = (I - \hat{e}X^{-1}X'\hat{e}^{-1})e \]

\[ (I - \hat{e}X^{-1}X'\hat{e}^{-1})^{-1}\hat{e}X^{-1}f = e \]  \hfill (3.25)

The inverse matrix in equation 3.25 is the direct analogy to the Leontief inverse matrix in dollar terms; all the entries are now expressed in employment terms. Given a change in final demand, we can determine the level of employment required, directly and indirectly, in each industry. The expression \( \hat{e}X^{-1}X'\hat{e}^{-1} \) converts the cents per dollar coefficient matrix shown in Figure 3.3 into one showing employment coefficients, \( e_{ij} \), the employment required from industry \( i \) per employee in industry \( j \) to support output in industry \( j \).

3.5 Summary

Now that the conversion of the input-output table to a model has been demonstrated, the model can be used for analytical purposes. The reader should be wary of inferring to much from the rankings of employment and income multipliers. For example, many labor-intensive sectors have low employment multipliers simply because the denominator of the multiplier (the direct effects) is relatively large. In absolute terms, though, these sectors may generate the largest volume of employment. In the next chapter, some simple examples will be provided prior to some discussion about the ways in which an input-output model might be constructed from other than survey data. Chapters 6 and 7 will extend this simple, single-region framework spatially (into the interregional context) and sectorally (by specifying different income groups, different types of labor and so forth).
Now that an input-output model has been developed from the survey data and the input-output table, we can use the system to undertake some relatively straightforward applications of the model. In this chapter, two illustrations will be provided; the first examines the impact on employment and output of a change in a federal government’s programs. For example, we might wish to consider the effects of a shift away from defense to social programs. The second example shows how the input-output model might be used to undertake a cost-benefit analysis of a project. Prior to the discussion of these in-depth examples, some comments will be made on the range of regional input-output applications.

The early applications of regional input-output analysis focused almost exclusively on impact analyses, for example, the effects of government programs on a regional economy. More creative uses were found—for example, the impact of sports franchises on metropolitan economies, the employment and income generated by large institutions such as universities, and the impacts of new transportation facilities on regional economies. Increasing interest in resource scarcity, and environmental and energy problems fostered a whole new series of applications for input-output models. In many cases, the regional models were linked with other analytical systems or recast to provide more flexible forms of analysis. Within these categories, one finds applications of air pollution abatement programs, the effects of water shortages on regional economic growth, and development and many applications exploring the effects of disruptions in energy supply on various regional economic indicators.

Regional input-output models have been used for policy simulation, for forecasting employment, output and income, and as components in integrated modeling ventures. A great deal more detail is provided in Miller and Blair (1985), especially on the applications of input-output analysis in the solution of energy and environmental problems.

### 4.1 Impact Analysis with an Input-Output Model

Let us assume that the federal government is considering a cut of $10 million in defense spending in the regional economy and reallocating the funds either to a nondefense-oriented set of programs (e.g., social welfare, education) or to consumers in the form of a reduction in taxes. Hence, in the first case, government expenditure in the region will remain the same ($10 million). Should one therefore conclude that the net impact on the region’s economy will be zero? If we had been working with a simple economic base model, that would have been a correct assertion. However, even though the total expenditure by the federal government in the region will remain the same, the impacts will not necessarily be identical. The reasons lie in the differences in the allocation by sector of the two budget reallocations in comparison with the original defense-related expenditure. It is unlikely that the same goods and services will be needed to support a defense program as will be needed for a social welfare program or the consumption needs of local consumers. For this reason, we should not expect similar impacts from the reallocation from defense to consumer spending even though, once again, the total amount of final demand being allocated in the region is the same.

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HH</td>
<td>D HH</td>
<td>Defense</td>
<td>ΔD</td>
<td>Nondefense</td>
<td>ΔND</td>
<td></td>
</tr>
<tr>
<td>(1)</td>
<td>30</td>
<td>0</td>
<td>1</td>
<td>-4</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>(2)</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>-2</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>(3)</td>
<td>7</td>
<td>+2</td>
<td>2</td>
<td>-2</td>
<td>6</td>
<td>+2</td>
</tr>
<tr>
<td>(4)</td>
<td>15</td>
<td>+3</td>
<td>-</td>
<td>-</td>
<td>13</td>
<td>+2</td>
</tr>
<tr>
<td>(5)</td>
<td>10</td>
<td>+1</td>
<td>-</td>
<td>-</td>
<td>16</td>
<td>+3</td>
</tr>
<tr>
<td>HH</td>
<td>(6)</td>
<td>3</td>
<td>+1</td>
<td>2</td>
<td>-2</td>
<td>12</td>
</tr>
<tr>
<td>Imports</td>
<td>(7)</td>
<td>80</td>
<td>+3</td>
<td>-</td>
<td>-</td>
<td>47</td>
</tr>
<tr>
<td>Total</td>
<td>170</td>
<td>+10</td>
<td>5</td>
<td>-10</td>
<td>47</td>
<td>+10</td>
</tr>
</tbody>
</table>

**NOTE:** Imports rows of Figure 3.2 have been combined, HH, households; D, defense; ND, nondefense.

**Figure 4.1 Reallocation of Final Demand Consequent Upon a Reduction in Defense**
Figure 4.1 shows the reallocation of final demand from defense to nondefense and from defense to households. In the allocation to households, not that the $10 million was not distributed proportionately to the original vector of expenditures. Empirical evidence suggests that consumers allocate additions to income differently than their average income. Thus, although the original vector might be regarded as an expression of average propensities to consume, the distribution of the $10 million is assumed to follow the dictates of a vector of marginal propensities to consume. Similarly, the vector of additions to nondefense spending reflects a slightly different reallocation from the existing distribution, although one that is not as significantly different in appearance as those between the average and marginal propensities to consume by households.

Figures 4.2 and 4.3 show the results of the impact analyses; using the employment/output ratios shown in Figure 4.2, the employment impacts were also calculated as well as the output effects. As we suspected earlier, even though the total amount of money being spent by the various sectors of final demand was unchanged, the reallocations severely altered the outcomes on a sector-by-sector basis. The gross effects are shown in Figure 4.2 and the net effects are summarized in Figure 4.3. Sectors 4 and 5 were net gainers from a reallocation to either households or nondefense spending, whereas sector 3 gained from the household but not the nondefense reallocation. Sectors 1 and 2 would suffer losses from both reallocations. Because the employment data are linearly dependent on the output figures, these results hold for both employment and output. The magnitude of the changes varied by sector rather appreciably. Notice that sector 5 gained far more from a nondefense reallocation than from a consumer spending addition; in part, this is due to the fact that $3 million of the reallocation would be “lost” to the regional economy if added to consumers’ income by reason of import purchases. The overall effects led to decreases in available jobs in the region and a loss of production. Several comments need to be made here; first, no consideration is given to the possibilities that some sectors may not be able to adjust their production from defense to nondefense or consumer goods instantaneously. Second, the employment data reflect average employment/output ratios; some sectors may be able to produce less output by curtailing employment opportunities in a greater than proportionate manner, thus creating additional layoffs. Third, nothing is revealed in this analysis about the various skill categories required; for some occupations, the demand for their skills may actually arise during a reallocation, whereas for others the demand may be drastically reduced. Hence, the overall employment impacts may hide significant dislocations and disequilibria in supply-demand relationships.

<table>
<thead>
<tr>
<th>Sectors</th>
<th>Decrease Output</th>
<th>Decrease Employment</th>
<th>Increase Output</th>
<th>Increase Employment</th>
<th>Increase Output</th>
<th>Increase Employment</th>
<th>Increase Output</th>
<th>Increase Employment</th>
<th>Household</th>
<th>Employment per $1 Million Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-5.78</td>
<td>-1056</td>
<td>+0.72</td>
<td>+154</td>
<td>+0.83</td>
<td>+166</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-3.86</td>
<td>-1930</td>
<td>+1.72</td>
<td>+860</td>
<td>+2.14</td>
<td>+1070</td>
<td>500</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-5.14</td>
<td>-1542</td>
<td>+4.85</td>
<td>+1455</td>
<td>+5.41</td>
<td>+1623</td>
<td>300</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-3.90</td>
<td>-1950</td>
<td>+4.25</td>
<td>+2125</td>
<td>+5.45</td>
<td>+2725</td>
<td>500</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-3.02</td>
<td>-1208</td>
<td>+4.99</td>
<td>+1996</td>
<td>+3.19</td>
<td>+1276</td>
<td>400</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Total($)** | -21.70 | -7686 | +16.53 | +6590 | +17.02 | +6860

**Figure 4.2 Employment and Output Effects of Changes in Final Demand**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-5.06</td>
<td>-902</td>
<td>-4.95</td>
<td>-890</td>
</tr>
<tr>
<td>2</td>
<td>-2.14</td>
<td>-1070</td>
<td>-1.72</td>
<td>-860</td>
</tr>
<tr>
<td>3</td>
<td>-0.29</td>
<td>-87</td>
<td>+0.27</td>
<td>+81</td>
</tr>
<tr>
<td>4</td>
<td>+0.35</td>
<td>+175</td>
<td>+1.55</td>
<td>+775</td>
</tr>
<tr>
<td>5</td>
<td>+1.97</td>
<td>+788</td>
<td>+0.17</td>
<td>+68</td>
</tr>
</tbody>
</table>

**Total($)** | -5.17 | +1096 | -4.68 | -826

**Figure 4.3 Net Gains (Losses) from Reallocation of Final Demand**
A final word of caution: one should not infer from this analysis that defense spending is essential to the maintenance of regional economic vitality. This example uses data that may or may not reflect reality. Furthermore, nothing is revealed about the possible longer-run implications of such changes. Some local firms, faced with declining demand, may make some changes in their production process or product lines in the hopes of securing new markets within the region and elsewhere. The input-output model cannot hope to answer all the questions related to impacts of the kind demonstrated here. One major effect not considered, of course, is the role of migration. In regional economies, downturns and upswings in the business cycle can have pronounced effects on the volume of in and out migration. The expectations on the part of individuals, with respect to the duration of unemployment, also with respect to the duration of unemployment will also play a critical role in the “mover/stayer” equation. However, the sectoral detail afforded by the input-output model does provide an important source of information not available from other, more aggregated methods of regional analysis. Similar studies can be undertaken, for example, to measure the impact of a new firm (even a sports franchise) on a regional economy or the effect of the closure of an existing plant. In the latter case, the mobility of the newly unemployed workers will play a crucial role in maintaining the remaining levels of activity in the region. This issue will be addressed in Chapter 7.

4.2 Using an Input-Output Model in Project Appraisal

In many economies, one of the more important objectives associated with economic development is the need to narrow the differences in welfare between regions. In a number of cases, the index used for comparison is the level of income per capita. Achieving this goal requires careful selection of policy instruments designed to steer allocation of resources in such a way that the less prosperous regions receive some possibility for improving their welfare at a faster rate than the more prosperous regions. The choice of these policy options would form the subject of another monograph and will not be considered here; let us assume that the country in question has decided that the availability of large supplies of coal in the region might provide an opportunity for the penetration of markets in other regions and other countries, especially in the face of rising petroleum prices. However, the project will require some initially large capital investment in machinery; transportation systems, and so forth. Can the project be justified? If we restrict ourselves to economic issues, cost-benefit analysis can be used to help answer the question about the wisdom of this project vis-à-vis several others. The linkage of input-output models with cost-benefit appraisal techniques was first suggested by Tinbergen (1966) and has subsequently been utilized in a number of different contexts (see Kuyvenhoven, 1978; Karunaratne, 1976; and for a regional application, Bell et al., 1982).

Figure 4.4 Tinbergen Semi-Input-Output Formulations
### Table 4.5

<table>
<thead>
<tr>
<th>Sector</th>
<th>Demand Change</th>
<th>Total Initial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mining</td>
<td>.21</td>
<td>15</td>
</tr>
<tr>
<td>Iron &amp; Steel</td>
<td>.01</td>
<td>0</td>
</tr>
<tr>
<td>Elec. Eng.</td>
<td>.03</td>
<td>0</td>
</tr>
<tr>
<td>Bus. Ser.</td>
<td>.31</td>
<td>0</td>
</tr>
<tr>
<td>Trans.</td>
<td>.10</td>
<td>0</td>
</tr>
<tr>
<td>V</td>
<td>.2</td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>.13</td>
<td></td>
</tr>
</tbody>
</table>

For Figure 4.5, empirical implementation of the Tinbergen Model:

Figure 4.4 shows the general form of the modification that is necessary to the input-output table to achieve this linkage. Sectors are classified into (1) tradeables, those sectors that engage in markets outside the region for the sales of their goods and (2) nontradeables, those sectors whose markets he within the region. The subscripts $T$ and $N$ indicate these distinctions; the regional coefficient matrix, $R$, of Figure 3.3 is now partitioned into four submatrices. A twofold partition, into tradeables and nontradeables, for final demand and output, is also made. An additional vector is included in the system, the vector of capital coefficients, reflecting the needs of capital account per unit of input. 6

Figure 4.5 shows the rearrangement of the input-output table to accommodate the distinctions introduced by Tinbergen. In undertaking the project appraisal, we will assume that the final demand for nontradeables is zero; this is not unreasonable, as we wish only to record the effects of the project, not the totality of the economic activity in the region. Hence, $f_n = 0$. Solving the two equations from Figure 4.4, we have:

$$R_{TT}X_T + R_{TN}X_N + f_T = X_T$$  \hspace{2cm} (4.1)

$$R_{NT}X_T + R_{NN}X_N + f_N = X_N$$  \hspace{2cm} (4.2)

Where $R_{TT}$ and $R_{NN}$ represent the interindustry coefficients among the tradeable and nontradeable sectors, respectively; $R_{TN}$ and $R_{NT}$ show the transactions between tradeables and nontradeables. We will further assume that, as far as this project is concerned, there will be no sales from tradeables to nontradeables (because the coal will be exported). Hence, matrix $R_{TN}$ will be zero and thus equation 4.1 reduces to:

$$(I - R_{TT})^{-1}f_T = X_T$$  \hspace{2cm} (4.3)

Bearing in mind that there are no sales to nontradeable final demand, equation 4.2 becomes:

$$(I - R_{NN})^{-1}R_{NT}X_T = X_N$$  \hspace{2cm} (4.4)

---

6 No distinction is made here between replacement and expansion capital along the lines used in the West Virginia study (Miernyk and et al., 1970).
Let us identify the sector in which the coal mining takes place as sector $j$ then the cost-benefit criterion for this project will be:

$$T_j = \frac{K_j + K_N (I - R_{NN})^{-1} R_{Nj}}{V_j + V_N (I - R_{NN})^{-1} R_{Nj}}$$  \tag{4.5}$$

Because each of the terms in equation 4.5 is multiplied by $X_T$, the term drops out. The numerator represents the direct capital cost of the project ($K_j$) and the direct and indirect capital demands that would be placed on the nontradeable sectors as a result of this project. These demands might include additional highways and railroads, telephone systems, new infrastructures to house additional workers and their families. The denominator provides the benefits; these are divided into the direct value added created by the project ($V_j$) and the direct and indirect income consequent upon the expansion of demand to support the project through the sales of nontradeable goods to the tradeable sector. One would hope that the ratio would be less than one, indicating that the project benefits exceeded the costs. In the example shown in Figure 4.5, we assume that the project will incur a capital cost of approximately $2$ million for an annual output of $15$ million; we will assume that the value added ratio in the new project will be the same as in the mining sector as a whole—namely $0.20$ per dollar of output. Thus, $K_j = 2/15$ or 0.13 and $V_j = 0.20$. Manipulation of equation 4.5 yields:

$$T_j = \frac{0.13 + 0.0752}{0.20 + 0.256} = \frac{0.2052}{0.4560} = 0.45$$  \tag{4.6}$$

In this case, the benefits exceed the costs rather substantially. However, this form of appraisal is not a complete picture of the possible contributions of the project to the regional economy. Consider that it only takes into account costs and benefits in monetary terms. Nothing is stated about the employment creation benefits. Typically, one might expect multiple criteria to be applied to project evaluation, rather than the reliance on one measure alone \citep[see][]{Nijkamp1981}.

Second, the denominator of equation 4.5 includes the component, $V(I - R_{NN})^{-1}$, which should look familiar. It is, of course the direct and indirect income created in the nontradeable sectors \citep[see equation 3.19]{Nijkamp1981}. However, as we noted in Chapter 3, income creation is only one part of the cycle of activities; consideration also has to be given to the expenditure effects of this income. Added to this income for purposes of expenditure effects should be $V_j$ the income generated directly by the project. In all likelihood, these effects may be much greater than the interindustry linkage effects. In addition, no attempt has been made to consider the benefits and costs over a time horizon; consideration should be given to the discounted stream of net benefits that would provide some stronger indication of their opportunity costs. The formulation above may be unrealistic as far as capital costs are concerned because the initial capital costs and the ongoing capital costs may bear a very different relationship with total output. Similarly, many large-scale development projects may create significant employment opportunities during the construction phase of a project only to yield a very small number of jobs of a permanent nature once the project is up and running. This has been especially true in many resource development projects in the western United States. The “boom town” phenomenon associated with oil shale development is one example of massive short-run construction employment peaks followed by substantially lower, longer-run employment impacts. The necessity for inclusion of consideration for the time-phasing of projects in the input-output modeling system would seem to be a high priority modification.

One other major consideration has been ignored in this analysis; the existence of effects may serve to bias the cost-benefit ratio. For example, if there are significant impacts outside the region, the level of income may rise faster there than in the region itself, in conflict with the avowed aim of the project to reduce income differentials between the regions. The cost appraisal technique would need to be integrated more fully with the nation’s goals and objectives so that a decision to undertake a project would not be taken purely on the grounds of the value of $T_j$. As the internal complexity of the regional economy increases, the distinctions between tradeables and nontradeables may become less apparent. In this case, the alternative proposed by Herman et al. \citeyearpar{Herman1969} and Batten and Andersson \citeyearpar{Batten1983} may prove more attractive. They classified industries hierarchically (international, interregional, and regional) and were able to examine the interregional implications of changes in national policies such as the role of import substitution initiatives. Bell et al.
(1982) categorized support or infrastructure activities as a third category to complement the distinctions between tradeables and nontradeables.

4.3 Summary

These two examples provide some measure of the scope for the use of the input-output model. Impact analysis and project appraisal have played important roles in decision making with reference to the allocation of federal and state resources. The input-output model provides some guidance as to the possible outcomes for proposed programs and, thus, offers policymakers the option of considering several alternatives prior to committing resources to any one program. Input-output models are, unfortunately, very expensive to construct from survey-based data. In the next chapter, some alternative, nonsurvey methods will be evaluated.
5 CONSTRUCTION OF REGIONAL INPUT-OUTPUT MODELS

The costs of constructing a survey based regional input-output model may well involve expenditures in excess of one or two million dollars. Although national-level models have become an accepted part of the data collection and assembly processes associated with national income and product accounts, the same has not been true at the regional level. As a result, the development of input-output tables at the subnational level has relied on two alternative options, nonsurvey and partial survey techniques. These options will form the focus for the discussion in this chapter.

5.1 Nonsurvey Techniques

The existence of sets of input-output tables at the national level has provided for the development of nonsurvey-based regional input-output tables. In a very small number of cases, some regional tables have been constructed by modifying tables assembled from survey data for other regions. However, the major efforts have been directed toward the modification of national tables.

In the most common situations, the existence of the national tables has been complemented by very limited information at the regional level. These data usually constitute the various censuses of manufacturing, wholesale and retail trade, transportation, and agriculture supplemented by data available in County Business Patterns and aggregate time-series data at the county and state levels assembled by state and federal agencies such as the Bureau of Economic Analysis of the U.S. Department of Commerce. From these data, we are usually able to construct a vector of total output for a set of industries in the region; the general consensus of opinion is that greater sectoral disaggregation is preferable. The next steps involve the use of some modifying techniques to transform the national table to a regional one. These techniques involve the estimation of various quotients or ratios, many of which have been applied in other contexts in the regional analysis literature. In this chapter, we will review just a small selection of them; more detail may be found in Smith and Morrison (1974).

In earlier chapters, we noted the distinction between the set of technical coefficients, the $a_{ij}$s, and the regional requirements coefficients, the $r_{ij}$s. In operating with the nonsurvey techniques, an assumption is usually made to the effect that:

$$a_{ij}(r) = a_{ij}(n)$$

namely, that the technology used in comparable industrial sectors is the same at the national ($n$) and regional ($r$) levels. This assumption thus precludes possible differences in the age of capital stock, the size mixture of firms within a sector, differences in technology, and possible variations in product mix. However, in the absence of any information about many of these characteristics at the regional level, one is left with very few options but to adopt a very conservative strategy, namely, one in which a minimum of speculation is applied to the modification process. As a result, the strong assumption needs to be adopted that the distributions of many of these characteristics concerning firms are similar at the national and regional levels. The various nonsurvey techniques seek to modify the national technical coefficients to produce a set of regional requirements coefficients:

$$r_{ij} = a_{ij}(n)q_j$$

where $q_j$ is a quotient or ratio of some kind. This quotient may be applied uniformly across all entries in a row or down a column or it may be developed as $q_{ij}$ and technique must be rooted in theory; in the development of the economic base model, similar problems arose in the estimation of the proportion of activity that was basic as opposed to nonbasic when survey data were not available. In this case, a popular nonsurvey technique that has been used in the location quotient.
Equation 5.3 shows the formula for the estimation of the location quotient for industry \(i\) in region \(r\):

\[
lq_i = \frac{X_i(r)}{\sum_i X_i(r)}/\left[\frac{X_i(n)}{\sum_i X_i(n)}\right]
\]

(5.3)

In essence, the proportionate share of industry \(i\) in the region is compared with the share of \(i\) in the nation. The data used for \(X\)s usually constitute either employment or output figures. Once the quotient has been obtained, it is applied in the following fashion:

\[
r_{ij} = \begin{cases} 
a_{ij}(n), & \text{if } lq_i \geq 1 
a_{ij}(n)lq_i, & \text{if } lq_i < 1 \end{cases}
\]

(5.4)

The reasons for this application may be stated in terms of the expectation that any industry, \(i\) will be able to supply the demands placed upon it by all other industries in the region. If the industry’s representation in the region is greater than that observed in the national data (i.e., the location quotient is greater than one), then there is a high probability that the industry will be able to meet all local demands. However, if the reverse is true, then in all likelihood, only a portion of the local demands will be able to be supplied from the local industry (the remaining demands will have to be imported). The share of the total demands supplied locally is thus reduced in accordance with the size of the location quotient. If \(lq_i = 0.83\) then only 83 percent of the local needs of the output of industry \(i\) will be supplied within the region. If the industry is not present in the region, then all coefficients in that row would be zero. Note that no matter how much larger than one the location quotient might be, the national technical coefficient serves as an upper bound. The larger, more diversified the region, the greater the expectation that the region will be able to supply most of its own needs. This follows from the fact that as the size of the region approaches the nation the values of the location quotients will approach one (from above and below)\(^7\) and, hence, the regional coefficients will converge toward the national coefficients. There rare several techniques of this kind, relying on very aggregate date for their estimation.

Stevens et al. (1983) have developed a technique that attempts to use regional theory to develop an appropriate way of modifying national technical coefficients. Following some earlier work by Stevens and Trainer (1976) that showed that the regional purchase coefficients were an important source of error in regional models, they developed a technique that may be summarized as:

\[
R = \hat{P}A(n)
\]

(5.5)

where \(\hat{P}\) represents a diagonalized matrix of regional purchase coefficients for industry \(i\). Instead of using location or other quotients to estimate \(P\), and estimating equation was developed in which \(P\) was regressed on various quotients such as the wages in the region compared to the nation, output in the region compared to the nation, and so forth. A comparison of this technique with known survey-based coefficients yielded acceptable results although the differences varied considerably by industry.

The question that now arises is the degree to which we are able to produce nonsurvey tables that are within acceptable levels of accuracy. One of the major unresolved debates in regional input-output analysis focuses on this very subject. One of the reasons for the discord centers on the measurement of accuracy; should one expect a table to be replicated accurately on a coefficient-by-coefficient basis, or on the basis of the use of the table in developing the input-output model and the associated multipliers? Jensen (1980) has tried to adjudicate this debate by suggesting that many of the problems revolved around different perspectives on accuracy. For example, many applications of the input-output table focus on the use of the multipliers; their accuracy is the major concern and thus we may refer to this as an example of a focus on holistic accuracy. On the other hand, a specific industry impact analysis may require very careful estimation of the outcomes on a sector-by-sector basis; this concern reflects a focus on partitive accuracy. The issue, though unresolved,
presents an important point of contention in the continued development of nonsurvey techniques, for although there is general agreement that they are not very satisfactory, there is also a clear appreciation of the fact that funds for the development of full survey-based models are unlikely to be forthcoming in the future. A possible compromise, partial survey techniques, provides some expectation for achieving acceptable levels of accuracy under conditions of limited regional information and with minimal funding.

5.2 Partial Survey Techniques

In this context, one is faced with the possibilities for developing an input-output table with a funding level that would allow the application of techniques that are a little more sophisticated than the ones described above. What alternatives are available? Three alternatives will be presented for consideration. All require some survey data collection but not on the scale envisaged for the complete table development described in Chapter 2.

THE RAS OR BIPROPORTIONAL TECHNIQUE

The RAS or Biproportional technique was developed by Stone (1963) to provide a method for updating national input-output tables over short time periods. Regional researchers have used the technique, and variations on it, to adjust national coefficients to the regional level. The general expression is:

\[ R = f[A(n), u(r), v(r), X(r)] \]  

where \( A(n) \) is the national technical coefficient matrix and \( u(r), v(r), \) and \( X(r) \) are regional vectors of total intermediate outputs, intermediate inputs, and total outputs, respectively. Because we know that \( A(n) \) is available and that \( X(r) \) can be developed from various regional data, the remaining vectors for which we need regional data are \( u \) and \( v \). Attempts to estimate these vectors using nonsurvey techniques have proved very unreliable. Hence, a sample of firms would be required to be surveyed and asked two questions: the volume of sales made to other firms within the region and the volume of purchases made from other firms within the region. These data would then form the basis for the estimation of \( u \) and \( v \). Stone showed that, given these data, the following was true:

\[ R = \hat{r}A(n)\hat{s} \]

where \( \hat{\cdot} \) indicates a diagonal matrix. Both Stone and Leontif have suggested interpretations for the values of \( r \) and \( s \) (See Bacharach 1970). Using Stone’s interpretation (suitably translated to the regional context), we may consider the elements of \( r, r_i \) to measure the extent to which the industry \( i \) at the regional level is unable to supply the inputs required by all other industries to meet their requirements. In this sense, it operates in a similar fashion to the location quotient. It is also independent of any given entry in row \( i \) as it modifies all elements of the \( i^{th} \) row in a proportional fashion. The elements of \( s, s_i \) are a measure of the fabrication effect in the production of \( j \) – the extent to which the industry that produces \( j \) at the regional level uses more or less intermediate inputs per unit of gross output than the corresponding industry at the national level. Note two differences in the application of this technique compared to the location quotient approach. First, there is no restriction of the kind proposed in equation 5.1, namely the upper bound on input coefficients implied by national technology. Second, each coefficient is modified, potentially, in a different manner because we may see that equation 5.7 operates on an element-by-element basis:

\[ r_{ij} = r_ia_{ij}(n)s_j \]  

Although the \( r_i \)s and \( s_j \)s operate uniformly on a row (column) basis, the interactive effect is likely to be different for each coefficient. Several outcomes are possible; the net effect might be neutral (i.e., \( r_{ij} = a_{ij} \)) or it could yield regional coefficients that are larger or smaller than the national values.

Two other aspects of this technique should be articulated. Unlike the location quotient procedure, the RAS technique guarantees that the resulting coefficient matrix will satisfy the constraints, \( u(r) \) and \( v(r) \). In
addition, it will also yield a matrix that is as close as possible to the prior matrix. This makes sense when the technique is used to update a matrix from time \( t \) to \( t + n \); does it also make sense at the regional level? In the absence of specific coefficient information, the adoption of a procedure that ensures that the margins are estimated accurately and provides for essentially the minimum disturbance of the national coefficients to achieve this, may be justified. The operation of the technique will illuminate these two points rather well. Let numerical subscripts refer to successive approximations of the vector or matrix associated with them. Given the data available in equation 5.6, an estimated vector of intermediate outputs is obtained using the national coefficients and known regional outputs:

\[
u_1 = A(n)X(r) \tag{5.8}\]

These estimates are adjusted to conform to observed values of \( u(r) \) via adjustments to the matrix \( A(n) \). A new matrix, \( A_1 \), produced:

\[
A_1 = \hat{u}(r)\hat{u}_1^{-1}A(n) \tag{5.9}\]

This new matrix is now used to obtain estimates of intermediate input, \( v_1 \), and matrix \( A_1 \) is further adjusted to a new matrix \( A_2 \) to ensure equality with observed intermediate inputs, \( v(r) \).

\[
v_1 = \hat{X}(r)A'_1i \tag{5.10}\]

\[
A_2 = A_1\hat{v}(r)\hat{v}_1^{-1} \tag{5.11}\]

The process returns to equation 5.8 where \( u_2 \) is now estimated using:

\[
u_2 = A_2X(r) \tag{5.12}\]

and so on through equation 5.11. Equations 5.8 through 5.11 represent one complete iteration. Empirical evidence suggests that the process converges rapidly, usually within ten iterations. Notice that each phase involves adjustment of the coefficient matrix so that when it is transformed into the transaction matrix, it conforms to the known vectors of either intermediate input or output. Thus, accuracy with reference to these vectors is assured. Because the adjustment process operates on the \( A \) matrices, the adjustment process is conservative, making only the minimally necessary adjustments to ensure agreement with the vectors \( u(r) \) and \( v(r) \). Miernyk (1976) among others, has been critical of the RAS technique applied to the development of regional input-output models from national models. Hewings (1977) has shown that the choice of the prior matrix is critical; a random-number generated matrix was adjusted via the RAS technique to produce a holistically acceptable estimate of the survey-based input-output matrix for the state of Washington. However, inspection of the individual coefficients revealed little correspondence between the observed and estimated values.

### 5.3 Most Important Coefficient Estimation

Several researchers (notably Jensen and West 1980) have noted that many of the coefficients in an input-output table are not important in the sense that their correct estimation does not significantly influence the results obtained in using the derived input-output model for purposes of impact analysis or forecasting. In fact, West and Jensen found that if they ranked the coefficients by size, they would set the bottom 50 percent to zero before the errors reached 5 percent in the estimation of total output. Drawing on these ideas, Hewings and Romanos (1981) developed a semi-survey technique for the purposes of assembling a set of regional social accounts for a small region in Greece. A new large-scale development project involving both the agriculture and manufacturing sectors was being planned for the region and estimates of the likely impacts on output, employment, and income were needed.
<table>
<thead>
<tr>
<th></th>
<th>Output</th>
<th>Type 1 Income</th>
<th>Type 2 Income</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.1230</td>
<td>1.0449</td>
<td>1.3046</td>
</tr>
<tr>
<td>2</td>
<td>1.3908</td>
<td>2.5472</td>
<td>3.8116</td>
</tr>
<tr>
<td>3</td>
<td>1.0544</td>
<td>1.1033</td>
<td>1.4320</td>
</tr>
<tr>
<td>4</td>
<td>1.2736</td>
<td>1.1687</td>
<td>1.5523</td>
</tr>
<tr>
<td>5</td>
<td>1.0902</td>
<td>1.0676</td>
<td>1.3433</td>
</tr>
<tr>
<td>6</td>
<td>1.0373</td>
<td>1.1805</td>
<td>1.4913</td>
</tr>
<tr>
<td>7</td>
<td>1.0451</td>
<td>1.1805</td>
<td>1.6036</td>
</tr>
<tr>
<td>8</td>
<td>1.0337</td>
<td>1.0106</td>
<td>1.2411</td>
</tr>
<tr>
<td>9</td>
<td>1.0365</td>
<td>1.0460</td>
<td>1.3004</td>
</tr>
<tr>
<td>10</td>
<td>1.3139</td>
<td>1.3606</td>
<td>1.7714</td>
</tr>
<tr>
<td>11</td>
<td>1.1775</td>
<td>2.0824</td>
<td>3.3689</td>
</tr>
<tr>
<td>12</td>
<td>1.1077</td>
<td>1.1110</td>
<td>1.4126</td>
</tr>
<tr>
<td>13</td>
<td>1.0864</td>
<td>1.1520</td>
<td>1.5353</td>
</tr>
<tr>
<td>14</td>
<td>1.1155</td>
<td>1.1516</td>
<td>1.4492</td>
</tr>
<tr>
<td>15</td>
<td>1.2793</td>
<td>3.1678</td>
<td>5.8412</td>
</tr>
<tr>
<td>16</td>
<td>1.0265</td>
<td>1.0181</td>
<td>1.2546</td>
</tr>
<tr>
<td>17</td>
<td>1.0823</td>
<td>1.0708</td>
<td>1.3333</td>
</tr>
<tr>
<td>18</td>
<td>1.2638</td>
<td>1.1488</td>
<td>1.4941</td>
</tr>
<tr>
<td>19</td>
<td>1.1744</td>
<td>1.3068</td>
<td>1.7949</td>
</tr>
<tr>
<td>20</td>
<td>1.1629</td>
<td>1.1394</td>
<td>1.4298</td>
</tr>
<tr>
<td>21</td>
<td>1.0222</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>1.0569</td>
<td>1.1878</td>
<td>1.5829</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Multipliers Using Location Quotient Adjusted Greek Coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0615</td>
</tr>
<tr>
<td>2</td>
<td>1.4031</td>
</tr>
<tr>
<td>3</td>
<td>1.0661</td>
</tr>
<tr>
<td>4</td>
<td>1.1888</td>
</tr>
<tr>
<td>5</td>
<td>1.0406</td>
</tr>
<tr>
<td>6</td>
<td>1.4757</td>
</tr>
<tr>
<td>7</td>
<td>1.2075</td>
</tr>
<tr>
<td>8</td>
<td>1.0582</td>
</tr>
<tr>
<td>9</td>
<td>1.1547</td>
</tr>
<tr>
<td>10</td>
<td>1.1069</td>
</tr>
<tr>
<td>11</td>
<td>1.1004</td>
</tr>
<tr>
<td>12</td>
<td>1.1445</td>
</tr>
<tr>
<td>13</td>
<td>1.0678</td>
</tr>
<tr>
<td>14</td>
<td>1.0415</td>
</tr>
<tr>
<td>15</td>
<td>1.1080</td>
</tr>
<tr>
<td>16</td>
<td>1.1210</td>
</tr>
<tr>
<td>17</td>
<td>1.0849</td>
</tr>
<tr>
<td>18</td>
<td>1.0952</td>
</tr>
<tr>
<td>19</td>
<td>1.1023</td>
</tr>
<tr>
<td>20</td>
<td>1.1707</td>
</tr>
<tr>
<td>21</td>
<td>1.0223</td>
</tr>
<tr>
<td>22</td>
<td>1.0280</td>
</tr>
</tbody>
</table>

**SOURCE:** Hewings and Romanos 1981

**Figure 5.1** Multiplier comparisons for Evros Region Study
Using the Greek national input-output tables, a survey questionnaire was administered to a sample of firms in each industry in the region. The five largest input and output (sales) coefficients were identified for each industry from the national tables. The reason for the choice of the five largest coefficients was based on empirical evidence showing that, in small tables, the four or five largest coefficients often account for 80 percent to 90 percent of the total requirements from other industries. In the Greek national model, the input coefficient for the fifth largest input in any column was often of the order of 0.01. The regional firms were asked to compare their inputs and outputs with the national averages and to make two adjustments - first to the overall values; and second, to estimate the proportions of inputs and outputs that were derived from or sold to firms within the region. In addition, firms were also asked for information about their total purchases and sales to other industries, [to provide estimates of \( u(r) \) and \( v(r) \)] and the components of value added. Supplementary data were obtained on consumption expenditures and government purchases. Hence, for a relatively small outlay, the larger coefficients in the input-output table were estimated from survey data. The remaining coefficients were adjusted to conform to the survey-derived vectors of total intermediate inputs and outputs. Figure 5.1 provides a comparison for the 22 sectors identified at the regional level of
the multipliers estimated using a location quotient technique (modifying the national coefficients) and the semi-survey estimates. These variations hide some of the more important differences in the coefficients - the set of coefficients whose correct estimation is crucial to the accurate estimation of total output. Of course, these are not necessarily the largest coefficients; as West (1983) and Bullard and Sebald (1977) have shown, position in the matrix is also an important consideration. Figure 5.2 shows the degree of correspondence between the three sets of coefficient matrices in terms of this criterion. Many of the differences between the national and the semisurvey models may be ascribed to the poor representation of some sectors in the Evros region. These aspects of the regional model are very critical, especially in cases in which the model is used to estimate the impact of a project that might directly affect a small number of sectors. Figure 5.3 shows a comparison of the estimates’ impacts of a randomly generated change in final demand on the Evros region using the unadjusted national coefficients, the location quotient-adjusted national coefficients, and the survey based table. The differences on a sector-by-sector basis are sometimes large. However, note what happens when households are made endogenous; the magnitude of the impacts generated by the inclusion of this one additional sector is enormous. This research and several other subsequent pieces of work have confirmed the overriding importance of consumption-induced linkages at the regional level. The Evros study also revealed that a large percentage of the important coefficients was to be found in the household row and column. However, the a priori estimation of key or important coefficients, in the absence of an input-output table, remains an important area for further research.

ROUND’S TWO-REGION TECHNIQUE

To date, very little has been said about the estimation of other parts of the input-output table at the regional level. The accurate estimation of the components of regional final demand would seem to be just as crucial to the estimation of the regional coefficients. However, with the exception of McMenamin and Haring (1974), little attempt has been made to address this problem. Round (1972, 1979, 1983) has explored this issue in the context of the development of a two-region model. Although the interregional models will form the focus of the next chapter, Round’s technique will be discussed here. The technique should be regarded as a semi-survey technique as it does require the estimation of final demand in the two regions (usually one region and the rest of the country). Round’s procedure involves a two-stage estimation for the regional requirements coefficients. Taking the relation that we have developed earlier:

$$1_1 r_{ij} = t_{ij} a_{ij} (r)$$  \hspace{1cm} (5.13)

where the numerical subscripts refer to the two regions and $t_1$ represents the proportion of the total input supplied from within region 1. A first estimate of $t_1$ may be given by the use of a quotient technique, such as the location quotient described earlier. Round’s technique builds on the following relationships:

if $q_{ij} < 1$ then $q_{ij} > 1$  \hspace{1cm} (5.14)

and thus

if $t_{ij} < 1$ then $t_{ij} = 1$  \hspace{1cm} (5.15)

The reasons for these relationships may be derived from the fact that if region 1 has a location quotient greater than 1, it implies that it meets its own needs and exports some of the commodity i to the other region. Concomitantly, region 2 must be an importer of commodity 1. Hence, the relationships implied in equations 5.13 and 5.14. Using these restrictions, Round proceeds to evaluate several second stage techniques that serve to adjust these initial estimates to conform to known vectors of intermediate output. [Because final demand and total output are known, the vector of intermediate output may be derived by subtraction; $u_i (r) = X_i - f_i$] By adopting a two-region framework, any adjustment in region 1 must be accommodated by a compensating adjustment in region 2. Thus, the procedure at least ensures that total flows within
the system sum to known values—a characteristic that cannot be claimed by the use of a quotient technique applied to a single region.

Summary

There are a variety of ways in which input-output tables can be generated from other than survey data. However, there is general agreement that the quality of the tables produced even in concert with only a small amount of survey information are far superior to those that rely exclusively on nonsurvey procedures. Given the complexity of regional economies, it would indeed be surprising if some simple quotient technique was able to yield accurate estimates of the whole regional input-output table. The work of Burford and Katz (1977), who aim to estimate input-output type multipliers without much consideration for the nature of the rest of the input-output table, has generated acceptable estimators. However, their procedures provide little information on the structure of production at the regional level and provide little guidance for ways in which their techniques could be used in contexts (to be described in Chapter 7) in which the input-output model is linked with other regional models.
6 MULTIREGIONAL AND INTERREGIONAL INPUT-OUTPUT MODELS

On several occasions in previous chapters, reference has been made to interregional imports and exports. Their placement in the primary inputs and final demand entries within the regional input-output model suggests that their role in the regional economic growth and development process may be no different than the other components of final demand and primary inputs. However, this may not be the case, if we are able to expand the model in a way in which the interregional interactions are made more explicit. One of the reasons why we want to do this may be ascribed to the presence of interregional feedback effects. These effects may occur in the following fashion. Assume that we have two regions, \( r \) and \( s \), and that a new activity had been created in region \( r \)--for example, a new government installation such as a military base or a research laboratory employing many hundreds of people. The new expenditures in region \( r \) will create increased output in that region; this increased output in region \( r \) will also necessitate new imports from region \( s \). In order to meet these new import requirements, industries in region \( s \) will have to expand their production and thus they may require imports from region \( r \). Hence, output in region \( r \) may go up again as a result of the fact that it increased in the first place! These additional demands are known as the feedback effects.

Empirical evidence on the magnitude of feedback effects is scanty. However, Beyers (1976) was able to show that for some industries in the state of Washington, the interregional feedback effects (in a two region, Washington-rest of the U.S. model) were larger than the intraregional indirect effects. Greytak (1970) has also explored some of the empirical aspects of feedback and found them to be significant. The reason for the lack of substantial evidence on this point is the near absence of interregional models for most countries. The cost and complexity involved in their construction have precluded their widespread adoption. Some exceptions are the interregional models for Japan (see Polenske 1970) and the Multiregional Input-Output Model (MRIO) that has been developed for the United States (Polenske, 1976) and the commodity-industry interregional input-output model developed for Canada by Hoffman and Kent (1976).

6.1 Interregional Input-Output Framework

Interest in interregional modeling was evident early on in the development of input-output models. Both Leontief (1953) and Isard (1953) provided some initial statements and suggestions, some of which were developed by Moses (1955). Miller’s work on the magnitude of the interregional feedbacks produced some rather confusing and conflicting results (Miller 1966, 1969) however, it was the work on feedbacks conducted within an expanded economic base-regional income multiplier model developed by Brown (1967) and Steele (1969) that demonstrated the importance of these influences, especially in smaller, very open regional economies. Subsequent research especially by Miller and Blair (1981) and Blair and Miller (1983) on the interaction of spatial and sectoral aggregation issues in interregional and multiregional models has continued to provide evidence for the need to recast the regional models into at least a two-region context. Thus, even in the development of a model for a single region, it would be preferable to construct a model with two “regions”--the region in question and the rest of the country of which it is a part.

The interregional model will now be presented for the two-region case; essentially, the vector of interregional exports and the vector of interregional imports are expanded into matrices. Accordingly, the regional requirements’ matrix is expanded as shown in Figure 6.1. The elements of \( R_{11} \) are the requirements from industries in region 1 per unit of output in region 1. A similar definition describes the elements of \( R_{22} \), except that the industries are located in region 2. The remaining matrices describe the interregional transactions. The elements of \( R_{12} \) may be interpreted in two ways; they are the export flows from region 1’s industries to those in region 2 or they may be interpreted as the imports from industries in region 1 required per unit of output in region 2. The elements of \( R_{21} \), similarly, are imports from region 2 by industries in region 1 or exports from region 2 to 1. A hypothetical two-region transactions matrix is shown in Figure 6.2; the corresponding equation system is now

\[
\begin{bmatrix}
R_{11} & R_{12} \\
\vdots & \vdots & \vdots \\
R_{21} & R_{22}
\end{bmatrix}
\begin{bmatrix}
X_1 \\
\vdots \\
X_2
\end{bmatrix}
+ 
\begin{bmatrix}
Y_1 \\
\vdots \\
Y_2
\end{bmatrix}
= 
\begin{bmatrix}
X_1 \\
\vdots \\
X_2
\end{bmatrix}
\]

(6.1)
\[ R = \begin{bmatrix} R_{11} & : & R_{12} \\ \vdots & \vdots & \vdots \\ \vdots & \vdots & \vdots \\ R_{21} & : & R_{22} \end{bmatrix} \]

**Figure 6.1 Two-Region Interregional Model**

<table>
<thead>
<tr>
<th>From</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>To</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>Final Demand*</th>
<th>Total Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>21</td>
<td>-</td>
<td>9</td>
<td>3</td>
<td>-</td>
<td>10</td>
<td>-</td>
<td>5</td>
<td>5</td>
<td>-</td>
<td>47</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>8</td>
<td>7</td>
<td>29</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>10</td>
<td>5</td>
<td>-</td>
<td>40</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>Region 1</td>
<td>3</td>
<td>3</td>
<td>20</td>
<td>-</td>
<td>50</td>
<td>7</td>
<td>-</td>
<td>-</td>
<td>3</td>
<td>-</td>
<td>17</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>31</td>
<td>2</td>
<td>38</td>
<td>-</td>
<td>3</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>25</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>25</td>
<td>26</td>
<td>1</td>
<td>4</td>
<td>-</td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>30</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>17</td>
<td>1</td>
<td>8</td>
<td>-</td>
<td>-</td>
<td>87</td>
<td>120</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>6</td>
<td>1</td>
<td>31</td>
<td>-</td>
<td>37</td>
<td>80</td>
<td></td>
</tr>
<tr>
<td>Region 2</td>
<td>3</td>
<td>-</td>
<td>4</td>
<td>-</td>
<td>-</td>
<td>15</td>
<td>4</td>
<td>16</td>
<td>-</td>
<td>57</td>
<td>45</td>
<td>34</td>
<td>150</td>
</tr>
<tr>
<td>4</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>-</td>
<td>6</td>
<td>36</td>
<td>1</td>
<td>60</td>
<td>-</td>
<td>19</td>
<td>4</td>
<td>120</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>3</td>
<td>-</td>
<td>9</td>
<td>-</td>
<td>18</td>
<td>20</td>
<td>45</td>
<td>1</td>
<td>28</td>
<td>68</td>
<td>210</td>
<td></td>
</tr>
</tbody>
</table>

*Excluding interregional exports

**Figure 6.2 Interindustry Transactions Matrix: Two-Region Case**

Note that the vectors of final demand \((Y)\) and total output \((X)\) have been divided into the two region components. The solution of equation 6.1 is:

\[
\begin{bmatrix} B_{11} & : & B_{12} \\ \vdots & \vdots & \vdots \\ B_{21} & : & B_{22} \end{bmatrix} \begin{bmatrix} Y_1 \\ \vdots \\ Y_2 \end{bmatrix} = \begin{bmatrix} X_1 \\ \vdots \\ X_2 \end{bmatrix}
\]  

(6.2)

where the submatrices \(B_{11}, B_{12}, B_{21},\) and \(B_{22}\) are the partitioned components of the Leontief inverse matrix of the solution to equation 6.1. If we produce the solution for \(X_1\) we have:

\[
X_1 = B_{11}Y_1 + B_{12}Y_2
\]

(6.3)

\[
= [(I - R_{11}) - R_{12}(I - R_{22})^{-1}R_{21}]^{-1}Y_1
\]

\[
+(I - R_{11}) - R_{12}(I - R_{22})^{-1}R_{21}]^{-1}R_{12}(I - R_{22})^{-1}Y_2
\]

(6.4)

Here we have the two components of final demand, \(Y_1\) and \(Y_2\), creating direct and indirect responses in output in region 1. Let us examine the term inside the square brackets. In addition to the intraregional coefficients for region 1 \((R_{11})\), we have the expression \(R_{12}(I - R_{22})^{-1}R_{21}\). The term \(R_{21}\) contains the demands from industries in region 2 necessary to produce output in region 1; these demands will stimulate output in region 2, directly and indirectly \((I - R_{22})^{-1}\), and these demands in their turn will require inputs from region 1, \(R_{12}\) (what we referred to earlier as the interregional feedback effects). The expression \(R_{12}(I - R_{22})^{-1}Y_2\) translates final demand in the second region into total output in the second region and then into input requirements from region 1. Hence, total output in region 1 may be responsive to demands initially placed in region 2.
as well as to those placed directly in region 1. As the number of regions increases, the interregional effects would become much more complex; for purposes of exposition, we will retain the two-region example.\footnote{In an n-region case, the corresponding expression to equation 6.3 would be $x_1 = B_{11}Y_1 = B_{12}Y_2 \ldots \ldots \ldots \ldots B_{1n}Y_n$.} Using the data in Figure 6.2, equation 6.3 was solved for $X_1$; it was assumed that the change in final demand in each sector in region 1 was $10 million whereas there was no change in final demand in any sector in region 2. Hence, the second term of equation 6.4 reduces to zero. For purposes of comparison, the equation system was also solved under an assumption of no feedback effects, namely,

$$\Delta X = (I - R_{11})^{-1} \Delta Y_1 \quad \text{(6.5)}$$

The results are shown in Figure 6.3: the feedback effects range from 3 percent to 7 percent of the total effects. Although these are not very large, they still represent effects that could translate into several hundred additional jobs (assuming that the employment output figures shown in Figure 4.2 are correct, the feedback effect in sector 1 of $1.179 would generate about 236 extra jobs). However, if the effects of consumer expenditures had been included in the model, the feedback effects might have been much larger (See Airov, 1967 for an interregional formulation of a Keynesian multiplier model).

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|c|}
\hline
 & \textbf{Regional Model Equation (3.32)} & \textbf{Interregional Model Equation (3.31)} & \textbf{Feedback (2) - (1)} & \textbf{Percentage of (1)} \\
\hline
1 & 17.277 & 18.456 & 1.179 & 6.824 \\
2 & 22.378 & 23.946 & 1.568 & 7.006 \\
3 & 31.074 & 32.139 & 1.065 & 3.427 \\
4 & 28.414 & 29.321 & 0.907 & 3.192 \\
5 & 26.756 & 27.704 & 0.948 & 3.543 \\
\hline
\end{tabular}
\caption{Regional and Interregional Models Compared: Change in Total Output Associated with $10 Million Change in Final Demand in Each Sector}
\end{table}

6.2 The Multiregional Input-Output Model

There have been a number of contributions to this formulation; however, the model developed by Leontief and Strout (1963) modifications made by Polenske (1972) have become the most widely known. The Leontief-Strout formulation has been recast into the entropy maximization framework by Wilson (1970) providing for a direct link between commodity flow modeling, input-output, linear programming, and the entropy paradigm (see Kim et al. 1983 for a recent application of such a model to Korea). A summary of the Korean application will be provided in the next section.

Figure 6.4 shows the reduced form solutions for three multiregional models, the Leontief-Strout gravity model and the row coefficient and column coefficient models developed by Polenske (1970). In the interregional input-output model, requirements are identified on an industry and region-specific basis, such that a typical element might be $pq_{r/s}$, the requirements from industry $i$ in region $p$ per unit of output of industry $j$ in region $q$. In the multiregional model, flows between regions are assumed to move into “pools” from which intraregional firms draw for their requirements. These pools may be thought of as collections of the output of the various sectors, differentiated by product but not by region of origin. Thus, in the Leontief-Strout formulation, firms are assumed to be indifferent to the origin of their purchases. Thus, the interregional flows, $pq_{r/s}X_i$, show only the identity of the industrial sector moving the flow between region $p$ and $q$, not the ultimate destination on a sector-specific basis within region $q$.

The general form of the Leontief-Strout model is:

$$pq_{r/s}X_i = \{ro_{r/s}X_i/oo_{r/s}X_i\}pq_{r/s}K_i \quad \text{(6.6)}$$

where $pq_{r/s}X_i$ is the supply total shipment of good $i$ from the supply pool in region $p$ to the demand pool in region $q$, $ro_{r/s}X_i$ is the supply pool in region $r$, $oo_{r/s}X_i$ is the demand pool in region $s$, $oo_{r/s}X_i$ is the total amount of
produced in the nation, and \( pq K_i \) is an empirical constant.

<table>
<thead>
<tr>
<th>Trade</th>
<th>Row Model</th>
<th>Column Model</th>
<th>Gravity Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>( pq X_i = pq R_i ) ( pq X_i = pq C_{pq} X_i ) ( pq X_i = \frac{</td>
<td>pq X_{pq} X_i</td>
<td>}{\alpha_i X_i} - pq K_i )</td>
<td></td>
</tr>
</tbody>
</table>

Equation:

\( R' \Delta X = A \Delta X + \Delta Y \) \( \Delta X = C(\Delta X + \Delta Y) \) \( T' \Delta X = S(\Delta X + \Delta Y) \)

Form:

\( \Delta X = [R' - A] \Delta Y \) \( \Delta X = (I - CA)^{-1} C \Delta Y \) \( \Delta X = (T' - SA)^{-1} S \Delta Y \)

In the Gravity model:

\[
pq S_i = \begin{cases} 
  pq X_i \left[ 1 - \frac{\alpha_i X_{pq} X_i}{\alpha_i X_{iq} X_i} \right] & \text{when } p \neq q \\
  1 & \text{when } p = q 
\end{cases}
\]

\[
pq T_i = \begin{cases} 
  pq X_i \left[ 1 - \frac{\alpha_i X_{qp} X_i}{\alpha_i X_{ip} X_i} \right] & \text{when } p \neq q \\
  1 & \text{when } p = q 
\end{cases}
\]

**SOURCE:** Polenske, 1970

**Figure 6.4 Gravity, Row, and Column Multiregional Models**

The relationship between this formulation and the gravity model (see Haynes and Fotheringham, 1984) should be clear. Equation 6.6 contains an expression that regards flows as a function of (1) supply and demand in the region of origin and destination, respectively, (2) total production of that commodity in the whole system and, (3) as a function of some constant. This latter term is developed further to include some measure of the physical distance separating the two regions:

\[
pq K_i = (\alpha_i C_i + \alpha_i H_i) pq d_i \] (6.7)

where \( C \) and \( H \) are empirical constants and \( d \) is a measure of the reciprocal of distance between \( p \) and \( q \) for commodity \( i \). This can be adjusted to a value of physical distance, time, or costs and thus may vary depending on the nature of commodity or industrial output \( i \).

Figure 6.4 shows the matrix formulations for the Leontief-Strout and the two other models developed by Polenske. In the only empirical application in which the models were tested against survey data, using data for the Japanese economy, Polenske (1970) found that although the gravity model performed the best of all three, the column coefficient model performed almost as well.

### 6.3 The Interregional Model in an Entropy Formulation

Haynes and Fotheringham (1984) in a companion monograph in this series describe a number of spatial interaction models. A careful reading of Chapter 2 of that monograph will assist the understanding of the final section of this chapter in which we will explore the links between these models and the input-output system and report on an application to Korea. Wilson (1970) derived four types of linkage between input-output and commodity flow models; we will develop one in which regional production and consumption are given. The objective here is to find an efficient allocation of production and consumption, which we will assume will be accomplished if total transportation costs are minimized subject to a set of constraints:
\[ \text{min } C_h = \sum_p \sum_q pqC_{ipq}X_i \] (6.8)

Subject to:
\[ \sum_q pqX_i = \sum_j p^{rij} \sum_q pqX_i + pY_i \] (6.9)
\[ \sum_q pqX_i = pX_i \] (6.10)
\[ \sum_q X_i = qY_i \] (6.11)
\[ S_i = -\sum_p \sum_q pqX_i \ln(pqX_i) \] (6.12)
\[ pqX_i \geq 0 \text{ for all } p \text{ and } q \] (6.13)

Equation 6.8 is merely a statement of the objective, which is to minimize total transportation costs. Constraint 6.9 is a restatement of the accounting balance of equation 3.14 with the differences that some of the demands placed on the output for industry \( i \) in region \( p \) come from all other regions (hence the summation over all \( q \) regions). Equations 6.10 and 6.11 ensure that total demand and total supply for commodity \( i \) are in balance over the whole system of regions. The inclusion of the term 6.12 provides a scalar measure of the dispersion of flows in the economy (see Erlander 1980); it avoids the linear programming formulation restricting flows of a commodity to one direction between two destinations. The phenomenon of two-way flows of commodities known as cross-hauling, has been observed for many commodities. It reflects differences in taste, product differentiation, and so forth. The general solution for this model yields:

\[ pqX_i = pA_i \cdot pX_i \cdot qB_i \cdot qY_i \exp(-\beta_i \cdot pqC_i) \] (6.14)

This formulation is related to equation 6.6; the major difference lies in the inclusion of \( A \) and \( B \) terms, which ensure that all flows are located from regions to meet the constraint set 6.10 and 6.11.

<table>
<thead>
<tr>
<th>Commodity Group</th>
<th>( \beta )</th>
<th>( R^2 )</th>
<th>Regression, Estimated Against Observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.833</td>
<td>0.68</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.9444</td>
<td>0.57</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.0555</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2.0277</td>
<td>0.50</td>
<td></td>
</tr>
</tbody>
</table>

SOURCE: Kim et al., 1983

Figure 6.5 Calibration Results: Koizan Interegional Model

The model presented above, with some additional embellishments (see Kim et al. 1983) was applied to four groups of commodities in the Korean economy for 1978. The groups were characterized as (1) primary products such as coal or limestone; (2) cement and nonmetallic minerals; (3) agricultural products, and (4)
manufactured goods. Given the high degree of aggregation, the results provided in Figure 6.5 were rather encouraging for groups 1, 2, and 4. The explained variation in flows was between 50 percent and 70 percent; commodity group 3 was modeled less successfully; only 25 percent of the variation was explained by the model. Part of the reason for the high level of unexplained variation may be attributed to aggregation, poorly developed transportation systems, and the fact that agricultural products in Korea tend to move over relatively short distances. This may be ascertained by the fact that the value of $\beta$ is much higher, indicating a greater degree of sensitivity to transportation costs.

6.4 Summary

The success involved in linking input-output and commodity flow models provides one of several examples of the benefits from integrating models. In the next chapter, some additional experiments in linking input-output models with other modeling ventures will be presented. However, it should be stated that interregional input-output modeling presents many additional problems not faced by single-region analysis, not the least of which is the daunting issue of data collection. The issues of coefficient stability raised in the context of single-region modeling are joined by problems relating to the stability of the trading relations between regions.
7 EXTENSIONS TO INPUT-OUTPUT ANALYSIS

One of the most promising developments in regional and interregional input-output analysis in recent years has not been the further development of the input-output model per se, but rather the linkage of input-output analysis within much more extensive modeling systems. In Chapter 2, the link between economic base, Keynesian macro accounting analysis, and input-output systems was demonstrated. This chapter will begin by developing a link with another useful framework, the Kalecki system as interpreted in input-output terms by Miyazawa (1976). This extension was used as the basis for the development of much of the demometric/demographic-economic analysis associated with the work of Schinnar (1976, 1977) and Batey and Madden (1983) and is consistent with a parallel development in what may be referred to as social accounting systems (SAMs). Miyazawa was interested in the incorporation of the distribution of income and its expenditure into the input-output framework. The idea will be developed first with a simple one-sector model, and thereafter it will be extended to the more general case.

7.1 Miyazawa’s Framework

![Figure 7.1 Miyazawa Framework](image)

The link between the structure of production and the distribution of income is an intriguing one, particularly in the development context. The choice of any particular project, such as a new irrigation system, a new highway network, or a large-scale iron and steel plant is likely to change the structure of production in a very open regional economy. In so doing, it will possibly change the distribution of income; the expenditures resulting from these income changes may themselves create further effects on the production system and so on. In this and the next section two proposals for handling these links will be described and illustrated using data for Sri Lanka Pyatt and Roe 1977. Although not a regional economy, it has many of the characteristics of one, and the availability of excellent data for this country provides an unusual opportunity to examine production-income interactions in some detail. Figure 7.1 shows the standard framework; there is one
intermediate sector, \( R \); two components to final demand, consumption, \( C \), and investment, \( I \); and two primary inputs, \( W \) (wages) and \( P \) (profits). Hence, the accounting system is:

\[
R + C + I = X \quad (7.1)
\]
\[
R + W + P = X \quad (7.2)
\]

If the usual conventions are followed, then we have:

\[
r = R/X \text{ and } f = C + I; \text{ then }
X = (1 - r)^{-1} f \quad (7.3)
\]

Assume that \( C = cY \) and hence \( c(W + P) \); then we have the Keynesian solution:

\[
Y = (1 - c)^{-1} I \quad (7.4)
\]

Given that \( C + I = W + P \) (i.e., \( f = Y \)), by substitution of equation 7.4 into equation 7.3:

\[
X = (1 - r); f = (1 - r)^{-1}(1 - c)^{-1} I \quad (7.5)
\]

This holds only for a particular income distribution; if the shares of wages and profits, \( d_1 \) and \( d_2 \) are, respectively:

\[
d_1 = W/Y; d_2 = P/Y \quad (7.6)
\]

and consumption is similarly disaggregated into the share by wage earners and the share by those receiving profits:

\[
C = C_1 + C_2 = c_w/W = c_p/P \quad (7.7)
\]

The generalized income multiplier may now be written as:

\[
(1 - c)^{-1} = [1 - (c_1 d_1 + c_2 d_2)]^{-1} \quad (7.8)
\]

If the value-added ratio, \( v = Y/X = (1 - r) \) is further subdivided into \( v_1 = W/X \) and \( v_2 = P/X \), we now have:

\[
X = (1 - a)^{-1}[1 - (c_1 v_1 + c_2 v_2)(1 - r)^{-1}] I \quad (7.9)
\]

This scalar system may now be expanded by dividing the input-output part into \( n \) sectors and \( k \) income groups. Hence, we now have:

- \( R \), an \( n \times n \) matrix of regional input coefficients;
- \( V \), a \( k \times n \) matrix of value-added ratios (for wages and salaries);
- \( C \), an \( n \times k \) matrix of consumption coefficients (out of wages and salaries);
- \( f_c \), an \( n \times 1 \) vector of consumption demand; and
- \( f' \), an \( n \times 1 \) vector of the rest of final demand.

The accounting balance is now:

\[
X = RX + f_c + f' \quad (7.10)
\]
for which the normal solution would be of the form:

\[ X = (I - R)^{-1} [f_c + f'] \]  

(7.11)

Instead, the consumption effect will be made endogenous in a way that will enable the analyst to measure the effects of changes in consumption without repeated matrix inversion. The matrix \( f_c \) may be defined as \( CVX \) because \( VX \) represents the income accruing to consumers from wages and salaries and \( C \) represents the expenditure pattern per unit of income (i.e., average propensities to consume). Hence, equation 7.10 may be written:

\[ X = RX + CVX + f' \]  

(7.12)

which yields the closed form solution:

\[ X = (I - A - CV)^{-1} f' \]  

(7.13)

If \( B \) is defined as the usual Leontief Inverse matrix (i.e., \( [I - A]^{-1} \)), then we may write:

\[ X = B[I - CVB]^{-1} f' \]  

(7.14)

\[ X = B[I + CKVB]^{-1} f' \]  

(7.15)

Where \( K = [I - L]^{-1} \) and \( L = VBC \). \( L \) is the macroeconomic propensity to consume; with only one income group, \( K \) would reduce to a scalar. \( KV B \) may be regarded as the multisector income multiplier. With this formulation, we are now ready to explore the structure of the propagation process:

\[
\begin{bmatrix}
X \\
\vdots \\
Y
\end{bmatrix} = \begin{bmatrix}
A & C \\
\vdots & \vdots & \vdots \\
V & 0
\end{bmatrix} \begin{bmatrix}
X \\
\vdots \\
Y
\end{bmatrix} + \begin{bmatrix}
f' \\
\vdots \\
g
\end{bmatrix}
\]  

(7.16)

where \( g \) is exogenous income. Further manipulation reveals:

\[
\begin{bmatrix}
X \\
\vdots \\
Y
\end{bmatrix} = \begin{bmatrix}
I - A & -C \\
\vdots & \vdots & \vdots \\
-V & I
\end{bmatrix}^{-1} \begin{bmatrix}
f' \\
\vdots \\
g
\end{bmatrix} = \begin{bmatrix}
B[I + CKVB] & BCK \\
\vdots & \vdots \\
KV B & K
\end{bmatrix} \begin{bmatrix}
f' \\
\vdots \\
g
\end{bmatrix}
\]  

(7.17)

(7.18)

In an analysis of this modeling framework applied to a three-region case study for Japan, Miyazawa (1976) expanded the interpretation of \( L \) such that a typical element \( 1_{pq} \) shows how much income in region \( p \) is generated by an additional unit of income in region \( q \). He was able to show the degree to which the middle region of Japan (including the Tokyo region) had an 83.5 percent self-sufficiency ratio for income, whereas the northeast and western regions were dependent on the middle for 40 percent and 35 percent, respectively, of their incomes. This formulation presented by Miyazawa anticipates a great deal of the conceptual development of social accounting matrices (a topic to be discussed below). Prior to that discussion, an attempt was made, using some data for Sri Lanka (Pyatt and Roe 1977) to develop a Miyazawa system of equations. In this case, twelve industrial sectors and three income groups (urban, rural, and estate) are identified. The partitioned solution for equation 7.18 is shown in Figure 7.2; the bottom righthand 3 x 3 matrix is \( K \), the matrix showing the direct and indirect effects on income changes on each income group.
of course, the Miyazawa framework is not limited to applications focusing on interregional distribution effects; we may note several attempts to expand the framework to account for the *distributional* effects of projects—namely, their effects on different income groups (see Golladay and Haveman 1976 and Rose et al. 1982). Over time, one might be able to consider using the model to examine possible “trickle-down” effects of projects—the longer-run impacts that filter down through the economic system from one sector or income group to another. However, most regional and interregional input-output models have not been used very extensively in the context of monitoring change in regional economies.

To illustrate the workings of this system, two projects were assumed to be candidates for evaluation as to their impacts on output and income. The first project was assumed to yield increases in final demand in sectors I

<table>
<thead>
<tr>
<th>Income Groups</th>
<th>Class of Labor</th>
<th>Change in Output Income Effects of Change in Final Demand</th>
</tr>
</thead>
<tbody>
<tr>
<td>Urban</td>
<td>1</td>
<td>2.928</td>
</tr>
<tr>
<td>Rural</td>
<td>2</td>
<td>8.564</td>
</tr>
<tr>
<td>Estate</td>
<td>3</td>
<td>14.814</td>
</tr>
</tbody>
</table>

**Figure 7.3 Output Effects of Change in Final Demand**

To illustrate the workings of this system, two projects were assumed to be candidates for evaluation as to their impacts on output and income. The first project was assumed to yield increases in final demand in sectors I

<table>
<thead>
<tr>
<th>NOTE: Rows and columns 1-12 are industrial sectors</th>
<th>Change in Final Demand</th>
<th>Change in Output</th>
<th>Sector</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>20.1878</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>10.020</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1.434</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>2.575</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>4.984</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>4.806</td>
<td>20</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0.22</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>3.310</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>5.688</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>.116</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>7.593</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>2.830</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>30</td>
<td>63.565</td>
<td>30</td>
</tr>
<tr>
<td>65.583</td>
<td></td>
<td></td>
<td>65.583</td>
</tr>
</tbody>
</table>

**Figure 7.2 Empirical Implementation of Equation 7.18 Using Data from Sri Lanka**

<table>
<thead>
<tr>
<th>Sector</th>
<th>Change in Final Demand</th>
<th>Change in Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>20.1878</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>10.020</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1.434</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>2.575</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>4.984</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>4.806</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0.22</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>3.310</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>5.688</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>.116</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>7.593</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>2.830</td>
</tr>
<tr>
<td>Total</td>
<td>30</td>
<td>63.565</td>
</tr>
<tr>
<td>65.583</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

NOTE: Rows and columns 1-12 are industrial sectors
The second project focused on agricultural processing and modern industry. The relevant data are shown in Figure 7.3. In both cases, total additional deliveries to final demand were set at 30. As one might have expected, the distribution of the direct and indirect effects (including endogenously generated income effects, because we are solving 7.18) vary substantially by sector (see Figure 7.3). Note, however, that sector 9 is the beneficiary of an additional output of 5.6 in the first project even though the initial change in final demand in this sector was zero. The role of trade and transport is clearly seen as the sector picks up sizable output effects from both projects. The major differences are to be seen in the income distribution impacts; project 1 favors the second and third groups overwhelmingly, whereas the second project’s impacts are almost exclusively concentrated in the rural income groups. However, as we shall see, these are just parts of the social accounting system that will be described below.

7.2 The General Social Accounting Framework

The inclusion of an exogenous income term, \( g \), in the Miyazawa framework has been further modified in the social accounting system. Originally pioneered by Stone (1961), these systems have been extended by Pyatt and Roe (1977) and applied at the regional and interregional level by (Pyatt et al., 1983), Round (1984), and Bell et al. (1982). Figure 7.4 shows a typical social accounting system for a single region. Note that the system is divided into three major components: factors of production, institutions, and activities. The input-output model is located in the latter group. Wages and salaries paid to workers in the various income groups are transferred to institutions (urban households, rural households, etc.) and the intrainstitutions submatrix enables transactions to take place between these institutions. Here, for example, we would find taxes and transfers between households and the government and various other nonwage and salary transfers. With the increasing importance of these latter forms of income, the social accounting system provides for a more complete picture of the various flows within an economy. The analytical solution may be derived in several ways; first, a generalized inverse may be obtained and the solution vector found in the usual way:

\[
X = [I - A^*]^{-1} f'
\]  

(7.19)

where \( A^* \) is the matrix of coefficients derived from Figure 7.4. Alternatively, the partitioned matrix may be employed separately and the use of permutation matrices will yield a solution of the form:

\[
X = M_1 M_2 M_3 f'
\]

(7.20)

In this case, \( f' \) represents final demand outside the region as consumption and government activities are now endogenous. The reader is referred to Pyatt and Roe (1977) for an explanation of the second solution system. Round (1984) has recently proposed a methodology for developing interregional solutions of this type, although the procedures are not quite as tractable once the number of regions exceeds two.

Perhaps one of the most creative extensions of this system has been the work of Bell et al. (1982). They applied the system to the Muda region of Malaysia to evaluate the effects of a large-scale irrigation project. In so doing, they adopted a variation of Tinbergen’s semi-input-output method and linked the system to a cost-benefit framework in a similar fashion to the one described in Chapter 4.

Bell et al. (1982) adopted a more extensive analysis in the case of the Muda region irrigation project. The standard balance equation was given as:

\[
X_i = \sum_j r_{ij} X_j + \sum_k b_{ik} + V_i + E_i
\]

(7.21)

where the second term on the righthand side refers to consumption by the set of household sectors and \( V \) and \( E \) refer to investment and exports. The income of each household is assumed to be made up of wages and salaries and distributed profits and net transfers:

\[
b_k = \sum w_{kj} X_j + Tr_k
\]

(7.22)
**Figure 7.4 Single Regional Social Accounting Scheme**

Taxes and savings are similarly defined as linear functions of income and, in the case of taxes, an exogenous component, $T^*$:

$$Tx = t_kY_k + T^*_k$$  \hspace{1cm} (7.23)

$$S = s_k(Y_k - T_k)$$  \hspace{1cm} (7.24)

Finally, a linear consumption function is defined as:

$$b_{ik} = \alpha_{ik} + \beta_{ik}B_k$$  \hspace{1cm} (7.25)

where $B_k$ represent total outlays on consumption. In matrix form the system may be written:

$$
\begin{bmatrix}
I - R & -BC \\
\cdots & \cdots \\
-\Omega & I \\
\end{bmatrix}
\begin{bmatrix}
X \\
\cdots \\
\cdots \\
\end{bmatrix}
= 
\begin{bmatrix}
\Gamma e & B[I - S] \\
\cdots & \cdots \\
0 & R^* \\
\end{bmatrix}
+ 
\begin{bmatrix}
V \\
\cdots \\
0 \\
\end{bmatrix}
+ 
\begin{bmatrix}
E \\
\cdots \\
0 \\
\end{bmatrix}
$$  \hspace{1cm} (7.26)

$B$ is an $n \times h$ matrix of $\beta_{ik}$'s,

$C$ is an $h \times h$ matrix of $c_k$'s = $(1 - s_k)(1 - t_k)$,

$\Gamma$ is an $n \times h$ matrix of $\alpha_{ik}$'s,

$E$ is an $n \times 1$ vector of $E_i$'s,

$e$ is an $h \times 1$ vector of 1's,

$V$ is an $n \times 1$ vector of $V_i$'s,

$T^*$ is an $n \times 1$ vector of $T^*_k$'s, and

$\Omega$ is an $H \times n$ matrix of $w_{kj}$'s
In this form, equations 7.26 represents the standard regional version of the Leontief models. As with the Miyazawa version described earlier, given the levels of exogenous demand, the model may be solved for outputs and incomes. In their application to the Muda region in Malaysia, Bell et al. (1982) adopted a modified version of the sem1-input-output approach proposed by Tinbergen (1966) and further elaborated in Kuyvenhoven (1978). Sectors were classified into tradeable and nontradeable (in a spatial sense), the latter being restricted to transactions within the region. Then, the output of traded goods was assumed to be given, whereas their associated exports were determined endogenously, and the output of the nontraded sectors was assumed to be determined endogenously—as was the level of exports \( m \) those sectors, namely zero (by definition). This model—and variations on it—was used to measure the impact of a large irrigation scheme on the region through comparison of regional growth and income distributions with and without the project.

One major difficulty, of course, was that the analysts were confined to the measurement of direct and indirect effects within the region. As we noted in Chapter 6, Round (1972, 1978a, 1978b, 1979, 1983) has argued persuasively for the development of at least two-region models (the region in question and the rest of the country of which it is a part) on the basis of a number of factors—especially the provision of consistency in estimation of the original parameters. Recently, Round (1984) has provided some guidance to the development of two and larger region social accounting systems, incorporating the multiplier decomposition ideas noted in equation 7.20. In the Muda region case, the need for consideration of the extraregional effects became more pressing when rural incomes began to rise above a subsistence level, creating the opportunities for rural households to engage in consumption of additional goods and services. Because many of these would be produced outside the region, the effects of increasing rural incomes might not continue to narrow disparities between rural and urban incomes. Clearly, the changes in rural marginal propensities to consume in total and the changes in consumption of local versus nonlocal goods would play a very important role.

### 7.3 The Batey-Madden Activity Analysis Framework

Two important extensions of the present work at the regional level have been developed by Schinnar (1976) and in various papers by Batey and Madden (see 1983 for references to earlier work). Unlike the attempts by Ledent (1978) to link demographic and economic base models, these authors have linked demographic components with the interindustry model. The work by Batey and Madden has been developed the most extensively to date; drawing on some earlier notions by Tiebout (1969) concerning the role of different labor groups (in migrants and local residents) in the generation of expenditure effects and some empirical work by Blackwell (1978), who suggested the incorporation of the impacts of previously unemployed residents on local income generation, Batey and Madden have produced some extensions to the Miyazawa framework. Figure 7.5 shows one such extension; in this case, an activity analysis framework is employed in which consumption effects are differentiated by status in the work force (employed or unemployed). In matrix form, this yields:

\[
\begin{bmatrix}
I - R & -Q \\
\ldots & \\
-L & I - Z
\end{bmatrix}
\begin{bmatrix}
X_1 \\
\ldots \\
h
\end{bmatrix}
= 
\begin{bmatrix}
f_1 \\
\ldots \\
f_2
\end{bmatrix}
\]

where \( h \) refers to different types of workers and \( f_1 \) and \( f_2 \) are the components of final demand. The solution for \( h \) is:

\[
h = \left[ I - Z - L \cdot (I - R)^{-1} \cdot Q \right]^{-1} \left[ f_2 + L \cdot (I - R)^{-1} \cdot f_1 \right]
\]
In this formulation, it is possible to trace the impacts of changes in final demand on the labor supply. In an empirical analysis of the model in the Merseyside region of the UK, they were able to show that, ceteris paribus, the overall unemployment rate would have been 43 percent higher were it not for the expenditure effects generated by unemployment compensation.

### 7.4 Links with the Labor Market

The role of differences in consumption patterns by different groups within a region has been addressed by Van Dijk et al. (1984) and (Folmer and Oosterhaven, 1984) and in the spirit of the Bell et al. (1982) work noted earlier by Oosterhaven (1981). The Oosterhaven work is notable for the fact that it linked an interregional input-output model to traditional cost-benefit appraisal to measure the effect of alternative land reclamation schemes in a small part of Holland. If an accurate attempt to link the role of households to the economic system is to be undertaken, then some careful consideration will have to be made of labor market behavior. Although Batey and Madden (1983) accounted for movements into and out of the employed ranks, Van Dijk et al. (1984) examined the regional impact of immigration and linked it with both the input-output model and a labor force vacancy chain model. The consumption effects of different households immigrating into the region were considered. In the analysis that follows, it will be assumed that the regional system experiences five changes in demand, only one of which is exogenously determined—namely the consumption demand of immigrants. The other changes in demand are the changes in regional intermediate demand and consumption-induced effects. These are shown in equation 7.29:

$$\Delta x = A\Delta x + q^I\Delta c^I + q^U\Delta c^U + q^n\Delta c^n + \Delta f'$$

where $\Delta x$ is the change in production levels, $q^I$ is the regional consumption vector associated with people with high labor incomes, $q^U$ is the consumption of those receiving unemployment benefits, and $q^n$ is the consumption of those with non-labor-force active benefits. The $\Delta c$ terms are the associated changes in consumption and $\Delta f'$ the immigrants’ consumption.
The vacancy chain model provides a link between employment creation and changes in output (which are created by the expenditures of the immigrants) and increases in labor productivity:

\[ \Delta e = \ell \Delta x - p^t e_{t-1} \] (7.30)

where

- \( \Delta e \) is the vector of employment changes by industry,
- \( \ell \) is the vector of marginal employment coefficients,
- \( p^t \) is a diagonal matrix of labor productivity increases, and
- \( e_{t-1} \) is the base year employment levels by industry.

The total number of vacancies is shown below:

\[ v = Tv + \Delta e + v' \] (7.31)

where \( v \) is the total number of vacancies and \( T \) the interindustry transition probability matrix of people leaving industry \( i \) to take up jobs in industry \( j \). \( v' \) is a miscellaneous category constituting movements out of the region, out of the labor force because of retirement, and as a result of frictional vacancies. In addition to transfers among industries by those already employed, other vacancies are filled by unemployed who enjoyed benefits (equation 7.32), nonactives who enjoyed nonactive benefits (equation 7.33) or no benefits (equation 7.34), and immigrants from other regions (equation 7.35):

\[
\Delta u = t^u v \\
\Delta n = (t^n)' v \\
\Delta r = (r^r)' v \\
m = t^m v
\]

where the \( ts \) refer to transition probabilities for unemployed, nonactives with and without benefits, and migrants. In the case study, it was assumed that there was no exogenous change in the number of vacancies. Because the number of vacancies being filled will equal the change in the number of jobs, the following will be true:

\[
\Delta u = t^u (I - T)^{-1} \Delta e \\
\Delta n = (t^n)' (I - T)^{-1} \Delta e \\
\Delta r = (r^r)' (I - T)^{-1} \Delta e \\
m = t^m (I - T)^{-1} \Delta e
\]

The vacancy chain model is tied to the input-output system through the income-consumption model. The change in consumption of employed people is:

\[ \Delta c^\ell = (c^\ell)' w \Delta e + \Delta c^\ell_I \] (7.40)

where \( c^\ell \) is the consumption vector by industry, \( w \) is the average labor income per industry, and the last term is the change in consumption that derives from changes in the exogenous incomes of workers. In the application to the northern provinces of the Netherlands, it was assumed that the latter term was zero. In addition, the part of labor income accruing to migrants has to be deducted from equation 7.40 to avoid
double counting (as these migrants have already been included as part of the exogenous final demand). Hence, equation 7.40 becomes:

\[ \Delta c^\ell = (c^q)'w(\Delta e - m) \]  

(7.41)

The decrease in consumption expenditures of the unemployed is derived in equation 7.42; the 0.80 coefficient is the product of the assumption that their unemployment benefits are approximately 90 percent of their former labor incomes and that they fill vacancies with incomes that are 90 percent of the corresponding sectoral average:

\[ \Delta c^u = -0.80(c^qu)'w\Delta u + \Delta c'_u \]  

(7.42)

where \( c^q_u \) is the consumption vector of coefficients for the unemployed and \( \Delta c'_u \) the consumption changes from exogenous income changes of the unemployed (also assumed to be zero in the case study). The final decrease in consumption that will occur is associated with those who move from the status of nonactive with benefits to employment:

\[ \Delta c^n = -12,227\Delta n + \Delta c'_n \]  

(7.43)

where \( \Delta c'_n \) is the consumption from exogenous income (again assumed to be zero); and the value - 12,227 is the average nonactive benefits, assumed to apply to all nonactives who get a job. The solution of the integrated model is shown in Figure 7.6. The model solution works in the following way: the exogenously induced effects (immigrant expenditures) create industry demands that, through the operation of the interindustry multiplier, creates jobs. The vacancy chain model operates to fill these jobs and thereby to create income. These consumption-induced expenditures again create demands on industry and so the process continues until convergence. From the empirical model, the authors were able to show that from the 6700 families who entered the northern regions, 5000 persons gained employment in the region; the effect of this employment creation was the further creation of 2421 additional person-years of employment.

Dimensions of the symbols:

<table>
<thead>
<tr>
<th>28</th>
<th>28</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>Endogenous variables</th>
<th>Exogenous and lagged endogenous variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>28</td>
<td>(I - A)</td>
<td>0</td>
<td>-q^1</td>
<td>-q^u</td>
<td>-q^n</td>
<td>( \Delta x )</td>
</tr>
<tr>
<td>28</td>
<td>( \hat{I} )</td>
<td>(I - T)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>( \text{V} )</td>
</tr>
<tr>
<td>1</td>
<td>-(c^q)'\hat{w}\hat{I}</td>
<td>0'</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>( \Delta c^1 )</td>
</tr>
<tr>
<td>1</td>
<td>0'</td>
<td>0.80(c^qu)'\hat{w}\hat{I}</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>( \Delta c^1 )</td>
</tr>
<tr>
<td>1</td>
<td>0'</td>
<td>12,227 (t^n)'</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>( \Delta c^1 )</td>
</tr>
</tbody>
</table>

Figure 7.6 Integrated I-O Labor Model for the Dutch Northern Provinces

### 7.5 Linear Programming Input-Output Links

Two major limitations have curtailed the more widespread use of input-output models. The first relates to the problem of coefficient stability over time and the second to the problem of the absence of limitations on capacity in the regional economy. A number of authors have provided some creative ways of dealing with these
problems, through the linkage of the input-output model with either a linear program or the respecification of the input-output model per se as a linear program. In the latter category, the work of Bargur (1969) and Mathur (1972) should be noted; Bargur developed a formulation in which a linear programming form of the input-output model was used to examine the effect of water capacity problems on output in Californian industries. Mathur’s model examined interregional investment allocation—very much in the spirit of some Ghosh (1973) work; however, the MORSE model (Lundqvist, 1981) is probably the most advanced because it employs a dynamic formulation. It was used for a variety of impact analyses—for example, the substitution of nuclear power in conjunction with increased oil prices and the case of increased regional self-sufficiency.

A similar concern for energy issues prompted the application of a linked input-output and linear programming model to part of a six-state region in the U.S. (Page et al., 1981). The ORBES model structure is shown in Figure 7.7; note that the A matrix is divided into three major components: energy supplies, energy products (nontradeable items such as space heating, air conditioning), and nonenergy sectors. The numeraire varies by submatrix; essentially, final demands generate demand for energy products. These products are supplied from the set of available energy supplies through a linear programming model that seeks to minimize the cost of production subject to energy conversion energy supply, capacity, and pollution constraints. Changes in relative prices of energy supplies are thus incorporated in the linear programming model and then, in turn, into the input coefficients (A_{ss} and A_{sp}) matrices. Thus, some degree of endogenous price substitution is incorporated into the system—if only in a limited number of sectors. Liew and Liew (1984) have approached this problem using production frontiers from which price frontiers are derived; regional technical coefficients, trade coefficients, and modal choice are determined by price and cost variables.

Figure 7.7 Generalized Solution for the Combined Input-Output Linear Programming Model
7.6 Further Extensions

The further set of linkages involving an input-output model centers on the role of the input-output model as a module of a larger, integrated set of models. Two examples will be described briefly here; the Isard and Anselin (1982) model is the precursor of an ambitious attempt to link national and regional econometric, demographic, investment, industrial location, input-output, and commodity flow models. Although many of the components have been developed, the linkages have not been made, and hence the empirical implementation may reveal some substantial problems as well as providing some new insights into the operation of the space economy. ORANI (Dixon et al., 1982) is a disaggregated model of the Australian economy, built in the tradition of the multisectoral models associated with Johansen (1960). These general equilibrium models have proved popular at the national level (see Adelman and Robinson 1978 for a Korean version) but ORANI is one of the few national models that has a regional component. To use Bolton (1980) distinction, the model may be characterized as “top-down” because the Australia-wide data are apportioned to the six constituent states. The model for the regional disaggregation derived its rationale from the work of Leontief and Strout (1963); national level commodities created by an exogenous shock are allocated to the regions; a set of commodity-balance equations are used to solve for the production of regional outputs of local goods. Although the allocation rule for national commodities (tradeables in the social accounting nomenclature) ensures that the regional aggregates sum to the national totals, consistency is not assured for nontradeables. A separate set of equations ensures that the national and regional sums balance. The ORANI model enables a link to be made between international trade and regional economic activity, a feature that has not been common in many regional models (see Hewings 1982 for a review). Cavalieri et al. (1983) have provided a strong regional-interregional link; their model of Tuscany is cast in a two-region framework but contains the possibility of substitution between interregional and international trade. The reason for this is the fact that foreign exports drive about 25 percent of regional product.

Two final sets of links should be noted; the first integrates input output and econometric models in the context of state/ regional econometric models (L’Esperance 1980; Conway 1979). The final set of links focuses on input-output environmental models (Isard et al. 1971; Cumberland and Korbach 1973; Miernyk and Sears 1974; Rose 1983). Cumberland (1966) provided a link between input-output, environmental analysis, and project appraisal in the context of a development project in Maryland.

7.7 Summary

Of all the developments in regional input-output analysis currently being pursued, the efforts in the direction of linked models offer some of the most exciting possibilities. The increasing sophistication of the modern economy has necessitated a concomitant increase in the range of modeling required to address current policy issues. By linking input-output with other models, the utility of the whole analytical system of models is often enhanced substantially. Over the next decade, we will probably continue to witness important new developments; some of these are described in the final chapter.
8 FUTURE DIRECTIONS AND RESEARCH NEEDS

The developments reviewed in Chapter 7 present many continuing challenges for research in input-output modeling. In addition to the efforts being directed toward linking regional input-output models with other models of the subnational economy, there are several avenues of inquiry concerning the input-output model itself currently being pursued. These will be reviewed briefly.

8.1 Relaxing the Assumptions

Several of the assumptions involved in the use of input-output models have tended to restrict their usefulness. The ORBES model described earlier provides an example of some of the potential benefits to be gained from the articulation of flexible input coefficients. Lahiri (1976) has been experimenting with the notion of scale-dependent coefficients; in this case, it would be assumed that the value of an input coefficient would depend on the level of demand for the product in the industry using the input. The Hudson and Jorgenson (1974) translogarithmic production function, in which relative prices essentially determine the production structure, provides another alternative, more flexible view. Rose (1984) provides a review of more than a dozen approaches to the issue of changing technical coefficients.

Gerking (1976, 1979a, 1979b) in a number of papers has challenged the notion of the input-output model being developed without error, in contradistinction to the major developments in econometric modeling. To this end, both Jackson (1983) and West (1983) have been pursuing ways in which properties associated with the distribution of firms making up a sector might be carried forward to the estimation of multipliers and other elements of the input-output model. In this fashion, it might be possible to specify upper and lower bounds to affect analyses in much the same way that one can reveal the confidence interval around an estimate in an econometric model.

8.2 Dynamic Modeling

With very few exceptions, almost all regional input-output models have been constructed for a single point in time. Any projections made with these models have been of the comparative static kind in which future estimates of the coefficients have been developed from a number of sources (especially national projections). Leontief (1970) proposed the formulation of a dynamic inverse matrix and Bruno (1970) have developed a rather complex dynamic input-output model. However, at the regional level, there have been few contributions to this part of the input-output literature. Miernyk and et al. (1970) has implemented the most sophisticated regional dynamic input-output model; in this formulation, the investment demands are made endogenous. Two types of investment are specified: replacement investment (in which case, the stock of investment goods is not increased) and expansion investment. Because the use of investment functions requires some information on capacity levels, the issue of implementation quickly becomes very complex.

8.3 New Accounting Systems

The commodity-industry framework, in which a distinction is made between commodities and industries, has now become the accepted system in which national input-output models are developed. There have been few parallel attempts to produce similar accounts at the regional level. The advantage of the commodity-industry formulation is that it enables the analyst to avoid the assumption that industries produce only one commodity or that any given commodity can be produced in only one industry. A rectangular system of accounts has been developed so that greater commodity than industry detail may be revealed (see Jensen and Hewings 1985 for a review); this would facilitate linking the model with interregional commodity flow models and with models involving the consumption sector.

Some alternative formulations have been suggested by Beyers (1976) and Hewings (1983) to accommodate increasing interest in the role of large, multinational firms on regional economies. The input-output tables would be divided further into transactions involving multiplant firms and those involving local or single-plant operations. In this fashion, some insights into the degree of commodity ownership or control of production may be able to be gleaned from such a set of tables. In Sweden, where superior firm-specific data are available, Eliasson (1978) has been able to produce a micro-to-macro model of the economy. The standard macro
framework of the kind described in this book serves as an upper level that sends signals to the micro (firm) level model. At this level, firms face uncertainty and attempt to produce a level of output on the basis of information received from the macro model about prices, wage costs, expected demand and, of course, the level of demand that existed in an earlier time period. The individual decision making firm is then “aggregated” back into the national model, adjustments made, and the whole process continues to a new iteration stage.

### 8.4 Use in Policy Analysis

Although regional input-output models have gained considerable use in impact analysis of the kind described in Chapter 4, the applications involving very strong links with policy formulation have tended to lag behind. Some early promise about the ability to link regional input-output models with some of the rich theoretical developments implicit in growth center theory appear not to have borne fruit. Attempts to identify key sectors along the lines suggested by Hirschman and Rasmussen (see Hewings 1982 for a review) have suffered from substantial inconsistencies. The area of industrial complex analysis has occasionally attracted the attention of input-output researchers; Czamanski and Czamanski (1977), Roepke et al. (1974), and most recently O’hUallachain (1984) have attempted to identify spatial clustering of industries at the regional level. However, there has been little attempt to use this information in the articulation of a space-time theory of regional development. Jensen and Hewings (1985) have been trying to understand the way in which the input-output structures of regional economies evolve through time. In what way does the economy become more complex and do the interrelationships among industrial sectors develop in some generalizable fashion? With so little empirical information on which to conduct such research, it may be many years before answers to these questions can be obtained.

### 8.5 Conclusions

The increasing attention being devoted to regional problems in developing economies has served to spur interest once again in analytical modeling at this scale. The development of more sophisticated nonsurvey and semisurvey techniques under conditions of limited information would appear to hold considerable potential in these countries. At the same time, the increasing ability being developed in linkage mechanisms of input-output with other regional models has provided a further stimulus to the continued development of regional input-output analysis. However, it is unlikely that input-output models will be developed independently at the regional level on a scale that occurred in the 1950s and 1960s in the U.S. The advantages of linked models would now appear to provide enough motivation to ensure their continued development at the expense of the isolated single-purpose model.
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