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Abstract

Analog Signal Processing Elements for Energy-Constrained Platforms

by

Kyle Robert McMillan

Energy constrained processing poses a number of challenges that have resulted in
tremendous innovations over the past decade. Shrinking supply voltages and limited
clock speeds have placed an emphasis on processing efficiency over the raw throughput
of a processor. One of the approaches to increase processing efficiency is to use parallel
processing with slower, lower resolution processing elements. By utilizing this parallel
approach, power consumption can be decreased while maintaining data throughput
relative to other more power-hungry architectures.

This low resolution / parallel architecture has direct application in the analog as
well as the digital domain. Indeed, research shows that as the resolution of a signal
processor falls below a system-dependent threshold, it is almost always more efficient
to preform the processing in the analog domain. These continuous-time circuits have
long been used in the most energy-constrained applications, ranging from pacemakers
and cochlear implants to wireless sensor “motes” designed to run autonomously for
months in the field.

Most audio processing techniques utilize spectral decomposition as the first step of
their algorithms, whether by a FFT/DFT in the digital domain or a bank of bandpass
filters in the analog domain. The work presented here is designed to function within
the parallel, array-based environment of a bank of bandpass filters. Work to improve
the simulation of programmable analog storage elements (Floating-Gate transistors)
in typical SPICE-based simulators is presented, along with a novel method of har-
nessing the unique properties of these Floating-Gate (FG) transistors to extend the
linear range of a differential pair. These improvements in simulation and linearity
are demonstrated in a Variable-Gain Amplifier (VGA) to compress large differen-
tial inputs into small single-ended outputs suitable for processing by other analog
elements. Finally, a novel circuit composed of only six transistors is proposed to com-
pute the continuous-time derivative of a signal within the sub-banded architecture of
the bandpass filter bank.
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Chapter 1

Introduction

In many areas of our society, there is an unmet need for signal processing on

energy-constrained processing platforms. Whether they be cellular phones, pacemak-

ers [1], hearing aids and cochlear implants [2], speech recognition systems [3], speaker

recognition systems [4] or autonomous sensor platforms [5], these devices can realize

significant improvement through energy-efficient processing. Current implementa-

tions of many low-power systems rely heavily on Digital Signal Processing (DSP), an

inefficient technique for low-to-moderate resolution signals [6].

Analog (Continuous-Time) processing, possesses some inherent advantages over

Digital (Discrete-Time) processing. Perhaps the largest benefits stem from the fact

that all real-world signals are continuous-time; an ASP can perform computations on

the signal directly and produce a continuous time output, suitable for direct inter-

facing to an eternal system. By contrast, a DSP must first discretize a continuous

time signal via an Analog-to-Digital Converter (ADC), process the discrete-time sig-

nal in a digital core, then convert the output back to a continuous-time signal via a

Digital-to-Analog Converter (DAC). These two extra steps, the DAC and the ADC,

draw relatively large amounts of power, consume valuable on-chip area, and introduce

additional noise into the system.

However, DSP’s are flexible, versatile tools that are easy to simulate, reconfig-
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urable and ubiquitous. ASP’s are not easily reconfigurable, difficult to simulate and,

due to the lack of reconfigurability, must be designed to meet specific design criteria

on a per-case basis. Therefore, many designers sacrifice the native efficiency of the

ASP for the rapid development and low design cost of the DSP. For many applications,

this trade-off is acceptable. However, in the field of energy-constrained platforms, ef-

ficiency becomes paramount and the design challenges of reconfigurability, simulation

and development must be addressed.

To that end, an ASP for audio-band signals has been developed [7] to imple-

ment several common signal processing operations and incorporate this new research

into easing the design of ASP’s. This particular processor implements one of the most

common audio signal processing functions - spectral decomposition. In the digital do-

main, this is most commonly implemented through a DFT or FFT. However, previous

work [7] has accomplished the same goals by implementing an array of continuous-

time analog Band-pass Filters (BPFs) with adjustable passband gain, quality factor

and frequency spacing; all programmable via Floating-Gate (FG) transistors and

consuming only micro-watts of power. By providing both temporal and spectral rep-

resentations of an analog signal, this array of filters (a “filterbank”) provides the basis

for further signal processing within each sub-band of the original signal.

This work presents three innovations to address the un-met needs of reconfigura-

bility, system simulation and processing limitations within this sub-banded filterbank

environment (fig. 1.1). First, a method of simulating floating-gate transistors is pre-

sented to increase the flexibility, reconfigurability and programmability of not only

the sub-banded processing elements, but the BPF array itself. Elements of this re-

search also serve to increase the limited dynamic range of many sub-banded signal

processing elements, leading to an investigation of other methods to further increase

the dynamic range. Coupled with the work on the FG model, a novel technique

to increase the dynamic range of many circuits based around the differential pair

structure (Operational Transconductance Amplifiers (OTAs)) is presented. Finally,



CHAPTER 1. INTRODUCTION 3

Magnitude / 
Envelope

Derivative
Addition / 

Subtraction

Magnitude / 
Envelope

Derivative
Addition / 

Subtraction

Magnitude / 
Envelope

Derivative
Addition / 

Subtraction

<N> Channels

DSP

Input
AGC 
Amp

Output

= Denotes bias voltage / 
   current set with Floating-�
   Gate transistor

Figure 1.1: The proposed analog/digital signal processor architecture, where signal

feature extraction is preformed in the analog domain and high-order processing is

preformed in the digital domain. Biasing through Floating-Gate transistors is shown

in blue, major processing elements covered here are outlined in red.

to address the need for a small derivative circuit with a high array fill-factor and low

power consumption, a novel circuit consisting of only six transistors to implement the

derivative function on a sub-banded signal is introduced and analyzed.

The following sections provide a brief overview of each of these accomplishments

and provide a context for their introduction.

1.1 Programmability and Flexibility - FG Model-

ing

One of the traditional drawbacks to implementing an analog signal processing

system is the flexibility of a design once it has been fabricated. Common biasing

techniques for processing elements utilize resistive dividers or Digital-to-Analog Con-

verters (DACs). Of the two, DACs consume a tremendous amount of power and area

relative to the analog circuits they bias, while resistive dividers also carry a high area

cost and are hard to fabricate with precision on many CMOS processes. These factors

make these biasing methods them very unsuitable for array-based applications, where
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each processing element may require three or four biases each.

Over the last decade, Floating-Gate transistors have been used in place of resistive

dividers in many analog applications due their programmability and long-term storage

of continuously-valued variables. FG transistors have been used as the core element

of FLASH memory for several decades, and digital designers have developed several

ways to program them to operate in binary states. However, compared to a regular

MOSFET, these floating-gate transistors demonstrate non-ideal behavior, such as a

large capacitive coupling between the gate and drain and an effective reduction in

the gate-channel voltage coupling term, κ. While these non-idealities are of little

consequence to digital operations (and are not modeled in many digital simulators),

they are critical when the FG devices are operated in the analog domain.

Thus, there has been an un-met need for a simulation model to accurately describe

floating-gate transistor behavior during programming in DC, AC, and Transient anal-

yses over the open range of analog states. In Chapter 2, such a model is presented,

along with simulation results compared to data taken from a circuit fabricated in

a 0.5µm CMOS process. These tests demonstrate proper modeling of several key

characteristics of FG transistors and the benefits of the Multiple-Input Floating Gate

(MIFG) transistor. Specifically, charge modification, voltage storage, simulation flex-

ibility, and increased linear range in a differential pair via capacitive division are

demonstrated [8].

1.2 Increasing Linear Range - Ohmic Biasing

In many analog filterbanks, especially those designed to model biological processes,

traditional low-power CMOS design techniques restrict the dynamic range of filters

and other components to 40-60 dB [9]. However, biological systems, such as the

human cochlea, have dynamic ranges of ∼120dB. To address this difference, a novel

method of increasing the dynamic range through an expansion of input linear range
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Vb

V1 V2

I1 I2

Figure 1.2: Standard nFET based differential pair. Output current is typically taken

as the difference between I1 and I2 such that Iout = I1 − I2.

of a circuit known as the differential pair (fig. 1.2) is presented here.

The differential pair is one of the most fundamental circuits in analog signal pro-

cessing - it is the common building block of Operational Transconductance Amplifiers,

Operational Amplifiers, and the Gilbert multiplier cell. Since the differential pair is

an ubiquitous foundation for most differential-mode analog processing elements, the

fixed input linear range (∼74 mV) of a differential pair biased for low-power opera-

tion with a subthreshold current presents a design challenge. Low power, open-loop

implementations of these differential pairs require a designer to apply special tech-

niques to address this small linear range. One technique, an effective reduction of the

gate-channel voltage coupling term κ, is incorporated into the Floating Gate model.

In this section, an additional technique called Ohmic biasing is presented to further

increase the linear range.

Ohmic biasing is a novel technique to increase the linear range of a subthreshold-

biased differential pair by moving the bias transistor out of saturation and into the

Ohmic regime. This decreases the bias current to the differential pair for differential

inputs about a specified input common mode. Unlike previously proposed techniques

to extend linear range, this technique does not require high supply voltages [10],

large device sizes [11], or above-threshold CMOS designs [12]. This technique also
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Figure 1.3: Output current of a differential pair as a function of differential input

voltage for a circuit biased in three different operating regimes. Here, red trace

corresponds to a normal differential pair with a saturated bias transistor, the green

trace represents the expanded linear range and linearity of our technique, and the

blue trace represents an “over-linearized” differential pair with an essentially “cutoff”

bias transistor for small differential voltages.

introduces a novel design capability: to dynamically change the linear range of the

differential pair at run-time. An illustration of this capability is shown in fig. 1.3

This chapter provides an analysis of the circuit, a design guide for biasing the

circuit for a desired linear range, a comparison of the technique with other techniques,

and an application to a Variable-Gain Amplifier.

1.3 Sub-banded Processing - Derivative Circuit

Finally, to provide an example of a standalone sub-banded processing element,

Chapter 4 covers a new implementation of a temporal derivative circuit and sets

forth three criteria for developing a continuous-time derivative operating in a noisy

environment. This six transistor element processes a band-limited continuous-time
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Figure 1.4: Transient Response of the derivative circuit. (a) A step input with small

magnitude. (b) Transient response of the derivative circuit showing large signal

changes for each discontinuity in (a). (c) A sine wave undergoing a hard transi-

tion to a cosine wave. Note the spike in the output voltage associated with the step

function in the transition from sin(x) to cos(x).

derivative and can be programmed for use throughout the human audio spectrum,

providing a method for onset detection and first-order feature extraction in addition

to computing the standard analog mathematical function.

Due to the inherent properties of computing a wide-band derivative, developing a

robust wide-band derivative circuit capable of operating on a signal with any amount

of noise is not possible. The circuit presented here works on a band-limited signal to

keep high-frequency noise from dominating the circuit output. As with the Ohmically-

biased differential pair, a circuit level analysis is performed and experimental results

are provided from a circuit fabricated in a 0.5µm CMOS process are provided (fig.

1.4).
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1.4 Conclusion

Each of these novel advancements fills a role within a sub-banded filterbank plat-

form. Issues regarding flexibility and reconfigurability of an analog system are ad-

dressed by the Floating-Gate model. An increase in dynamic range for filters and

signal-processing elements under a variety of conditions is demonstrated with the

newly-developed Floating-Gate model and the technique of Ohmic biasing. Finally,

a sub-banded signal processing circuit operating on small signals (such as those com-

pressed by the VGA structure proposed in Chapter 3) is presented, analyzed and

demonstrated on a 0.5µm process. Each of these facets of an analog signal process-

ing system work in concert to lower the power consumption of existing systems and

leverage the inherent efficiency of analog signal processing.
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Chapter 2

Floating Gate Modeling

2.1 Introduction

Floating-Gate (FG) transistors have been used for decades as a digital memory

element in EEPROM and Flash memory devices. They consist of a standard CMOS

transistor with an electrically isolated gate capacitively coupled to an external voltage

as shown in Fig. 2.1. This isolated gate structure is considered to be “floating”

with no DC path to ground for charge to move along. Thus, in the absence of

charge modification through Fowler-Nordheim tunneling, hot-electron injection or

UV photoinjection, the charge deposited on the gate at fabrication will remained

“trapped” there for the life of the device.

Since there is no DC path to ground from the gate of the transistor, standard

SPICE-based circuit simulators cannot model the operation of this device; the equa-

tions describing circuit behavior do not converge to a steady-state solution. This

prohibits designers from simulating the performance of these devices and limits them

to extrapolating the predicted operation of new structures from previously fabricated

devices. More critically, the current field of simulation models for FG devices does not

provide an instance capable of modeling charge modification for simulating program-

ming processes at runtime. It is the goal of this research to provide a single, extensible
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Vtun

Vgate

Vdrain

Iinj

Itun

Figure 2.1: Electrical schematic of a Floating-Gate transistor implemented with a

pFET device. Programming is accomplished by Fowler-Nordheim tunneling Itun or

hot-electron injection Iinj.

model of FG transistors that incorporates charge modification on the floating node

for DC, AC and transient circuit operation.

2.2 Background

Digital designers have long used FG transistors as the digital storage element in

FLASH memory, where the devices are modeled as either “on” or “off.” As analog

designers have adopted FG devices, several SPICE-compatible models have been pre-

sented to address the simulation of these structures through different means. Some

provide DC operating points and enable circuit simulation through capacitive cou-

pling and some provide models of programming processes, but none cover all aspects

of charge modification and transistor operation. These processes are outlined in the

sections below.

2.2.1 Fowler-Nordheim Tunneling

Fowler-Nordheim tunneling (known as “tunneling”) is the process of moving elec-

trons off of the floating node. Through this process, the electrons trapped on the

FG move across the oxide of a specially designed capacitor. This tunneling capacitor
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is made with a thin oxide, and is usually implemented with a varactor or MOSCAP

structure. As the electric field across the oxide increases (up to the point of dielectric

breakdown), the effective thickness of the oxide is decreased, and trapped electrons

on the FG node gain enough energy to tunnel through the barrier via the Fowler-

Nordheim process [13].

Producing the high electric field necessary to tunnel through a thin oxide typically

requires a high voltage on the non-FG side of the device (e.g. 14V for a standard 0.5

µm process rated for 3.3V). Once the effective width of the oxide has been decreased

enough to allow tunneling to take place, it can happen very rapidly and is difficult

to control. For these reasons, tunneling is typically used as an “erase” function for

programming FG devices.

2.2.2 Hot-Electron Injection

Hot-electron injection (known simply as “injection”) is the process of moving

electrons on to the floating node, in this case from the drain-to-source channel and

across the gate oxide. This lowers the effective FG voltage and, in the case of a pMOS

device, increases the amount of current through the channel of the transistor for a

given VDS.

Injection works via impact ionization in the channel under high-field conditions

between the drain and source. As VDS is increased past some process-dependent

threshold (e.g. 5.5V for a standard 0.5 µm process rated for 3.3V), high energy col-

lisions between free electrons and the lattice produce electrons via impact ionization

with enough energy to tunnel across the gate oxide. This causes a very small (femto-

Ampere) current to flow from the gate, across the oxide and into the drain of the

transistor. In the case of the pFET device, this process continues until enough charge

has moved across the oxide to bring the floating node voltage down closer to the

drain voltage, thus decreasing the lateral field strength across the oxide and “turning
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off” the injection process. Once VDS has been lowered below the injection voltage,

the trapped charge on the FG remains there indefinitely or until removed through

tunneling.

2.2.3 Existing Simulation Models

The authors of [14, 15, 16] have proposed several simulation models for simple cir-

cuit operation with no charge modification. These models include capacitive coupling

onto the FG node, and establish an initial FG charge to establish a DC operating

point and permit circuit analysis. However, these techniques do not model charge

modification, and thus cannot be used to depict the programming characteristics of

FG transistors or associated feedback structures.

The authors of [17, 18] present methods of simulating charge modification, specifi-

cally through Fowler-Nordheim tunneling and hot-electron injection, depicted in Fig.

2.1. These processes allow accurate simulation of the programming characteristics of

the FG transistor, but lack an implementation of capacitive coupling to enable DC

or AC circuit simulation.

The model presented here addresses these deficiencies by modeling of both ca-

pacitive coupling onto the FG node and charge modification processes. This SPICE-

compatible model properly captures capacitive coupling effects in DC sweeps and

programming and adaptation effects in transient analyses. This model is also flexible

and extensible - different mathematical models for calculating tunneling or injection

currents may be used and any standard SPICE transistor model (BSIM, EKV, PSP,

etc.) may be used to model basic circuit elements.

2.3 Description of the Model

To provide compatibility with SPICE simulators, we have developed the model of

Fig. 2.2. This model is composed of two parts:



CHAPTER 2. FLOATING GATE MODELING 13

Vtun Vd

Itun Iinj

Vinitial

CTRbig

Vfg1

Vtun

Vg

Vd

Vs

Vfg

Vfg1+Σ
Ci

CT

Vi

Figure 2.2: Schematic of the FG model, including charge modification current sources

and the ”dummy” integration node. The V-I equations of Itun and Iinj are given in

Equns. 2.2a and 2.2b, respectively.

1. The actual transistor and associated voltage sources to model capacitive cou-

pling through the transistor.

2. An electrically isolated ”dummy” node for charge storage and modification for

run-time programming.

2.3.1 Capacitive Coupling and Transistor Modeling

In the first part the model, the capacitive inputs to the floating gate are modeled

as voltage-controlled voltage sources (VCVS) connected in series between the floating

node and a unity-gain voltage source connected to the dummy node. Each VCVS has a

gain determined by the ratio of the size of the input capacitor to the total capacitance

attached to the floating node. Mathematically, this structure can be represented as

Eq. 2.1. This structure couples the inputs from multiple capacitors, both drawn

and parasitic, onto the FG node while maintaining electrical isolation by nature of

the infinite output impedance of the VCVSes. It also couples the contribution of
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the charge modification section onto the floating gate node, once again providing

electrical isolation.

Vfg = Vdummy +
∑
i

Ci

Ctotal

Vi (2.1)

2.3.2 Charge Modification

The second part of the model includes the Voltage-Controlled Current Sources

(VCCS) necessary to simulate charge modification processes, such as tunneling and

injection, and the initial charge on the floating gate, set by Rbig, CT and Vinitial.

Tunneling and Injection

Various models of these processes have been proposed (tunneling in [17] and in-

jection in [17, 19]), and any of these models can be incorporated with either SPICE

primitives or Verilog-A. The key to permitting DC convergence is to nest the expres-

sions for Itun and Iinj within an IF() statement that ensures no current flows when

programming is not “turned on.” Example flow-control SPICE expressions are given

in eqns. 2.2.

Gtun Vfg1 0 value=IF((V (Vtun)− V (Vfg)) > Vdd, Tun Expr , 0) (2.2a)

Ginj Vfg1 0 value=IF((V (Vs)− V (Vd)) > Vdd, Inj Expr , 0) (2.2b)

The tunneling and injection models used in this implementation of the FG archi-

tecture are taken from [17] and given in Eq. 2.3a and 2.3b, respectively. Each of the

parameters here is fit from empirical data. Implementation details are found in [8],

but are beyond the scope of this research.
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Itun = −Itun0WLe

−Vf

Vox (2.3a)

Iinj = αIse
−

β

(Vgd + δ)2
+λVsd

(2.3b)

Initial Charge

As mentioned, the initial charge on the floating gate is set by Vinitial. Since it

is connected to the dummy node by Rbig (the largest resistor size available in the

simulator, typically on the order of TΩ), any charge integrated across CT from the

current sources is effectively disconnected from Vinitial. This results in a very, very

small leakage current through Rbig, but the RC time constant of the circuit is on the

order of days or weeks for standard MOS capacitances and thus negligible for most

transient simulations.

2.4 Testing and Evaluation

To test the model over DC, AC and Transient analyses, three different test struc-

tures were used. The first is a standard PMOS Floating Gate transistor, where gate

sweeps are used to show the effect of changing the initial charge on the floating gate.

A drain sweep of this device is also provided to illustrate the capacitive coupling

difference between a non-FG device and the FG cell. An Operational Transconduc-

tance Amplifier (OTA) with Multiple-Input Floating-Gate (MIFG) transistors was

fabricated and is used to illustrate the effects of capacitive division on the linear

range of the OTA through further DC analysis. Finally, a Gm-C lowpass filter was

fabricated with an indirectly programmed bias transistor to illustrate an adjustable

corner frequency through AC analyses and programming to a target through transient

analyses.
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Figure 2.3: Gate sweeps of a Floating-gate PMOS transistor at three different levels

of charge on the FG node. The charge was modified in between sweeps by tunneling

and injection processes. Simulation data is shown in red, testing data is shown as

blue circles.

2.4.1 DC Analyses

Changes to Transistor Operation

Perhaps the most noticeable effect of using a FG transistor is the effect of changing

the initial charge on the FG node. Fig. 2.3 illustrates the effect of changing this

effective voltage through tunneling and injection.

In a FG transistor, capacitive coupling between the drain and the FG node dras-

tically decreases the Early voltage (and the effective resistance) of the device. This

effect is demonstrated in Fig. 2.4, where a standard PMOS transistor is shown along

with the FG transistor.

Capacitively Divided OTA

One common variant of the standard FG transistor studied previously is the Mul-

tiple Input Floating-Gate (MIFG) transistor shown in Fig. 2.5. These transistors

are functionally equivalent to a single input FG transistor when all of the inputs are
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Figure 2.4: Drain sweeps of FG and standard PMOS transistors. The capacitive

coupling between the gate and the drain serves to dramatically decrease the Early

voltage of the device. Simulation data is shown in red, testing data is shown as blue

circles.

tied to a common voltage - there is no impedance division and the input voltage is

coupled directly to the FG node. If the inputs are held to different voltages, the

capacitors form an impedance-based voltage divider and the FG node voltage is a

weighted summation of the inputs.

One novel application of MIFG transistors is to increase the linear range of Oper-

ational Transconductance Amplifiers (OTAs). This is done by decreasing the effective

κ of the input transistors through capacitive division, where the linear range of the

OTA (VL) is approximated by Eq. 2.4. The inputs of an OTAs with various capacitive

input ratios were swept symmetrically and the resulting transconductance curves are

shown in Fig. 2.6

VL =
Ctotal

Cin

2UT

κ
(2.4)

Another useful application of floating gate inputs to OTAs is offset removal through

programming. All OTAs suffer a small amount of DC offset in their output; for a

differential input of zero volts, there is usually a small amount of current that will
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Figure 2.5: Multiple-Input Floating Gate (MIFG) transistor. During programming

all inputs are tied to a common voltage for faster tunneling / injection. At run-time

the inputs are moved independently to modify the FG voltage through impedance

division.
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Figure 2.6: V-I curves of an OTA with capacitively divided inputs. As the capacitance

division ratio is decreased from 1 to 1/8, the effective κ of the input pair decreases

and the linear range increases.
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flow through the output. By changing the amount of charge on the FG node of each

input transistor, this offset can be removed to yield a current of zero Amperes for a

differential input of zero volts.

2.4.2 AC and Transient Analyses

To demonstrate operation in the AC and Transient domains, a simple Gm-C low-

pass filter was fabricated. With a FG transistor providing the bias current, this filter

is programmably tunable over the filter’s operational range via run-time programming

via an Indirectly Programmed Floating-Gate (IPFG) transistor. The details of this

structure are discussed, as well as the benefits of using this topology to demonstrate

the minutiae of the model.

Indirectly Programmed Floating-Gate Transistors

An Indirectly Programmed Floating-Gate (IPFG) transistor consists of a regular

FG structure with not one, but two or more transistor gates connected to the FG

node. When possible, IPFG structures are very useful in large-scale layouts due to

two factors:

1. IPFG transistors enable run-time programming of a processing element. Using

direct programming requires the floating gate transistor to be isolated from

its processing circuit and switched to the programming infrastructure. IPFGs

remain connected to the programming lines at all times, enabling a user to

change the stored charge on the FG node at any time during normal circuit

operation.

2. Simplified programming infrastructure: T-gates and switching structures are

not necessary to program each FG in a large-scale layout.
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Figure 2.7: A schematic of the Gm-C filter as fabricated.
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Figure 2.8: Filter gain characteristics measured after programming to target corner

frequencies.

Run-Time Programming of a Gm-C filter

To test the accuracy of the injection model, the Gm-C filter of Fig. 2.7 was

fabricated on a standard 0.5µm process. The charge on the floating gate was removed

via tunneling, then replaced in phases targeted to increase the filter’s corner frequency

one decade via injection. After each phase, the AC response of the circuit was taken

and compared to the simulation model. The results of these experiments are shown

in Fig. 2.8 and demonstrate the close correlation between theory and practice.

To further illustrate the flexibility of the model, very short (1 ms) injection pulses

were used to program the filter from a starting corner frequency of 1 kHz up to 5

kHz. After each pulse, the filter’s gain at 5 kHz was measured. This experiment
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Figure 2.9: Filter gain and associated bias current during the programming process.

As injection begins by lowering VD, the capacitive coupling via the parasitic Cgd can

be seen to increase the filter gain by decreasing VFG and increasing the amount of

bias current. After a period of time the target gain of -3 dB is reached and injection

ceases. Once again, the effect of coupling via Cgd is seen to affect the filter gain.

is illustrated in Fig. 2.9. As shown in the figure, the simulation model tracks the

transient profile of the fabricated circuit with very little deviation.

2.5 Conclusion and Further Work

The usefulness of the model architecture described here has been shown in DC,

AC and transient simulations with real-world implementations. Though the injection

model used works only in the subthreshold domain, the results of these experiments

confirm good correlation between the chosen mathematical models and fabricated

circuits within that domain.
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Future work is planned to implement other injection models to properly demon-

strate injection with higher currents. This would greatly expand the usefulness of

the model, since subthreshold programming is limiting when capacitor sizes are large

or low-impedance loads must be driven. Further improvements to the model may

also come from a more streamlined characterization process for existing floating-gate

structures and investigation of the effects of changing process parameters.
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Chapter 3

Ohmic Biasing of Sub-VT

Differential Pairs

3.1 Introduction

A common task in analog signal processing is to convert a voltage-mode signal to

a current-mode signal. This can be done through a resistor or single transistor, but

input impedance, output impedance, and local feedback issues make these unattrac-

tive options. Instead, designers turn to the differential pair circuit of fig. 3.1. This

three transistor circuit provides output currents linearly proportional to the input

voltages. In this chapter, the differential pair is used to convert a difference between

the input voltages (V1 − V2) to a single output current, Iout = (I1 − I2). In this case,

the term that relates the amount of output current to a given differential voltage is

Gm, such that Iout = Gm(V1 − V2). This variable is called transconductance, but it is

only constant over a small range of differential input voltages. Once an input moves

outside that range, the differential pair is said to “saturate” - a further change in

voltage produces no change in current and the circuit is rendered useless. The range

of inputs where the amplifier output is determined by the transconductance is called

the linear range, and this chapter describes a novel technique to expand it.
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Vb

V1 V2

I1 I2

Mb

M1 M2

Figure 3.1: Standard nFET based differential pair.

Low-power circuits utilizing differential pairs biased in the subthreshold (sub-

VT ) region have always suffered from a fixed linear range limited to ∼74mV when

compared to those utilizing above-threshold bias currents (∼74mV and up). Several

techniques have been proposed to increase this linear range, but all require design

trade-offs with high power dissipation, high supply voltages [10], large device sizes [11],

or above-threshold CMOS designs [12]. In our array-based processing application,

high power consumption is undesirable and design size must be kept to a minimum.

The method described here fulfills these requirements: it simultaneously increases

the input linear range of a differential pair and reduces distortion within the linear

range. This work provides an analysis of the proposed circuit, along with data from

simulation and circuits fabricated in a standard 0.5µm process. Finally, an application

of the technique to a Variable-Gain Amplifier (VGA) architecture is proposed.

3.2 Background

The size and power specifications of array processing elements lend themselves

to a design built around subthreshold-biased differential pair structures (fig. 3.1).

However, differential pairs biased in the subthreshold domain have a input linear

range restricted to a few tens of millivolts, as shown analytically in their voltage -
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current transfer function in eq. 3.1 [20].

Iout = I1 − I2 = Ib tanh
(

κ

2UT

∆Vin

)
(3.1)

From this equation, we can see that the linear range is fixed and depends on

the thermal voltage UT and the gate-channel coupling term κ. Neither of these

are traditionally regarded as designable parameters, but in this chapter we use a

combination of techniques to create a wide linear range subthreshold OTA with a

designable linear range.

Various techniques for increasing the linear range of a subthreshold differential

pair have been proposed. Bump linearization [10, 11, 21, 22, 23] has long been pop-

ular and works by “stealing” current from the center node of the differential pair at

small differential input voltages, thereby reducing the current flowing through each

input transistor and extending the linear range. This technique changes the transfer

function of the differential pair from eq. 3.1 to the form of eq. 3.2 [10], where the lin-

ear range is now dependent on w, the size of the central ”bump” transistors relative to

the size of the input transistors. The authors of [10] found that for the limw→0, there

was no appreciable increase in the linear range. However, the value w = 2 provides

maximal linear range, while values larger than 2 introduce undesirable non-linearities

in the transfer curve. Therefore, while this technique is extremely useful, it increases

the size of the design with the addition of extra transistors and the linear range is

fixed at fabrication through the designer’s choice of w.

Iout = I1 − I2 =
sinh

(
κ
UT

(V1 − V2)
)

1 + w
2
+ cosh

(
κ
UT

(V1 − V2)
) (3.2)

Another technique for increasing the linear range is a reduction of the gate-channel

coupling coefficient, κ. This has been explored in [10, 11, 24, 25, 26]. In [10], the

researchers decreased κ by using a well-input transistor configured for ”gate degen-

eration.” In [11, 24, 26], the decrease in the effective κ was accomplished through
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Figure 3.2: Output current and corresponding transconductance curves as a function

of differential input voltage for an OTA biased in three different operating regimes.

Here, red traces correspond to a normal OTA with a saturated bias transistor, the

green traces represent the expanded linear range and linearity of our technique, and

the blue traces represent an “over-linearized” OTA with an essentially “cutoff” bias

transistor for small differential voltages.
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Figure 3.3: Capacitively divided differential pair. Note that there is no DC signal

path to the gates of the input transistors.

capacitive division of the inputs, as shown in fig. 3.3.

In every case, capacitive division works well to increase linear range, but fabricat-

ing matched capacitors carries a high area cost; in many cases, the input capacitors

of an OTA can consume more chip area that the rest of the design. The area cost

of using well-input transistors to decrease κ is much smaller, but the trade-off comes

with the restricted range of input voltages that will prevent forward-biasing the PN-

junction of the drain or source to the well. Source degeneration presents a similar

issue. For these reasons, we will avoid the use of well-inputs or source degeneration

and use small capacitive division ratios when necessary to achieve a large linear range.

The technique covered in this chapter utilizes concepts from both bump lineariza-

tion and capacitive division; critically, this technique does not require the extra tran-

sistors of bump linearization and uses small capacitive division ratios, decreasing

design sizes from techniques previously proposed. It requires the designer to build a

circuit biased around an arbitrary input common-mode voltage (ICMV) to a differen-

tial pair. This ICMV, combined with a programmed charge on the gate Floating-Gate

transistor, pushes the bias transistor out of saturation and into the Ohmic region of

operation. This produces an effect parallel to the “current stealing” of the bump lin-

earization technique, but rather than draw current off of the common node, it limits

the amount of current available to the differential pair for small differential voltages.
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3.3 Analysis

In this section, we will show increases in both the linear range and linearity of

the amplification of a differential pair. Additionally, techniques to compensate for

changes in the ICMV are presented. The initial analysis is performed on a nFET

based differential pair, then shown applied to a pFET based OTA with floating-gate

inputs.

3.3.1 Performance metrics

We will define two variables, VL and V5%, to describe the transconductance char-

acteristics of a differential pair. VL is a convenient analytical expression from [10]

and given in eq. 3.3, loosely describing the linear range while neglecting the linear-

ity of the amplification region. V5% describes both the linear range and linearity by

normalizing the transconductance curve and finding the differential input voltage at

which the curve deviates 5% from the maximum value. Both of these quantities are

illustrated in fig. 3.4.

VL = 2
Ibias
Gm

(3.3)

3.3.2 nFET Based Differential Pair

We will begin by using the standard differential pair (fig. 3.1) for analysis using the

EKV model proposed in [27]. The standard analysis of this circuit assumes transistor

Mb remains in saturation for all values of V1 and V2. However, this is not an entirely

valid assumption. As the common mode voltage (VCM) moves close to the source

voltage VS, the channel current of M1,M2 (denoted as It) decreases. Since the gate

voltage of Mb is held constant, this decrease in available current forces Mb into the

Ohmic region of operation. When Mb is biased in the Ohmic region, the original
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Figure 3.4: Plots of the metrics used to determine performance gains in a differential

pair. The analytical quantity VL is illustrated in 3.4a, while V5% is shown in 3.4b.

saturated bias current (Ib,sat) is decreased for a given gate voltage Vb, decreasing the

transconductance of the differential pair. As shown in eq. 3.3, a decrease in Gm

corresponds to an increase in the linear range as described by VL.

As we move VCM closer to VS, this trend continues to a point where the Gm curve

becomes maximally flat for small differential inputs. However, as we move past this

point, distortion in the V-I transfer curve increases dramatically as VDS,Mb
becomes

very close to zero, the bias current is cut off and the output current is pushed to 0

A. The effect of this decrease in VDS,Mb
is shown in the blue traces of fig. 3.2.

The output current as a function of differential input voltage is derived in Ap-

pendix B and presented in eq. 3.4. This function was evaluated against multiple test

circuits with transistors of varying width and found to be accurate across all cases.

As a corollary to eq. 3.4, the transconductance of an ohmically biased differential

pair is presented in eq. 3.5.

Iout =
sinh κ∆Vin

2UT

Ib,sat
2It

+ cosh κ∆Vin

2UT

Ib,sat (3.4)
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Figure 3.5: Multiple Input Floating Gate PMOS Device.

Gm =
κIb,satIt

(
Ib,sat cosh

(
κ∆Vin

2UT

)
+ 2It

)
UT

(
Ib,sat + cosh

(
κ∆Vin

2UT

)
2It

)2 (3.5)

V1 = Vin,CM +∆V in

V2 = Vin,CM −∆V in

Ib,sat = I0e
κ

UT
Vb

It = I0e
κ

UT
Vin,CM

Appendix B also shows that eq. 3.4 achieves maximum linearity and linear range

when
Ib,sat
2It

= 2. Therefore, the biasing condition for maximum linearity is

It =
Ib,sat
4

(3.7)

3.3.3 Ohmic Biasing With Capacitive Division

Utilizing capacitive division on the inputs of an ohmically biased differential pair

serves three purposes. 1) It decreases the effective κ of the input transistors, fur-

ther extending the linear range. 2) It introduces an intermediate variable, Vfg to the
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Saturated bias Ohmic bias Capacitive Division with Ohmic Bias

VL
2UT

κ
6UT

κ
|Ib,sat=4It

Ctotal

Cin

6UT

κ
|Ib,sat=4It

Table 3.1: Expressions of VL and V5% utilizing three different strategies for imple-

menting a differential pair.

analysis of the differential pair, allowing the “target” current through the input tran-

sistors (It) to be set to desired value for an arbitrary input common mode voltage. 3)

It enables compensation for changes in the input common mode at runtime through

an additional capacitive input.

Decrease in effective κ

As shown in [28], a two input floating gate transistor has a floating-gate voltage

described by eq 3.8, where Ctotal = C1 + C2. Since the input, V1, is decreased by

a factor of C1

Ctotal
, the effective gate-channel coupling coefficient, κeff , is given by eq.

3.9.

Vfg = Vfg,initial +
C1

Ctotal

V1 +
C2

Ctotal

V2 (3.8)

κeff =
C1

Ctotal

κ (3.9)

This new value of κeff results in a new expression for VL, which is compared in

Table 3.1 to alternative methods of implementing the differential pair. As shown in

the table, Ohmic biasing at the point of maximum linear range results in a three-

fold increase in VL. With the addition of capacitive division, this increase can be

expanded, constrained only by the size constraints of a given design.
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Programming for a given common mode voltage

Assuming V2 is held constant, the expression for VCM becomes eq. 3.10. By

programming the initial voltage on the floating-gate, the common mode may be set

at a desired voltage for an arbitrary signal common mode given by Vin,CM . One of

the other implications of eq. 3.10 is that any change in the input common mode can

be offset by an opposite change in V2 scaled by C2/(C1 + C2).

VCM =
C1

Ctotal

Vin,CM + VFG,initial +
C2

Ctotal

V2 (3.10)

3.3.4 Testing and Evaluation

To check the accuracy of equations 3.4 and 3.5, they were compared to data taken

from a differential pair with floating-gate inputs fabricated on a standard 0.5µm

CMOS process. Of chief concern was to investigate the optimum bias point, Ib = 4It.

For these trials, Ib was held constant at 8nA and the floating-gate transistors were

programmed to have a current It = 2nA for VCM = 2V. VCM was swept to produce

a family of curves illustrating the increase in both linearity and linear range. For

the sake of clarity, the results presented here in figures 3.6 and 3.7 do not include

over-linearized test cases.

The transistor parameters of the on-chip differential pair were inserted into eq.

3.5 and the results were overlaid onto fig. 3.7 to produce fig. 3.8. As shown in the

figure, the analytical solution for the behavior of the differential pair closely matches

the operation of the fabricated circuit.

Finally, the parameters VL and V5% were calculated for the families of curves in

fig. 3.8. As shown in fig. 3.9, the theoretical results were found to trend closely

with the measured performance of the chip. The results of these tests show that the

analytical model proposed here has close correlation to the performance of an actual

differential pair, leading to the further design work in section 3.4.
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Figure 3.6: Output current of a differential pair as VCM is swept to decrease It,

demonstrating an increase in linear range. Only voltages within [-1 1] are shown for

the sake of clarity.
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Figure 3.7: Transconductance of a differential pair as VCM is swept to decrease It,

demonstrating not only an increase in linear range, but also an increase in linearity.
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Figure 3.8: Transconductance of a differential pair as VCM is swept to decrease It.

Solid lines are analytical curves, while open circles indicate measured transconduc-

tance from the fabricated circuit.
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“target” current (It). 3.9b Plot of the actual linear range, V5%, also defined as a

function of Ib/It. Theoretical data is shown as a solid line, while experimental data

is shown with open circles.
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3.3.5 Comparison With Standard Differential Pair

To analyze the increase in linearity at the maximum bias point described by

eq. 3.7, a Taylor series expansion was performed to observe the high-order polyno-

mial contributions to the output current for both a standard differential pair with a

saturated bias transistor and a differential pair with an ohmic bias. The standard

differential pair (eq. 3.11) has over a third of the signal in third-order or higher con-

tributions. In comparison, the ohmically biased differential pair (eq. 3.12), has no

third-order contributions and has much smaller higher-order coefficients.

tanhx = x− x3

3
+

2x5

150
− 17x7

315
+

62x9

2835
(3.11)

sinh x

2 + coshx
=

x

3
− x5

540
+

x7

4563
− x9

77760
(3.12)

3.3.6 Drawbacks to Ohmic biasing

Maintaining this increased linear range requires It = 4Ib,sat for all operating condi-

tions. However, since the target current, It, is a function of the input common mode,

any changes in this parameter must be compensated by either a change in Ib, or by

feedback applied to the input to keep It constant. On initial inspection, changing Ib

would appear to be the easiest method to maintain maximum linear range. However,

most multi-stage amplifiers suffer large changes in performance if the supply currents

are changed dynamically with a signal. For this reason, input feedback implemented

through Floating-Gate transistors to maintain a constant It is presented here.

3.4 Application

To demonstrate the merits of this technique, a Variable Gain Amplifier (VGA)

was designed utilizing two OTAs (fig. 3.10). This circuit is ideal for demonstrating
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Figure 3.10: General schematic of a Differential-input, single-ended output VGA.

our technique due to the open-loop operation of the input OTA, labeled gm1. This

open-loop operation imposes a severe limitation on the input linear range for typical

subthreshold CMOS OTAs. However, as we show here, applying an Ohmic bias can

increase the input linear range dramatically.

As another consequence of this open-loop operation, a high voltage-mode gain

is required to keep the output common mode fixed and decrease the steady-state

output error. Therefore, a folded-cascode OTA design was developed with capacitively

divided inputs and an ohmic bias on the input OTA (fig. 3.12).

3.4.1 Theory of Operation

This particular VGA topology implements both a VGA and a Low-Pass Filter

(LPF). Passband gain av is determined by the ratio of transconductances, where

av =
gm1

gm2

(3.13)

The corner frequency, fc of the LPF is set by the load capacitance and gm2 such

that

fc =
gm2

CL

(3.14)
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3.4.2 Application of Ohmic Biasing

Due to the open loop nature of its operation and the differential-mode input signal,

if the input common mode is known a priori, the input OTA can be programmed to

operate with an Ohmically-biased tail transistor. However, the single-ended nature

of the output signal requires the transimpedance element, gm2 to operate over a

relatively large input common mode range. With this in mind, the second OTA has

been fabricated with a large capacitive division ratio (C1/C2 = 1/8) to maintain a

large linear range over all output common modes.

3.4.3 Evaluation

To evaluate the VGA, the maximum input amplitude of the differential signal that

produced 1% THD was found under three test scenarios. 1) Both OTAs operated with

saturated bias transistors and with no capacitive division. 2) Capacitive division was

applied to both OTAs and the biases were kept in the saturation region. 3) The bias

of the input OTA was programmed to operate in the Ohmic region with capacitive

division, while the transimpedance OTA utilized a larger capacitive division ratio to

increase linear range with a saturated bias transistor. The results of simulations of

these three scenarios are shown in fig. 3.11.

To maintain a constant corner frequency and passband gain, the bias currents of

each OTA had to be compensated for the addition of each linearization technique.

Eq. 3.15 describes the biases of each OTA for the three test cases for a desired

transconductance.
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Figure 3.12: Simplified high gain OTA used in fig. 3.10. Floating Gate programming

infrastructure has been omitted for the sake of clarity.

Ib|saturation =
2UT

κ
Gm (3.15a)

Ib|capdiv =
2UT

κeff

Gm (3.15b)

Ib|ohmic,capdiv =
6UT

κeff

Gm (3.15c)

It|ohmic,capdiv =
3UT

2κeff

Gm (3.15d)

3.4.4 Simulation Analysis

As shown in fig. 3.11, the maximum linear range under ohmic bias improves to

770 mV, an increase 350% from the baseline linear range of 220 mV. The results are

summarized in table 3.2.

Unfortunately, using THD to measure linear range does not permit for a compari-

son with the previously discussed values of VL or V5%. However, this simulation shows

the merit of the Ohmic biasing method to increase the linear range of a low-power,

array-based processing element.
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Test Condition Vin,pk−pk

Saturated bias 220 mV

Capacitive Division with Saturated Bias 470 mV

Capacitive Division with Ohmic Bias 770 mV

Table 3.2: Comparison of the 1% THD threshold for the simulated VGA structure

3.5 Conclusions and Future Work

We have presented an analysis of a novel technique to not only extend the linear

range of a differential pair, but also increase the linearity within that range. Addi-

tionally, we have provided a practical method of input common-mode compensation

and provided simulation results demonstrating an increase in the input common-mode

range through our Ohmic biasing technique.

Immediate improvement in this linearization technique would come from the devel-

opment of an efficient input common mode detection circuit and feedback mechanism

to maintain a constant It despite a changing input common mode. This circuit would

have to be compact, efficient and stable across the operational frequencies of the

amplifier.

Additionally, this technique is directly applicable to fully differential OTA de-

sign. However, the implementation of an output common-mode feedback circuit was

beyond the scope of this work. Realization of a fully differential OTA with common-

mode feedback and appropriate compensation to maintain a constant It would greatly

benefit the community.
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Chapter 4

Derivative Circuit

4.1 Introduction

Determining how a signal pattern varies over time is important for many per-

ceptual and sensory processing applications. For example, temporal derivatives are

used for motion detection within pixel arrays [29, 30] and for speech processing on

sub-banded audio signals [3, 31]. The circuit proposed here is compact, consumes lit-

tle power, and is suitable for inter- and intra-pixel processing in addition to in-band

processing within an array of sub-banded signals.

The design of analog derivative circuits has long been an unexplored field; the

concept of an analog derivative is simple, but the implementation of a real-world

system that can process derivatives in the presence of noise has proven difficult.

A perfect wideband derivative will have an infinitely large gain for arbitrarily high

frequencies (i.e. the faster the signal changes, the larger the derivative), pushing the

effective SNR to 0.

To overcome this fundamental difficulty, the circuit proposed here operates in the

context of a band-limited system. This accomplishes two goals: (1) it attenuates

the effects of high-frequency noise and (2) it provides a method of “normalizing” the

derivative with respect to a frequency of interest. Both of these unique characteristics
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Figure 4.1: Previously proposed methods of computing a continuous-time derivative.

(a) Current through a capacitor, (b) R-C voltage-mode passive differentiator, (c)

Clamped capacitor active differentiator.

will be explored in depth in this chapter.

4.2 Background

To better understand the operation of our circuit, let us first consider several

existing analog elements for computing the derivative.

The most basic continuous-time derivative circuit is the current-mode derivative

formed by the voltage across a capacitor, given by I = C dV
dt
, shown in Fig. 4.1(a).

This simple circuit works well in theory, but issues such as output impedance, DC

coupling, and fixed gain (given by C) prevent simple implementations of the derivative

with the capacitor.

By placing a resistance between the capacitor and ground, a R-C network forming

a high-pass filter, as shown in Fig. 4.1(b) can form a voltage-mode differentiator.

For a sinusoidal input, this high-pass transfer function can satisfy the trigonometric

derivative d
dt
sin(ωt) = ω cos(ωt) up to a the frequency where ω > 1/10ωc. The point
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Figure 4.2: Magnitude and phase of system to compute a continuous time derivative.

In this instance, ωd = 1kHz. Note the 20 dB/decade slope and 90°phase shift.

when the high-pass filter is operating in the 20 dB/decade rolloff region with 90°of

phase shift, as shown in Fig. 4.2 is referred to as the ”differentiator slope.”

This R-C filter has a number of issues that prevent it from being practical. Fore-

most among them is the issue of noise. While signals within the ”differentiator slope”

pass properly, any higher frequency content, such as noise, that falls in the passband

of the filter is emphasized over the lower-frequency content. Fabrication constraints

also play a role - for processing biological signals with time constants on the order of

10 ms and maximum capacitance values on the order of picofarads, resistance values

would be on the order of gigaohms [30].

Finally, the authors of [30] proposed the Clamped-capacitor architecture of Fig.

4.1(c). This circuit provides the necessary differentiator slope and phase shift and,

unlike the R-C filter, is tunable over a range of frequencies. However, it computes the

derivative over a small range of frequencies and with a very high passband gain. With

this high gain, THD becomes a significant issue as harmonic amplification increases
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exponentially with frequency.

4.3 Frequency-Normalized Derivative Criteria

To address these issues, it becomes apparent a band-limited derivative is necessary.

By limiting the range of frequencies each derivative circuit covers, both issues are

solved. Within this band of frequencies, the derivative function can be normalized

with respect to a “derivative frequency” (ωd), typically the center frequency of the

band. This changes the output of the derivative function to eq. 4.1.

d

dt
sin

(
ω

ωd

t
)
=

ω

ωd

cos
(
ω

ωd

t
)

(4.1)

Since high-frequency contributions are filtered out by the nature of the band-

limited environment and the frequency ωd can be chosen to produce moderate gain

within the band (e.g. unity gain at ωd), the output of the circuit will not exceed the

dynamic range of the system. In addition to the 90°phase shift necessary to produce

the derivative of sinusoids, the slope of the frequency response at ωd must be 20

dB/decade to allow for the presence of instantaneous magnitude changes in the input

(hard transients).

These criteria for the band-limited derivative operation centered around ωd are

summarized as:

1. The gain at ωd equals one

2. The slope of the magnitude frequency response within the band is 20 dB/decade

3. The phase is a constant 90°in the frequency band of interest

From these criteria, it can be seen that a band-limited, frequency-normalized

derivative can be implemented with either a high-pass or band-pass filter if the filter

has a gain > 20dB and the lowest corner frequency is > 10ωd.
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Figure 4.3: Schematics of the two versions of the derivative circuit (a) Standard

version and (b) Lower-power version

4.4 Circuit Description

To address the issues with these previous implementations, we have developed the

circuits of Fig. 4.3 in a commercially available 0.5 µm CMOS process. Composed of

only six (eight for the low-power version), it satisfies the three criteria for a band-

limited derivative circuit while consuming both little power and little area on chip.

This circuit consists of (1) a capacitor to perform the voltage-to-current derivative,

(2) a high-gain inverting amplifier constructed from a digital inverter, (3) a source

follower (M1−2), (4) a diode-connected transistor (M3), and (5) an impedance element

for feedback (M4) commonly referred to as the Tobi element [32]. The Tobi element

acts as both a very large resistive element (GΩ) for small differential voltages and also

as a current limiter for larger voltages across it due to the bi-directional exponential

current-voltage relationship [32]. The Voltage-Current transfer function of this device

is shown in fig. 4.4.
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Figure 4.4: I-V characteristics of the Tobi element. The superimposed semi-

logarithmic plot of the current illustrates the bi-directional exponential V-I char-

acteristic of this device.

4.5 DC Analysis

The digital inverter is sized such that its threshold voltage is at approximately

mid-rail. Negative feedback is accomplished through the large resistive element ofM4,

which ensures that node Vx lies within the linear range of the inverting amplifier and,

accordingly, maintains a nearly constant value. The source follower of M1−2 acts as a

DC level shifter so that node Vy is less than Vout by an amount that is dependent upon

the bias voltage, Vb. As a result, there will always be a bias-dependant voltage across

the diode-connected M3, generating a current that flows out of the inverter and then

through the series combination of M4 and M3. Linear changes in Vb produce linear

changes in the offset between Vx and Vout which, in turn, translate into exponential

changes in the current through M3 since it operates in weak inversion.
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Figure 4.5: Frequency response of standard derivative circuit under four different bias

conditions.

4.6 AC Analysis

It should be noted that in the steady-state condition of Vout > Vmid, the differential

pair can be thought of as a source-follower amplifier with a diode-connected NFET

on the output. Using this assumption, the simplified small signal model of Eq. 4.2

was developed.

Av =
(gm4 + gMi)

gm4

H(s) = −Av
sC/(Av(gm3 + gm4))

sC/(Av(gm3 + gm4)) + 1
(4.2)

This analysis neglects the output resistance of the inverter, but it provides a first-

order model of the circuit’s operation and sheds light on how the circuit may be tuned

for operation.

Tuning

The corner frequency of this circuit is tunable through several decades by changing

the voltage on Mb as shown in Fig. 4.5. Though the differential pair is operating in

moderate to strong inversion, this change in frequency is still exponential for a linear

change in bias current. This is due to the exponential V-I relationship of the Tobi
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Figure 4.6: Frequency response of low power derivative circuit under different Istarve

bias conditions while Vbias is held constant.

element - as the voltage across it increases linearly for a linear change in Vbias, the

current through it changes exponentially and thus changes GMT
exponentially.

4.7 Low Power Derivative Circuit

The previously described circuit suffers several drawbacks that prevent it from

finding immediate application - namely, the quiescent current draw through the in-

verter and the high gain in the passband. These issues increase power consumption

and lead to high THD and noise accumulation.

To remedy both these issues, source degeneration was introduced to the inverter.

By limiting the amount of quiescent current available, we immediately decrease the

power consumption - this version of the circuit draws only only 1.45-20.13µW in

the audio range of 20Hz to 20kHz. This also decreases the transconductance of the

inverter and introduces another pole to our small signal model. This lower transcon-
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Figure 4.7: Time-domain responses of the derivative circuit. (a) Step input and

response and (b) Sinusoidal input with a sudden transition.

ductance can be used to tune an upper corner frequency (Fig. 4.6) to the circuit and

decrease the amount of high-frequency integrated noise.

4.8 Experimental Results

Both the standard and low-power versions of this circuit were implemented in a

standard 0.5µm CMOS process. To decrease the design size, the input capacitor was

implemented using a MOSCAP - testing the MOSCAP alongside standard poly-poly

caps yielded identical circuit performance.

Figures 4.5 and 4.6 demonstrate the frequency response characteristics of the

circuit. As seen in the figures, these circuits effectively implement a high-pass filter

with a passband gain > 20dB/decade and an electronically tunable lower corner

frequency that is > 10ωd. As a result, this circuit meets all three criteria for a

frequency-normalized derivative (with a -90°phase shift rather than +90°due to the

inverting gain).

To demonstrate the temporal characteristics of our circuit, Fig. 4.7 illustrates two

important test cases. In Fig. 4.7a, a step input of 10 mV was applied to illustrate

the differentiation achieved when the input changes instantaneously. Accordingly,
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the output ’jumps’ when an input step occurs and then returns to an equilibrium

value when the input remains constant, as expected of a derivative operation. In

the demonstration of Fig. 4.7b, we biased the circuit to perform a derivative for a

signal at 1kHz (i.e. ωd = 2π(1kHz)). A 1kHz sine wave was applied until t=0.01

seconds, and then the input signal instantaneously transitions to a cosine at the same

frequency. Fig. 4.7b shows that output of the circuit provides the negative derivative

of the input with unity gain, i.e. the steady-state output for a sine-wave input is a

cosine wave (with a gain of -1). The derivative circuit emphasizes the discontinuities

in the input signal, as expected (see t=0.01sec), and quickly returns to the steady-

state conditions. Results of the lower-power version of the derivative circuit (Fig.

4.3(b)) are identical.

4.9 Conclusion

This work has outlined criteria for implementing practical analog derivative cir-

cuits and presented a new, compact circuit able to meet these criteria. Because of

this circuit’s very small size (6-8 transistors) and low power consumption (only 1.45-

20.13µW for the low-power version in the audio range of 20Hz to 20kHz), it is well-

suited for implementation within an array-based processing environment. Example

applications include sub-banded audio processing on energy-constrained platforms,

such as silicon cochlear models [29, 33] and motion detectors implemented on-chip in

CMOS imagers [30].
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Chapter 5

Conclusion

In the effort to improve energy efficiency in low-power systems, engineers are

increasingly turning to analog signal processing for audio-band signals. However,

implementing these analog systems on energy-constrained platforms (such as hearing

aids, cochlear implants, autonomous sensor platforms, cellular phones, etc.) poses a

number of challenges. System reconfigurability, limited dynamic range, and a lack

of basic signal processing elements suitable for implementation in a compact, low-

power architecture have all hampered the adoption of continuous-time processing as

a solution for common processing tasks.

This work first covered the development of a flexible, extensible, SPICE-compatible

simulation model for a Floating-Gate transistor. This model is the first reported in

literature to incorporate the non-ideal effects of capacitive coupling and charge mod-

ification on the floating node in DC, AC and transient analyses. Furthermore, this

model is extensible - different mathematical models of charge modification (Fowler-

Nordheim tunneling, hot-electron injection, UV photoinjection) may be substituted

to optimize the model’s performance under different operating regimes. Finally, the

model’s description of capacitive division is leveraged to demonstrate a reduction of

the basic transistor parameter κ via a designable process.

The designable nature of κ on a floating-gate transistor can be used to increase
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the dynamic range of many devices based on the differential pair circuit. Another

method , Ohmic biasing, uses the stored charge on the floating node to change the

common-mode voltage of the differential pair’s inputs, forcing the biasing transistor

out of saturation and into the Ohmic regime. Analog designers have traditionally

avoided Ohmic biasing in differential pairs, but here it is shown to decrease the

transconductance of the circuit for small differential inputs and increase the dynamic

range by extending the input linear range. This decrease in transconductance is

designable, leading to a variable input linear range that is larger than a standard

floating-gate differential pair by a factor of three. The increased dynamic range, at

no additional area cost or power consumption, is a powerful new tool to increase the

efficiency of continuous-time circuits. To demonstrate these benefits, a Variable-Gain

Amplifier (VGA) was designed and simulated, showing a 350% increase in linear range

compared to a VGA implemented with the same components operating in saturation

without floating-gate inputs.

Finally, a derivative circuit suitable for inclusion in a band-limited system is pre-

sented. Due to the very nature of the derivative operation, designing a circuit to

perform a continuous-time derivative has been met with little success. Three criteria

for developing a band-limited, continuous-time derivative circuit are introduced and

are implemented in a novel new design. Operating on only micro-watts of power and

composed of 6-8 transistors, this compact, low-power circuit is shown to compute

the continuous-time derivative of not only sinusoidal signals, but also handles step

or impulse inputs as well. The band-limited, low-power, small-footprint aspects of

this implementation make it ideal for inclusion in an array-based analog processing

environment.
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5.1 Future Work

The broad nature of this research presents myriad avenues for future work. Using

the floating-gate model for future designs will speed the development time of new

circuits considerably. It was instrumental in the development of the Ohmic biasing

technique, and can be used with different tunneling or injection models to investigate

run-time modeling of FG programming processes. Immediate applications of the

model tie in with development work on the Ohmic biasing technique.

The Ohmic biasing technique was demonstrated on a simulation of a VGA with

a single-ended output, but the technique is much better suited for use in a fully

differential system. Utilizing the Ohmic biasing technique in a fully differential VGA,

rather than the single-ended system shown here, will mitigate many of the impacts

of changing the common-mode and make Ohmic biasing a more flexible method of

extending linear range.

In a larger context, the VGA can be incorporated with a gain control circuit

to develop an Automatic Gain Control (AGC) amplifier. Used as an input stage

to a filterbank prior to spectral decomposition, an AGC amplifier could increase

the dynamic range of the system considerably by compressing signals too large for

processing in sub-banded elements, or amplifying signals that fall below the noise

floor of others, such as the derivative circuit.

Finally, the derivative circuit lends itself to immediate inclusion in a signal pro-

cessing system. Applications such as visual processing [30], cardiac monitoring [1],

and speech recognition [3] all have an immediate need for low-power, continuous-time

differentiator circuits.

All of the future work discussed here is targeted at the common goal of increas-

ing computational efficiency while decreasing component cost. A fully-differential,

ohmically biased AGC could improve the dynamic range of existing filterbank struc-

tures dramatically. The FG simulation model enables advanced testing and design
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of the entire filterbank, while the derivative circuit improves the flexibility of the

filterbank for implementing innovative signal processing algorithms. Taken together,

these advancements in low-power analog signal processing open new applications to

sub-banded signal processing and enhance the state-of-the art.
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Appendix A

Derivative Circuit Small-Signal

Derivation

A.1 Abstraction

To reach a simplified small-signal transfer function, three assumptions have been

made about the operation of the derivative circuit in fig. A.1.

• The current through M3 is much, much smaller than the current through M2, so

the combination of M1 and M2 can be modeled as a Common Drain Amplifier.

• The inverter formed by M5 and M6 is operating in its linear region.

• Back-gate effects can be neglected andM3 can be modeled as a simple resistance.

Performing KCL at node Vx:

(Vin − Vx) sC + (Vout − Vx) gM4 + (Vout − Vx) gM3 = 0 (A.1)

Performing KCL at node Vout

VxgMi + (Vout − Vx) gM4 = 0 (A.2)
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Figure A.1: Schematics of the two versions of the derivative circuit (a) Standard

version and (b) Lower-power version

Separate the voltage terms of Eq. A.1:

VinsC − VxsC + VoutgM4 − VxgM4 + VoutgM3 − VxgM3 = 0 (A.3a)

VinsC + Vout (gM3 + gM4) = Vx (sC + gM4 + gM3) (A.3b)

Vin
sC

gM3 + gM4

+ Vout = Vx
sC + gM4 + gM3

gM3 + gM4

(A.3c)

Vin
sC

gM3 + gM4

+ Vout = Vx

[
sC

gM3 + gM4

+ 1

]
(A.3d)



APPENDIX A. DERIVATIVE CIRCUIT SMALL-SIGNAL DERIVATION 57

Do the same to the voltage terms of Eq. A.2:

VxgMi + VoutgM4 − VxgM4 = 0 (A.4a)

Vx (gMi − gM4) = −VoutgM4 (A.4b)

Vx (gM4 − gMi) = VoutgM4 (A.4c)

Vx = Vout
gM4

gM4 − gMi

(A.4d)

Vx =
Vout

1− gMi

gM4

(A.4e)

Now combine Equations A.3d and A.4e and solve for Vout/Vin.

Vin
sC

gM3 + gM4

+ Vout =
Vout

1− gMi

gM4

[
sC

gM3 + gM4

+ 1

]
(A.5a)

Define: gmx = gm3 + gm4 (A.5b)

Vin
sC

gmx

=
Vout

1− gMi

gM4

[
sC

gmx

+ 1

]
− Vout (A.5c)

Vin
sC

gmx

= Vout

 sC

gmx

(
1− gMi

gM4

) +
1

1− gMi

gM4

−
1− gMi

gM4

1− gMi

gM4

 (A.5d)

Vin
sC

gmx

= Vout

 sC

gmx

(
1− gMi

gM4

) +

gMi

gM4

1− gMi

gM4

 (A.5e)

Vin
sC

gmx

[
1− gMi

gM4

]
= Vout

[
sC

gmx

+
gMi

gM4

]
(A.5f)

Vin
sC

gmx

gm4

gmi

[
1− gMi

gM4

]
= Vout

[
sC

gmx

gm4

gmi

+ 1

]
(A.5g)

(A.5h)
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Now define the intermediate variable τ :

τ =
C

gmx

gm4

gmi

(A.6a)

Vinsτ

[
1− gmi

gm4

]
= Vout [sτ + 1] (A.6b)

Vout

Vin

=

[
1− gmi

gm4

]
sτ

sτ + 1
(A.6c)

Assume:

[
1− gmi

gm4

]
>> 1 (A.6d)

H(s) = −Av
sτ

sτ + 1
, where Av =

gmi

gm4

(A.6e)

Finally, substitute Av into the expression for τ :

H(s) = −Av

sC
Av(gm3+gm4)

sC
Av(gm3+gm4)

+ 1
(A.7)
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Appendix B

Analysis of the Ohmic Differential

Pair

Differential pairs, such as the one in Fig. B.1 are typically modeled as a function of

the hyperbolic tangent [20] as shown in Eq B.1. In this model, Iout is the differential

output current, Ib is the bias current through the ”tail” transistor, κ is the gate-

channel coupling coefficient of M1 and M2, and ∆Vin is the differential input voltage

described by V1 − V2.

Iout = I1 − I2 = Ib tanh
(

κ

2UT

∆Vin

)
(B.1)

In this derivation we will use the EKV model [27] for MOSFET devices and neglect

the body effect for simplicity. Transistors M1 and M2 have the aspect ratio Win

Lin
and

Mb has the aspect ratio Wb

Lb
.

Interestingly, when the tail transistor operates in the Ohmic regime rather than in

saturation, the linear range of the differential pair is extended and this simple model

breaks down. This section provides the derivation of a new transfer function that

better describes a differential pair with extended linear range through Ohmic biasing

of the tail transistor. This model includes distortion terms induced through ohmic

biasing and gives rise to a simple expression for finding the approximate linear range
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Figure B.1: Differential pair used in the derivation of the transfer function.

of a differential pair under subthreshold biasing conditions.

B.1 Standard Differential Pair In Saturation

To better understand the operation of the differential pair with Ohmic biasing,

first look at the derivation for the output current defined as Iout = I1− I2 in a normal

differential pair, given in equations B.2

First define the current through each transistor, assuming that the bias transistor

is always in saturation.

I1 = I ′0
Win

Lin

eκV1/UT e−V/UT (B.2a)

I2 = I ′0
Win

Lin

eκV2/UT e−V/UT (B.2b)

Ib = I ′0
Wb

Lb

eκVb/UT (B.2c)
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Then solve to eliminate the dependency on the node V .

Ib = I1 + I2 (B.2d)

I ′0
Wb

Lb

eκVb/UT = I ′0
Win

Lin

eκV1/UT e−V/UT + I ′0
Win

Lin

eκV2/UT e−V/UT (B.2e)

Win

Lin

e−V/UT

(
eκV1/UT + eκV2/UT

)
=

Wb

Lb

eκVb/UT (B.2f)

Define a variable w to simplify.

w =
Wb

Lb

Win

Lin

(B.2g)

e−V/UT =
weκVb/UT

eκV1/UT + eκV2/UT
(B.2h)

e−V/UT =
weκVb/UT

eκ(Vcm+
∆Vin

2 )/UT + eκ(Vcm−∆Vin
2 )/UT

(B.2i)

e−V/UT =
weκVb/UT

eκVcm

(
e

κ∆Vin
2UT + e

−κ∆Vin
2UT

) (B.2j)

Now use this value of e−V/UT to solve for the differential output current, Iout.

Iout = I1 − I2 (B.2k)

Iout = I ′0
Win

Lin

(
eκV1/UT − eκV2/UT

)
e−V/UT (B.2l)

Iout =
I ′0

Win

Lin
w

(
e

κ∆Vin
2UT − e

−κ∆Vin
2UT

)
eκVb/UT

e
κ∆Vin
2UT + e

−κ∆Vin
2UT

(B.2m)

Iout =
I ′0

Wb

Lb
eκVb/UT sinh

(
κ∆Vin

2UT

)
cosh

(
κ∆Vin

2UT

) (B.2n)

Iout = Ib tanh
(
κ∆Vin

2UT

)
(B.2o)

B.2 Standard Differential Pair With Ohmic Bias

The analysis of the differential pair with ohmic biasing follows the same method-

ology as the analysis with a saturated bias transistor, with the exception that the

current Ib through the tail transistor is now defined as
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Ib = I ′0
Wb

Lb

eκVb/UT

(
1− e−V/UT

)
(B.3a)

I1 and I2 are the same as the previous derivation.

I1 = I ′0
Win

Lin

eκV1/UT e−V/UT (B.3b)

I2 = I ′0
Win

Lin

eκV2/UT e−V/UT (B.3c)

Using KCL around node V ,

Ib = I1 + I2 (B.4)

By inserting Eqs. B.3 into Eq. B.4,

I ′0
Wb

Lb

eκVb/UT

(
1− e−V/UT

)
= I ′0

Win

Lin

eκV1/UT e−V/UT + I ′0
Win

Lin

eκV2/UT e−V/UT (B.5a)

Win

Lin

e−V/UT

(
eκV1/UT +

Win

Lin

eκV2/UT

)
=

Wb

Lb

eκVb/UT − eκVb/UT e−V/UT (B.5b)

1

w

(
eκV1/UT + eκV2/UT

)
= eκVb/UT eV/UT − eκVb/UT (B.5c)

1

w
e−κVb/UT

(
eκV1/UT + eκV2/UT

)
= eV/UT − 1 (B.5d)

eV/UT =
1

w
e−κVb/UT

(
eκV1/UT + eκV2/UT

)
+ 1 (B.5e)

e−V/UT =
1

1
w
e−κVb/UT (eκV1/UT + eκV2/UT ) + 1

(B.5f)

In this derivation, the intermediate variable w is defined as:

w =
Wb

Lb

Win

Lin

(B.6)

Eq. B.5f can then be inserted back into Eqs. B.4 and B.3 to solve for the currents

independently of the variable V .
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I1 =
I ′0

Win

Lin
eκV1/UT

1
w
e−κVb/UT (eκV1/UT + eκV2/UT ) + 1

(B.7a)

I2 =
I ′0

Win

Lin
eκV2/UT

1
w
e−κVb/UT (eκV1/UT + eκV2/UT ) + 1

(B.7b)

Iout = I1 − I2 =
I ′0

Win

Lin

(
eκV1/UT − eκV2/UT

)
1
w
e−κVb/UT (eκV1/UT + eκV2/UT ) + 1

(B.7c)

Now comes a little sleight of hand. We define a variable It to describe the ”target

current” through an input transistor for a given common mode voltage across the

differential pair. This variable is derived by separating V1 and V2 into their respective

common mode VCM and differential mode ∆Vin voltages. We also define the variable

Ib,sat to describe the maximum current thorugh the bias transistor for a given value

of Vb.

It = It1 = It2 = I ′0
Win

Lin

eκVCM/UT (B.8a)

Ib,sat = I ′0
Wb

Lb

eκVb/UT (B.8b)

Substituting these expressions back into Eqs. B.3b and B.3c and then combining

with Eq. B.5f, we obtain the following expression for Iout.

I1 = I ′0
Win

Lin

eκ(VCM+
∆Vin

2 )/UT e−V/UT (B.9a)

I2 = I ′0
Win

Lin

eκ(VCM−∆Vin
2 )/UT e−V/UT (B.9b)

Iout =
It

(
eκ

∆Vin
2

/UT − e−κ
∆Vin

2
/UT

)
1 + It

Ib,sat

(
eκ

∆Vin
2

/UT + e−κ
∆Vin

2
/UT

) (B.9c)

The expression Ib,sat assumes Mb is operating in saturation and the length is

sufficiently long to provide a large Early voltage. This value is useful for the analysis,
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but during circuit operation for small values of ∆Vin Mb will be operating in the

Ohmic regime and sourcing a smaller current.

The expression for Iout can be simplified by recognizing the definitions of the

hyperbolic sine and cosine:

sinh =
1

2

(
ex − e−x

)
(B.10a)

cosh =
1

2

(
ex + e−x

)
(B.10b)

By defining two variables for substitution and simplification such that

x =
κ∆V in

2UT

(B.11a)

β =
Ib,sat
2It

(B.11b)

The expression for Iout then becomes:

Iout =
2It sinh

(
κ∆V in
2UT

)
1 + 2It

Ib,sat
cosh

(
κ∆V in
2UT

) (B.12a)

Iout =
Ib,sat sinh

(
κ∆V in
2UT

)
Ib,sat
2It

+ cosh
(
κ∆V in
2UT

) (B.12b)

Iout =
Ib,sat sinh (x)

β + cosh (x)
(B.12c)

At this point, it is interesting to note that Eq. B.12c is the same as Eq. (6) in

[10]. In that publication, the authors used a different method of extending the linear

range, which nonetheless has the same effect on the DC operation of the circuit. It

is also interesting to note that the output current not depend on the relative sizes of

the input pair and the bias transistor.
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Figure B.2: (a) Eq. B.12c plotted for three different values of It, illustrating the

importance of maximizing the linear range while minimizing distortion. (b) Eq. B.13

plotted for three different values of It, illustrating the distortion when the ratio of

Ib,sat/It is too large.

B.3 Biasing for Maximum Linear Range / Mini-

mum Distortion

As shown in Fig. B.2a, the expression for Iout from Eq. B.12c can take on three

distinct shapes as the ratio between Ib,sat and It changes. It is therefore necessary

to define an ideal operating point to maximize the linear range while simultaneously

minimizing nonlinearities in the amplification region (this also minimizes THD).

This operating point is defined as the bias condition that yields maximal flatness

in the first derivative of Iout. This first derivative is also the transconductance of the

differential pair, such that

gm =
dIout
d∆Vin

=
κIb,satIt

UT

(Ib,sat cosh(x) + 2It)

(Ib,sat + 2It cosh(x))
2 (B.13)

The nonlinearities in the amplification region are especially emphasized in these

curves, illustrated in Fig. B.2b.
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The boundary condition between maximum flatness and distortion can be de-

scribed as the point where Iout is always concave for positive values of ∆Vin and

convex for negative values of ∆Vin. More precisely, dgm
d∆Vin

≤ 0 for ∆Vin ≥ 0 and

dgm
d∆Vin

≥ 0 for ∆Vin ≤ 0.

dgm
d∆Vin

=
κ2Ib,satIt
2U2

T

sinh(x)
(
I2b,sat − 2Ib,satIt cosh(x)− 8I2t

)
(Ib,sat + 2It cosh(x))

3 (B.14)

From B.14, it can be seen that since the denominator will be positive for all values

of ∆Vin and the sign of sinh(x) only changes at x = 0, the expression

(
I2b,sat − 2Ib,satIt cosh(x)− 8I2t

)
< 0 (B.15)

to satisfy the boundary condition. The maximum value of Eq. B.15 occurs at

x = 0. Therefore, we can solve to find the the ratio of Ib,sat/It that satisfies our

condition for increased linear range with no distortion.

(
I2b,sat − 2Ib,satIt cosh(x)− 8I2t

)
|x=0 ≤ 0 (B.16a)(

I2b,sat − 2Ib,satIt − 8I2t
)
≤ 0 (B.16b)

−2 ≤ Ib,sat
It

≤ 4 (B.16c)

Since
Ib,sat
It

can never take on negative values, the root at -2 is invalid. Therefore,

Ib,sat
It

≤ 4 (B.17)

Therefore, the maximum linear range occurs when
Ib,sat
It

= 4.

B.4 Solving for Linear Range

Let VL be the voltage at which the line defined by the maximum transconductance

equals Ib,sat.
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Ib,sat = gm,maxVL (B.18)

It can be seen that gm takes on its maximum value at ∆Vin = 0. Solving with the

analytical solution for gm,

VL = Ib,sat
1

gm,max

(B.19a)

VL = Ib,sat
UT

κIb,satIt

(Ib,sat + 2It cosh(x))
2

(Ib,sat cosh(x) + 2It)

∣∣∣∣
x=0

(B.19b)

VL =
UT

κIt
(Ib,sat + 2It) (B.19c)

VL =
UT

κ

(
Ib,sat
It

+ 2
)

(B.19d)

VL =
UT

κ

Ib,sat
It

+
2UT

κ
(B.19e)
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