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COMMODITY PRICE FLUCTUATIONS:
A CENTURY OF ANALYSIS

Walter C. Labys

“Prices are ever changing. They change from hour to hour, from day to day, from season to season, and year to year. Every change affects the relationships of individuals, of groups of people, and of nations... Many factors combine to make prices what they are... Prices are both a cause and an effect. The causes may be analyzed just as substance may be analyzed chemically, and the proportion due each cause ultimately may be determined. The science of price analysis is still new but has progressed far enough to be of help.”

Warren and Pearson
PRICES (1933, p2)

Commodity prices again! The twentieth century has only been the latest spectator to the impacts and importance of commodity price fluctuations. According to Fischer (1996), commodity price records have come down to us from the ancient civilizations of India, Mesopotamia, Egypt, Greece and Rome, some from as early as circa 1800 B.C. Beginning in the twelfth century, price series of high quality can be found. Recall the Granger and Elliott (1967) time series study of early grain prices. Formal research on the relationships between agricultural demand, supply and prices in a market context began earlier in the century. This research not only evolved in sophistication but extended to mineral and energy commodities. In substance it analyzed market history, explained commodity prices, evaluated commodity policies and forecast commodity prices. Also at the beginning of the century, some of the earliest work took place on applying statistical methods to price series. In fact the study of prices has been one of the few areas in economics in which we have allowed the data to help us to formulate theory, as has been strongly advised, i.e. see Granger (1992), Hendry (1995) and Roehner (1997). This work
recently reached a peak in the awarding of the Nobel Prize in Economics to Dr. Clive Granger (shared) in 2003 for his advances in time series econometrics, including applications to commodity prices.

The purpose of this paper is to review how this progress has contributed to analyzing commodity markets and prices and to solving price forecasting problems, concentrating on more recent advances in quantitative modeling and time series analysis. It consists of the following sections: the Challenge, Structural Approach, Non-structural Approach, Remaining Problems, and Conclusions.

1. The Challenge

The possibility that commodity market quantities and prices are often random introduces a large amount of risk and uncertainty into the process of market analysis and forecasting. Of course, randomness is implied generally and the nature of the price fluctuations varies as we observe them and their likely causes in the long, medium or short term. The economic analysis of long term price movements has had an extensive and interesting history. Some studies of mention include Abel (1935), Barnett and Morse (1963), Dick (1998), Drame et al. (1991), Fischer (1996), Froot (1995), Granger and Hughes (1971), Kondratief (1935), Labys (1993), Lewis (1949), Mills (1927), Persson (1994), and Terraza (1981), Usher (1930,1931) and Warren and Pearson (1933). These prices also relate to the long run inflations which have occurred in different nations and in different periods, e.g. Brown (1985, 1988). More recently long term price trends have been studied concerning their role in declining commodity terms of trade in developing countries, e.g. Cuddington (1992). From a practical viewpoint, the prediction of long run price trends has been important for evaluating investments in commodity industries, particularly in mineral and energy projects in developing countries, e.g. Duncan (1984), World Bank (1994).

Commodity markets are subject to shocks or changes in trend, which range from natural catastrophes and political/military interventions to structural market changes. The econometric methods of interest have been those dealing with structural breaks, booms and slumps, and secular movements, e.g. see Cashin and McDermott (2002), Perron
Commodity shocks tend to be irregular in nature and cause abrupt shifts in prices usually to higher, but, sometimes, to lower levels. Examples include the impacts of the Korean war and Vietnam war, the petroleum price increases of 1973-1978, the Gulf war, and the Iraq invasion. Sometimes the return of a market to normality is quick; at times the shocks persist; and, at other times price changes reoccur, resulting in a series of consecutive turning points. Methods recently developed that help to analyze such trend changes appear in Andrews (1993), Badillo et al. (1999), and Perron (1989).

In the medium term, factors that shock commodity markets can also be of a political or cataclysmic nature, but they tend to be more related to national economic conditions or to market forces themselves. Such market forces tend to be observed in demand and supply conditions and in underlying market equilibrium. The analysis of medium term price movements or price cycles also has had a long history. Kondratief (1935) proposed that commodity and consumer prices reveal cycles that reoccur every 50-60 years. Much greater importance has been placed on the role of commodity price cycles in motivating the great depression e.g. Lewis (1949). Fluctuations in national economic conditions, commonly observed in the form of business cycles, can cause changes in industrial production and consequently in mineral demands or in interest rates and ultimately in commodity prices. This led the National Bureau of Economic Research in the United States to spawn a series of business cycle studies that dealt with agricultural prices as well as with minerals and raw materials commodity prices, e.g. Mills (1927, 1936). More recent studies have examined the interrelations between commodity prices and business cycles, e.g. Bosworth and Lawrence (1982), Ding (1998), Kaldor (1987). Related econometric methods have not only used spectral analysis but also have involved structural time series models, which emphasize cyclical components, e.g. Labys and Granger (1970), Harvey (1985).

Variations in weather conditions induce changes in agricultural supply and hence in product prices. The formal analyses of the impact of these kinds of shocks has appeared in modeling studies, such as, Adams and Behrman (1978), Ghosh et al. (1987), Labys (1973, 1999), Marquez (1984), and Rausser and Hochman (1979).
In the short term, market shocks come primarily from financial factors, particularly those related to speculation and hedging on commodity futures, options and other derivative markets. The resulting price behavior has been termed random, because it reflects the flow of randomly appearing information. In fact the price behavior can be identified more specifically as being stochastic or following a nonlinear dynamic or other form of stochastic process (e.g., autoregressive conditional heteroscedastic), or even a chaotic process. It can also be related more specifically to financial shocks such as in interest rates or exchange rates. A substantial literature exists attempting to explain this short-term behavior. Examples include Adams and Vial (1988), Barkoulas et al. (1997, 1999), Decoster et al. (1992), Holt and Aradhgula (1990), Hudson et al. (1987), Teysseire et al. (1997), Yang and Brorsen (1992), and the Chicago Mercantile Exchange –see Conferences on Applied Commodity Price Analyses, Forecasting and Risk Management (1994-99).

Short term price analysis has recently experienced the most interest, particularly in relation to the study of futures markets and the discovery of chaos and nonlinear dependence. Much of this work has been related to tests of the efficient market hypothesis in futures prices. Short term commodity price movements had early been discovered to possess random walk behavior or a variant known as a martingale, e.g. Working (1958), Samuelson (1965). While this behavior implies an independence of price changes, other work has confirmed deviations from random walk in the form of occasional autocorrelations or linear dependence, e.g. Houthakker (1961), Labys and Granger (1970). Hints of prices possessing nonlinear rather than linear dependence have been revealed in studies testing for fractal or chaotic structure, e.g. Mandelbrot (1963), Frank and Stengos (1989). More recently, nonlinear dependence has been confirmed in some price series using fractional integration methods and a shift to examining volatility as well as means, e.g. Cheung and Lai (1993). Such discoveries also have led to improved possibilities for forecasting commodity price movements.

In summary the described price fluctuations, which vary frequently and extensively, have made market and price forecasting an extremely difficult task. Structural models have emphasized explaining market interactions with prices as an outcome. Nonstructural models based on linear and nonlinear time series methods often applied to stock prices
and financial markets have been employed in commodity price analysis. Business cycle methods that have performed effectively in macroeconometric forecasting have also been integrated into commodity market forecasting. Nonetheless, commodity market forecasters have become frustrated in their search for improvements in the performance of these methods. My intention is thus not only to trace the evolution of this research but also to suggest research problems to be solved.

2. Structural Approach

The most comprehensive commodity market analytical methods stem from structural models which are soundly based in microeconomic and econometric theory, but also include other modeling theories, e.g. optimization, programming, input-output, computable general equilibrium. Because these structural models trace the interaction between endogenous market variables such as prices and demand and exogenous variables such as industrial production, they can explain market behavior and performance. The scientific process involved usually requires model specification, estimation, and simulation. Model simulation can estimate the historical behavior of price and quantity variables over time and/or space; it can provide conditional estimates of various commodity policy impacts; or it can forecast the variables into the future. In the case of conditional forecasts, one can forecast endogenous variables conditional upon forecasts of macroeconomic variables or upon maintained assumptions concerning the behavior of policy makers. These models come from a distinguished background of theoretic developments in agricultural, mineral and energy economics. A previously prepared bibliography (Labys, 1987) lists a variety of such models. Apart from the Labys (1999) update on mineral and energy models, no recent appraisal exists of agricultural commodity models.

**Standard Commodity Model**

The beginnings of structural commodity models stem from the earliest work on econometric models. Some landmark works include those of the Cowles Commission (Hood and Koopmans, 1953; Christ, 1994 ref to earlier work; Tinbergen, 1939; and Klein

The most basic type of commodity model from which econometric and modeling methodologies have developed is the competitive market model. Such a model initially neglects market imperfections and assumes that commodity demand and supply interact to produce an equilibrium price reflecting competitive market conditions. Such a model may consist of a number of combined regression equations, each explaining separately a single market or sector variable. Market models or the equivalent industry models are applicable to all agricultural, mineral or energy production and use categories. Their greatest utility is in providing a consistent framework for planning industrial expansion, forecasting market price movements, and studying the effects of regulatory policies. The basic structure of such a model typically explains market equilibrium as an adjustment process between demand, supply, inventory and price variables, e.g. see Labys (1973, 1975, 1999) or Lord (1991).

Most simply it would consist of the following equations:

\[
\begin{align*}
D_t &= d(D_{t-1}, P_t, PC_t, A_t, T_t) \\
Q_t &= q(Q_{t-1}, P_t, N_t, Z_t) \\
P_t &= p(P_{t-1}, d_l) \\
I_t &= I_{t-1} + Q_t - D_t
\end{align*}
\]
where:

\[ D = \text{Demand} \]
\[ Q = \text{Supply} \]
\[ P = \text{Prices} \]
\[ PC = \text{Prices of substitutes} \]
\[ P (-\Theta) = \text{Prices with lag distribution} \]
\[ I = \text{Inventories} \]
\[ A = \text{Income or activity level} \]
\[ T = \text{Technological factors} \]
\[ N = \text{Resource characteristics} \]
\[ Z = \text{Policy variables influencing supply} \]

Commodity demand is explained as being dependent on prices, economic activity, prices of one or more substitutes and possible technological influences. Other possible influencing factors and the customary disturbance term are omitted here and below to simplify presentation. Accordingly supply would depend on prices as well as the underlying production factors, such as geology or resource exhaustibility, and a possible policy variable. A lagged price variable is included since the supply process is normally described using some form of the general class of distributed lag functions. Commodity prices can be explained by changes in inventories, although this equation is sometimes inverted to explain inventory demand. The model is closed using an identity that equates inventories with lagged inventories plus supply minus demand. The utilization of this model involves further specification, estimation and simulation (Labys, 1973, 1978, 1999). Some experimentation has also taken place using system dynamics (Meadows, 1970; Ruth and Hannon, 1997).

There is no doubt that commodity modeling evolved from agricultural economics. In the beginning of the twentieth century, Lehfeld (1914) and Moore (1914, 1917) employed regression methods to analyze relationships between agricultural commodity demand and prices. Moore’s writings continued to influence econometric research not only to measure true demand and supply curves but also to forecast expected prices (Stigler, 1962). Emphasis also was placed on analyzing price behavior itself, as witnessed in studies by Haas and Ezekiel (1926) on hogs, Killough (1925) on oats, and Working (1922) on potatoes.

The development of econometric models suitable for analyzing mineral markets possessing competitive behavior has evolved more recently. One of the first was the Desai (1966) tin model that explained tin price fluctuations on a world basis. The copper market has also been subject to several modeling efforts. Most notable, Fisher et al. (1972) built a world copper model that was recognized as one of the first major econometric mineral modeling efforts. Charles River Associates (CRA, 1978) later extended the supply sector of the Fisher copper model to include long run adjustments in exploration and discovery as well as subsequent mining capacity formation. This long run adjustment process was combined with a short-run inventory adjustment process in a distinctly disequilibrium form of copper model by Labys (1980a). Such an approach to modeling the copper market was suggested by Richard (1977) with his continuous time, differential equation approach. More recent developments on the structural modeling and forecasting of mineral markets appear in Labys (1999).

Applications to energy markets have not been as extensive because of the difficulties in dealing with regulatory and non-competitive influences on market behavior. Nonetheless, a variety of such models can be found in Labys (1999) and in Lesourd et al. (1996). Verleger (1982, 1993) has shown how such models can be applied to explain disruptive shortages. His model links econometric equations for oil spot prices, consumer demand, and supply shortage conditions. MacAvoy and Pindyck (1975) have
built an econometric model of the natural gas industry which has been used extensively to analyze the effect on the industry of federal regulation of the wellhead price of gas and of permissible rates of return for the pipeline industry. Labys et al. (1979) have modeled the U.S. coal market using this approach to forecast future levels of coal demand, supply, prices and inventories. Most recently, Trieu (1994) et al. have reported their modeling of the world uranium market.

The several econometric approaches taken to model noncompetitive market configurations are essentially similar. For example, the monopoly case involves one dominant (monopolist) producer and many (perfectly competitive) consumers. The single producer thus maximizes his own profits given the aggregate demand function for the commodity of interest and the supply response of the other firms in the industry. Examples of applications to OPEC and the crude oil market include Blitzer et al. (1975), Cremer and Salehi-Isfahani (1991), and Pindyck (1978b). Regarding intermediate mineral market configuration, Pindyck (1978a) developed a model to determine optimal price and quantity paths that would result from cartel behavior on the part of producers’ organizations in the copper and bauxite markets. To this day, OPEC would have been richer had they followed Pindyck’s advice.

Finally it should be recognized that the specification of the above model is given in its structural form. This formulation can be conveniently converted to a reduced form in which the endogenous or dependent variable appears only on the left-hand side of an equation and the exogenous variables on the right-hand side. Such a modeling format will be shown later to be the basis for nonstructural price analysis. Cross-over between these areas can be seen in Chen and Bessler (1990).

**Spatial Equilibrium and Programming Models**

While a common element of the above models is examining market behavior over time, another class of economic models is concerned with models describing commodity process at one point in time or representing commodity transfers over space. Such a modeling approach has been applied to commodity markets and derives from classical activity analysis or mathematical programming theory. The methodology of linear and nonlinear programming and numerous practical applications are described by Dantzig
(1963), Wagner (1969) and more recently Brooke et al. (1998). These types of models have been applied to commodity markets in the form of linear or transportation programming, process programming, quadratic programming, mixed integer programming, linear complementarity programming, and variational inequalities. Further analysis of this approach can be found in Labys et al. (1989) and Labys and Yang (1991, 1997).

Mathematical programming has been used in commodity modeling to capture the technical or engineering details of specific supply and utilization processes in a framework that can also facilitate price interpretation. In mathematical programming, series of activity variables are defined representing the levels of activity in specific processes. These can be arranged in a series of simultaneous equations representing, for example, demand requirements, supply capacities, and any other special relationships that must be defined to typify technical reality or other physical constraints that must be satisfied. An objective function to be minimized or maximized must be specified (usually cost, prices and quantities, or profit); there are many algorithms available to solve very large problems. The linear programming (LP) technique has been used far more than any other mathematical programming methods because of its efficiency in solving large piecewise linear or step function approximations. An example of application can be found in the Adams and Griffin (1972) model of the petroleum industry. Linear complementarity, nonlinear (e.g., quadratic), variational inequality and dynamic programming techniques are also used for special purposes, but more often these methods limit an overall market-conditions approach.

Quadratic spatial models have been shown to be particularly useful, because they determine demand, supply and prices endogenously in a simultaneous context. As developed by Takayama and Judge (1971), the quadratic programming formulation features (1) a system of equations describing the aggregate demand and supply for one or more commodities in different demand and supply regions, (2) the distribution activities over these regions, (3) the market equilibrium conditions, and (4) equilibrium price determination. Although the demand and supply equations imply a structure similar to that of a temporal market model, the equilibrium process identifies profits to be realized from the flow of commodities, i.e., the price differential between two regional points
minus transportation costs. Profit maximization is assured by a computational algorithm that transfers commodities until demand equals supply in every spatially separated market. To evaluate policy decisions, the equilibrium conditions and other definitional equations can be used to impose constraints on the model parameters. The objective function necessary to complete the model goes beyond the cost minimization goal of linear programming. It maximizes the global sum of producers’ and consumers’ surplus after the deduction of transportation costs. This form of market-oriented quasi-welfare function has been termed net social payoff (NSP) by Samuelson (1952). The multi-period linear mixed integer programming model (MIP) of the type developed by Kendrick (1967) and Kendrick and Stoutjesdijk (1978) combines attributes of both the spatial and intertemporal equilibrium models. An application of mixed integer programming to the coal industry can be found in Suwala and Labys (2002).

To model commodity substitution, the linear complementarity programming approach of Cottle and Dantzig (1968) was developed in a spatial context. It frees the spatial equilibrium model from being normative and restrictive and maintains the efficiency of its quadratic programming counterpart. Although the linear complementarity programming model does not maximize net social payoff, that concept is not always relevant for model applications. Instead, this model optimizes revenues or costs consistent with a set of operational rules that follow the underlying Kuhn-Tucker (1951) conditions. The theoretical linear complementarity programming structures conforming to this formulation are reviewed in Takayama and Labys (1986) and Takayama and Hashimoto (1984).

More dramatic applications of linear complementarity programming provide intertemporal linkages through investment determination, for example, as in the Hashimoto and Sihsobhon (1981) iron and steel model. The major advance of their model is its incorporation of market expectations based on forward information and market dynamics. One version assumes that the steel industry plans and implements investments in production facilities rationally, with perfect foresight. Another version assumes that the industry follows less than perfect investment plans. Model solutions give projections for the following variables: (1) investments in steel production capacities, (2) prices, demand and supply quantities for steel products, and steel
production capacities, and (3) the industry’s requirements for major raw materials and inputs. The results help to explain the output and investment cycles that have characterized that industry.

Going beyond linear complementarily programming, Nagurney (1987) has shown how the variational inequality approach can be combined with network theory to study spatial price equilibrium problems, specifically policy interventions considered as disequilibrium, or constrained equilibrium problems. Although the perfectly competitive spatial price problem is addressed within an equilibrium/disequilibrium framework, the variational inequality problem has been specified to contain not only those problems but also minimization problems and virtually all of the classical problems of mathematical programming, such as linear and convex programming, and linear complementarity problems. In addition, variational inequality constitutes an alternative approach to fixed point problems, minimax problems, and noncomplementarity problems, i.e. also see Labys and Yang (1991, 1997).

**Input-Output Models**

Input-output is a conceptualization of the interdependence of economic production units in national economic accounting systems that has been used over the years both as a modeling and forecasting device. The input-output (I-O) framework, as developed by Leontief (1951), cannot be employed directly to model commodity market behavior. However, it does provide a disaggregated view of how the demand and supply patterns for different commodities relate to the interindustry structure and the aggregate or macroeconomic variables of a national economy, i.e. see Rose and Miernyk (1987). The construction of input-output models that also explain prices often requires that some mathematical or econometric model be used in conjunction with an appropriately organized I-O table. However, a price solution is also inherent to these models.

In terms of methodology, the interindustry flow table may be converted into a coefficient table measuring the quantity of an input required from one sector per unit of output for another sector. The coefficient matrix represents a model of the production process. This technique provides a means of linking technical coefficients relating input requirements (e.g., agricultural, mineral or energy) per unit of output with behavioral
models of demand for primary factors of production (capital and labor), and the demand for final goods and services. Thus, the interindustry framework provides a natural bridge between programming and econometric models of resource/economy interactions. The best early example of such an integrated model was that of Hudson and Jorgenson (1974), which also facilitated the explanation of energy prices.

The received input-output methodology has influenced commodity modeling in two ways. First, it has made clear the usefulness of depicting the supply side by means of detailed sectors. For such a purpose each producing sector is defined as a component of the system having a homogeneous output for a given technology. Second, it requires that production must satisfy not only final demand but also intermediate demand needed directly and indirectly to yield final demand. The main contribution of the received input-output structure is that it allows the list of final demands to be transformed into a vector of sectoral outputs. An early application to market forecasting that involved the ferrous and nonferrous metals is that of Kruegar (1976) who employed an input-output table derived from one prepared by the Bureau of Economic Analysis of the U.S. Department of Commerce. See Rose and Kolk (1987) for applications to natural gas demand, Rose (1989) and Park (1982) for analyses of energy consumption, and Bocoum and Labys (1993) for explanations of phosphate industry impacts in Africa.

An extension of this approach to the international level can be seen in the Leontief et al. (1983) minerals modeling effort. The resulting minerals projections feature production as well as consumption variables and are based on a systematic integration of the factors which determine domestic production, such as the level of final demand, import dependence, recycling rates and materials substitution. Consumption, production and price forecasts are generated for a number of nonfuel minerals. Here consumption includes final demand categories, exports, imports, and changes in inventories; and production includes mine output, by-product output, imports, and releases from government stockpiles. Using technological updating for the 1972 I-O coefficients, mineral projections were prepared to the year 2000 for the United States and to the year 2030 on a global basis.
3. Nonstructural Approach

The analysis of commodity prices independent of other market variables had been popular long before structural modeling made its appearance. This form of price analysis, which essentially relates to a single economic sector, lends itself well to reduced form or nonstructural equation methods. Recall that most any structural commodity model, consisting usually of a multi-equation market equilibrium formulation, can be reduced to single equations with endogenous variables appearing on the left-hand side and only exogenous variables on the right-hand side. This form of model can be specified based on econometric regression equations or on econometric time series equations. The latter can be univariate, where a single variable is explained in terms of its past statistical history, or multivariate, where the past statistical history of several variables is combined. A number of variations exist on the univariate and multivariate themes. Over time several of these have evolved as being useful for analyzing and forecasting commodity markets.

Beginnings

The origins of the nonstructural approach to commodity market analysis stem from earlier attempts to determine whether commodity prices followed some form of random or deterministic linear or nonlinear process. Linear patterns of price behavior are closely related to the theory of market efficiency, whereas nonlinear models have explored dependence and chaos theories. Volatility models now also help to clarify this behavior. The idea of prices following a random walk was first suggested in a pioneering study by Bachelier (1900). Working (1934) later promoted the use of a random walk as a basis to study commodity price movements in the short run. He attempted to simulate the random behavior of a price series by summing a series of random numbers. Kendall (1953) further advanced this approach, while Larson (1960) and Houthakker (1961) conducted empirical evaluations of random walk using corn and cotton prices, respectively. Working (1958) further confirmed his beliefs by arguing that the continuous flow of different kinds of information into the market causes prices to behave randomly. In this
process, futures prices are stochastic and the expected price in the next period equals the current price. Labys and Granger (1970), in performing spectral analysis of commodity futures prices, found some evidence for a modified random walk process. See also Labys (1976) and Leuthold (1972, 1996).

Samuelson (1965) postulated that futures prices follow a Martingale process. This idea of price behavior assumes that commodity traders have rational expectations and, thus, incorporate available information concerning fundamentals into their decisions. In this framework, prices are efficient in processing available information. Three different forms of market efficiency were considered depending on the information available to traders at that time. The weak form reflects traders who possess only past information on prices. In the semi-strong form, the trader has all published information available. In the strong form he has this information plus some agent’s private information. These hypotheses have been explored for a number of commodities.

Garcia and Leuthold (1992) studied efficiency by measuring the effect of unanticipated information (the difference between the USDA crop report and the anticipated private analyst’s forecast) on market prices for corn and soybeans. The study also examined the effects of new information on cash and future markets and across different futures contracts. The efficient market hypothesis tested was: “prices should only respond to the unexpected component of the announcement with the expected component already incorporated into price.” They found that the unanticipated information explained the largest percent of the change in price on the first day and then it followed a decline on a gradual basis. On the fifth day they explained variability was much smaller. However, this was not the case with deferred contracts and cash prices where unanticipated information appeared to explain only a small portion of the changes.

Price analysis later shifted to include nonlinear as well as chaotic behavior. The latter approach requires the use of nonlinear equations generating chaotic behavior. Mandelbrot (1963) developed such a model for cotton price behavior by replacing the Gaussian approach with the stable Paretian. He attempted to discover orderly behavior within what appeared to be a random series of price fluctuations. Mandelbrot should not be forgotten for these and other contributions he made to understanding nonlinear price behavior. Frank and Stengos (1989) confirmed the Martingale hypothesis for silver and
gold prices but also provided evidence of the presence of nonlinear structure. Deng (1998) attempted a purely stochastic explanation of commodity prices. DeCoster et al. (1992) followed the analysis of Frank and Stengos and their results strongly supported the presence of a nonlinear structure in future prices for sugar, coffee, silver, and copper.

Another contribution to studies explaining deviations from a random walk is that of Peterson et al. (1992) who tested the random walk hypothesis in the daily cash prices of seventeen commodities traded on futures markets. Using variance-ratio tests they found evidence of violations of the random walk hypothesis in many financial markets. A conclusion was reached for price series containing a component independent of the underlying fundamentals that can be used to predict future prices. They argued that such a component could be related to some form of market irrationality, since positive dependence of prices may be a result of fads in the market. This also could reflect some kind of market rigidity in the form of traders’ adjustments to unexpected information, the speed of information releases, serial correlation based on information disclosures not fully anticipated, or institutional restrictions that prevent the market from being cleared immediately.

Deaton and Laroque (1992) also found evidence of deviation from random walk in their study of thirteen commodities using annual prices by investigating the standard rational expectations competitive storage theory. To compare the prices simulated by such a theory with real commodity prices, the authors used a generalized method of moments technique to estimate the conditional variance of prices. Since the random walk was not closely confirmed, evidence supported the competitive storage theory.

Finally, chaotic behavior in commodity prices also has been the subject of several studies. Of interest are those by DeCoster et al. (1992), Kyritsou et al. (2004), and Bernard and Streeter (1993).

**Time Dependent Processes**

The possibility that any of the above linear or nonlinear forms of price behavior could be more formally modeled and predicted also has early origins. In particular, Slutsky (1927) and Yule (1927) suggested that simple linear difference equations driven by purely random stochastic shocks can be employed to model and to forecast a variety of
economic time series. These forms of equations explain autoregressive processes, where current values of a variable can be regressed on lagged transforms of that variable. They are also linked to moving average processes, where current values of that variable can be regressed on current and lagged random shocks alone. Wold (1954) later proposed that the stochastic component of the series can be modeled by some combination of these two processes. But it was not until Box and Jenkins (1976) that a formal modeling procedure was established in the form of the autoregressive-moving average (ARMA) model. They also contributed to forming a sequential approach to all time series forecasting, which consists of model identification, estimation, diagnostic checking and finally prediction. Brown (1963) proposed the exponential smoothing alternative.

Another approach to nonlinear behavior is that followed by Barkoulas et al. (1997, 1999) who have explored dependence in the form of fractional dynamics. The origins of fractional dynamics in commodity prices stems from nonlinear dynamic models built to explain the irregular movements in spot prices as found in works of Brock (1988), Boldrin and Woodford (1990), Burton (1993), Chavas and Holt (1991), and Jensen and Urban (1984). As argued by the authors, some nonlinear dynamic models can generate deterministic chaos, while others can generate periodic behavior in the form of repeated sequences or reversals. The question of classical integration explaining prices better than fractal estimation depends on the kind of memory (long as compared to short) displayed by the series. Long memory describes the correlation structure of a series with long lags and characterizes a series as having distinct but nonperiodic cyclical nonlinear patterns. On the other hand for short memory series, the correlations among observations at long lags are negligible and precluded by autoregressive processes. Barkoulas et al. (1999), for example, have confirmed long memory and fractional orders of integration for tea, soybeans, copper, gold, and wool. Possibilities for nonlinear models are discussed in Granger and Terasvita (1993). See also Mackey (1989) for commodity price applications.

Because computer software had been developed to deal easily with the related estimation and forecasting problems, autoregressive-moving average methods have proven popular for explaining and predicting commodity variables, e.g., see Box and Jenkins (1976), Nelson (1973), and Granger and Newbold (1986). It is particularly
appropriate when dealing with the prediction of variables that are observed on a short term basis, i.e., quarterly or monthly. More recently, the level of integration can be fractional and the model becomes ARFIMA. Kouassi et al. (1998) and Labys and Kouassi (2004) have used this approach to forecast commodity prices. More general forecasting issues appear in Agnon et al. (1999) and Baillie and Bollerslev (1992).

Consideration of a wider set of explanatory factors for a given price or quantity variable introduces two additional concepts to the above analysis. First, it is necessary to examine and make use of any theory that postulates relationships determining the dependent variable. Second, one can utilize this theory to build bivariate or multivariate explanatory models. The determination of causal relations between these variables has been suggested by Granger (1969). The multivariate extension of the autoregressive model given above would analyze the relationship between such variables and is known as the vector autoregressive (VAR) model, i.e. see Sims (1980). An extension of this model when co-integration is present has become known as the Vector Error Correction model (VEC), i.e. see Engle and Granger (1987). In addition, cointegration tests have been applied between energy demand, energy prices and gross domestic product to better interpret energy demand elasticities, e.g. see studies by Bentzen (1994), Bentzen and Engsted (1993 a,b), Hunt and Manning (1989), Harvie and Vantloa (1993), and Yu and Jin (1992).

The analysis of comovements among commodity prices has been an interest of economists for some time. Labys and Perrin (1976) rejected this possibility when they analyzed whether the UNCTAD Integrated Program for Commodities could use the upturns in several commodity price series to offset the downturns in other commodity price series. The investigation of factors possibly influencing similar movements among different price series was advanced by Pindyck and Rotenburg (1990) who suggested that macroeconomic forces might play a role here. Cashin et al (1999b) extended this analysis using concordance measures of comovements among different commodity price cycles. While Cashin et al. found little evidence of comovement, Labys et al (1999) employed a more comprehensive approach, dynamic factor analysis, to find that macroeconomic forces have exerted some influence on comovement, at least for metals prices.
The explanation and forecasting of commodity prices also depends on whether the researcher is interested in long run as compared to medium run or short run price behavior. The modeling of long run behavior involves basic linear or nonlinear trend models as shown earlier. The explanation of medium run behavior can involve models capable of generating some form of price cycles; examples include ARIMA, ARFIMA, exponential smoothing, VAR or structural time series (STS) models. The deciphering of short run behavior often is concerned with stochastic or random processes, such as those associated with the discovery of futures price movements.

Empirical applications of these methods to commodity prices has been extensive and can only be briefly reviewed here. A first direction has been to discover the time series generating processes underlying price behavior. One early approach useful in this context has been that of spectral analysis employed by Labys and Granger (1970), Labys et al. (1971), Slade (1981) and Talpaz (1974). Today more emphasis has been placed on discovering the order or fractional order of integration using special testing procedures, e.g. see Barkoulas et. al. (1997, 1999). Studies such as Giraud (1995), and Plourde and Watkins (1995) have employed less robust methods.

A second direction of this work has been to construct models more of a reduced-form nature to explain commodity price behavior. Some studies such as Chu and Morrison (1984) have been longer-term and more macroeconomic in their approach. Studies which concentrate more directly on the use of reduced form models are numerous. More recently Labys and Kouassi (2004) have applied the structural time series approach to discover stochastic cyclical behavior in commodity prices. Special interest in electricity pricing can be found in works such as Munasingha and Meier (1993), Schwepppe et al. (1988) and Turvey (1968). Other studies such as those presented in Winters and Sapsford (1990) employ models which are larger scale in nature and thus closer to the econometric models discussed in the next sections.

Finally, a third direction of price forecasting has been to predict both levels and turning points of price behavior, e.g. see Driehuis (1976) and Leuthold et al. (1970). Such price forecasting exercises have long been conducted by the World Bank, as described by Duncan (1984) and Labys and Pollack (1984). A review of just how different univariate and multivariate methods can be applied to minerals and metals
prices was produced by the United Nations (1984) and also is useful. Finally, Kouassi et al. (1998) among others have shown how more modern univariate methods can be applied to these same prices.


**Trend-breaks**

The above price modeling approaches consider all components of a time series process to be explained at once: trend, seasonal, cyclical and irregular. However, forecasting is sometimes aided by explaining or modeling each of these components separately. Most recently this has involved state-space approaches to explain trend and cycle changes.

The analysis of commodity market trends has emphasized the concepts of structural changes or trend-breaks. Much of this work has involved long term analysis of trends in real prices concerning terms of trade. Examples include Cuddington (1992), Cuddington and Urzua (1989), Perron (1989), Reinhart and Wickham (1994), and Thirwall and Bergevin (1985). Some research has been done to test for the presence of a structural break in the trend of real prices in the post-war period. Examples include Cuddington (1992), Cuddington and Urzua (1989), Grilli and Yang (1988), Perron (1989), Reinhart and Wickham (1994), and Sapsford (1985).

The investigation of changing secular trends in commodity prices has been a consequence of crude oil price shocks starting in 1973. Methods of selecting trend break-points are controversial, since the exogenous selection of these breaks using visual or graphical techniques lacks statistical rigor. Perron (1989) advanced structural break analysis by stipulating that most macroeconomic time series are best construed as stationary fluctuations around a deterministic trend, if allowance is made for the possibility of a shift in the intercept of the trend (a crash) and a shift in slope (a slow
down in productivity. To this end, Zivot and Andrews (1992), Bannerjee et al. (1992) and Perron (1994) have developed recursive and sequential testing procedures of the unit root and trend-break hypothesis in which the breakpoint is estimated rather than fixed. These procedures overcome many of the bias problems reported in the literature. In particular, the test proposed by Zivot and Andrews (1992) and Andrews (1993) treats the break as unknown a priori. They thus provide the asymptotic distribution of the estimated break point statistic. To investigate the improvement in the identification of commodity price breaks that might result from this approach, Badillo et al. (1999) compared exogenous and endogenous break-point results for a group of monthly commodity price series. They confirm the usefulness of endogenous break point selection for the identification of turning points in commodity price swings. Not only will commodity price cycle timing be better determined, but also the identification of leads and lags between price cycles and cycles in important macroeconomic variables.

**Cyclical Behavior**

The possibility of directly modeling the mentioned cycles has been encouraged by recent advances in econometric methods. Some examples of cyclical analyses include Gelb (1979) on coffee, Houthakker (1961) on cotton, Chavas and Holt (1991) on pork, Meadows (1970) on poultry, Goodwin (1994) on turkeys and cattle, Labys et al. (2000) on some twenty-one international commodity prices, Moore (1980) on metal prices, Rausser and Cargill (1970) on broiler prices, and Weiss (1970) on cocoa. In particular, Labys and Lesourd (1995) and Labys et al. (2000) evaluated the behavior of commodity prices in terms of cyclical identification using NBER methods and tests of cyclical duration, cyclical volatility, and cyclical persistence. This work was repeated by Cashin et al. (1999a) who identified specific booms and slumps in commodity prices. Cashin et al. (2000) also developed an explanation of these breaks by analyzing the persistence of impending shocks.

A recent breakthrough in modeling economic cycles, however, is due to the development of the “unobserved component” or structural time series (STS) models by Harvey (1989 and 1994) and Harvey and Todd (1983). They constitute a class of univariate time-series models which are directly formulated in terms of underlying trend,
cyclical, seasonal and irregular components. Empirical studies based on these models have confirmed their promise in areas such as intervention analysis and forecasting (e.g., see Andrews, 1994; Harvey and Souza, 1987; and Harvey, 1989) or detecting outliers (e.g., see Harvey and Jaeger, 1993). In addition, an attractive feature of these models, or more generally of the broader class of unobserved component models (e.g., see Harvey, 1989) is that they offer an immediate interpretation of the underlying components. The models are, therefore, a natural vehicle for seasonal adjustment and forecasting; moreover various studies have shown the STS approach to be an interesting alternative to the above Box-Jenkins methodology (see e.g., Harvey, 1989 and 1994).

Applications to commodity price analysis and forecasting have been made by Labys and Kouassi (2004), Kouassi et al. (1998), and Labys et al. (1998, 1999). These studies have emphasized the behavior of commodities traded on more than twenty international commodity markets, and have specialized also in metal and agricultural price analysis. An alternative approach to modeling price cycles would involve the application of wavelet analysis. The possibility of modeling the cyclical or frequency properties of different variables stems from work on multi-resolution analysis, i.e., see Daubechies (1990, 1992), Meyer (1992), and Wickerhauser (1994). This analysis is based on a combination of both time and frequency information in terms of levels of time resolution. A recent study performed by Davidson et al. (1997) analyzed commodity price cycles by estimating the wavelet resolution and time-localization using semi-non-parametric regression methods. To identify the localization of the frequency patterns in time, the authors found the method to be valuable for studying prices in terms of four characteristics: volatility; the effects of random shocks in giving rise to outliers; the impact of market conditions causing structural breaks; and the common influence of economic events causing commodity price cointegration.

Volatility

Commodity price instability has long been studied by economists interested in the impacts of instability on the export earnings of developing countries or on the efficiency of spot and futures markets. Attempts to stabilize the earnings often depended on the establishment of buffer stock or other price stabilization schemes that would assure that
prices might fall within certain bands. Studies often mentioned in this area include Adams and Klein (1978), Just et al. (1977), Labys (1980c), Labys and Perrin (1976), Newberry and Stiglitz (1981), O’Donnell (1993), Reutlinger (1976), and Sarris and Taylor (1978). Instability analysis has been renewed with the development of volatility models stimulated by Engle’s (1982) demonstration of ARCH processes. An empirical analysis of changes in commodity price volatility can be found in Cashin and McDermott (2002). In addition Cuddington and Liang (1998) investigated how commodity price volatility varies during the time when different exchange rate regimes are implemented. GARCH as well as other heteroscedastic models are estimated to investigate this phenomenon. They conclude that the price instability does, in fact, vary across these regimes. Pindyck (2002) extended this analysis in a multivariate context by examining the relationship between energy commodity inventories, spot and futures prices and volatility using a VAR approach. Based on his model of commodity price dynamics, he found that some portion of commodity price variability does not depend just on market fundamentals but also on speculative noise trading and herd behavior. This finding was to some extent prefigured in the results achieved by Labys and Granger (1970). Shifting the volatility analysis to the importance of price expectations, Kyrtos et al. (2004) suggest that commodity prices could follow a mean process that is dynamic or noisy chaotic when coupled with a variance that follows a Mackey-Glass form of GARCH process. This stems from a combined or mixed linearity in the mean and conditional variance in a group of metals futures price series.

4. Remaining Problems

The challenges presented to commodity price analysts and forecasters have been discussed and are reflected in the respective structural and nonstructural forecasting methods that have been reviewed. Among other difficult problems to be solved is the considerable uncertainty that pervades the markets: speculative runs, exogenous shocks, political interventions, and structural breaks. This uncertainty is also related to endogenous instability such as that caused by time-varying price elasticities, excessive
price speculation, and links to business cycles. Also relevant are supply-side shocks such as those due to biotechnology or genetic adjustments. Influences on the demand side include business cycle fluctuations or the sudden appearances of new technologies. On a global scale, market destabilizing factors range from changes in OPEC policies or military uprisings to exchange rate changes and lapses in debt service. Most of the problems concerning price modeling have already been discussed, but below some remaining important issues are further specified.

Risk and Uncertainty

Many commodity price decisions are made when outcomes are uncertain. This uncertainty evolves from the international instability of commodity markets, financial market linkages and a host of other factors, i.e. see Hurt and Garcia (1982). Uncertainty has only recently been recognized as a feature in policy analysis and a complexity for commodity policy modeling. Important advances that deserve attention in policy analysis and modeling recognize choice under uncertainty. For mineral market forecasting of this nature, see Torries (1998). The correspondence between decision making at individual and market levels and the relatively strong assumptions on the utility functions required also are important.

Nonlinearities

Short-term price analysis is more related to hedging, speculation and trading on commodity related futures and derivative markets. Problems of explaining these prices relate to the complex nonlinearities existing in both means and variances. Research in this area has been stimulated by the time series and econometric methods that have been developed for analyzing and forecasting financial market and price movements, i.e., see Diebold (1998a). Some of this work concerns random walks, chaos and fractile behavior (DeCoster et al., 1992; Frank and Stengos, 1989). Other works dwell on the possibility that ARFIMA models might better be applied to forecasting when long memory is present in prices by using a fractional rather than an integer value for the degree of integration (Barkoulas et al., 1997, 1999; Cheung and Lai, 1993; Sowell, 1992). While this form of model emphasizes nonlinearity in price means, modeling based on nonlinearity in price
variance or volatility has continued in the form of the variety of autoregressive heteroscedastic models (Bollerslev, 1986; Engle, 1982; Kouassi et al., 1996; Subba 1981; Tong, 1983).

Structural Change

The theory underlying a commodity price model will suggest the functional form for the structural equations. The typical relationships are estimated either in linear form or in a form that is linear in the parameters, for example, log-linear or some other transformation. While these forms generally conform to a theoretically formulated model, the functional form only broadly approximates the theoretical specification. This creates the problem of deriving non-linear estimates when short sample periods are involved. While simplified functional forms, even linear approximations, may be suitable for price simulations covering a “normal” period, the difficulty is that the abnormal or extreme periods are precisely the points where the non-linearities of the model should become effective.

The problem of structural change occurs frequently in commodity prices, often variations in the parameters of commodity models used for forecasting purposes. Such coefficient variations may occur as a result of imposing an incorrect functional form. Replacing complex nonlinear relationships by simpler functional forms along with observations outside the narrow samples range might better be accompanied by varying parameter structures. Coefficient variation may also be due to the omission of the relevant variables. It has been suggested that changes in coefficients related to omitted variables will produce variation in the coefficients of included variables in the regression, unless the omitted variables are uncorrelated with both the dependent and independent variables.

The time-varying coefficient model is an alternative approach that allows one to deal with the problem of parametric variation or the instability in commodity relationships by assuming that a unit change in one of the independent variables, all else equal, will not have a constant expected effect on the dependent variable at all points in time. Commodity modelers have thus explored the use of stochastic coefficient estimation based on a non-stationary or time-varying random process to overcome some of the
above-mentioned instability problems. Should it be preferable to switch coefficients, it is
important to identify correctly the breakpoint for such switches. Zivot and Andrews
(1992), Banerjee et al. (1992) and Perron (1994) have developed recursive and sequential
testing procedures of the unit root and trend-break hypothesis in which the breakpoint is
estimated rather that fixed. These procedures overcome many of the bias problems
reported in the literature. In particular, the test proposed by Zivot and Andrews (1992)
and Andrews (1993) treats the break as unknown a priori. They thus provide the
asymptotic distribution of the estimated break point statistic. To investigate the
improvement in the identification of commodity price breaks that might result from this
approach, Badillo et.al. (1999) compared exogenous and endogenous break-point results
for a group of monthly commodity price series. They confirm the usefulness of
endogenous break point selection to identify price turning points to switch coefficients.

Macroeconomic Influences

Implications have been made at several points about the influence of macroeconomic
factors and business cycles on commodity price movements. Actually a sizeable
literature has grown that attempts to analyze the interactions between macroeconomic
variables and commodity prices and other market variables. Mostly the emphasis is on
how macro variables affect commodity prices such as in the case of changes in industrial
activity and commodity demands. Research on macroeconomic influences includes
Bosworth and Lawrence (1982), Chambers and Just (1992), Chu and Morrison (1984),
Cooper and Lawrence (1975), Fama and French (1988), Labys and Gijsbers (1989), and
Labys and Maizels (1993). Labys and Maizels have investigated causal relations between
the variables and organized areas of interaction to be: Industrial output, gross domestic
product, interest rates, money supply, employment, unit labor costs, wages, consumer
prices, producer or wholesale prices, exchange rates and balance of payments.

Concerning price influences on the macroeconomy, the most direct link often
cited is that commodity price increases can lead to periods of inflation, the latter reflected
in changes in the producer and consumer price indexes, e.g. Kaldor (1987). For
manufactures and processors, higher commodity prices lead to lower corporate profits,
higher unemployment and result in less consumer spending. In an overheated economy,
increased futures trading activity on the part of speculators can amplify already rising commodity prices. Related to this phenomenon is the price influence on the cost of living and subsequently on wages and employment. Concerning monetary impacts, commodity prices can affect interest rates through inflation; not-surprisingly these interest rates can affect commodity markets in return. For example, inventory holding changes and this can affect the basis relationship between commodity spot and futures prices. At the external level, foreign exchange earnings will decline with falling prices. This earnings effect will also pass to importing countries and this will reduce trade further.

A final linkage comes from the extent to which an economy relies on the imports of primary commodities to sustain its own production, consumption and services. Commodity price swings are thus important for industries with higher commodity import requirements per unit of output. Concerning commodity price impacts in this direction, Lefebvre and Poloz (1996) point to regional impacts in Canada, while Bohi (1991), Labys (2000) and Barsky and Kilian (2004) demonstrate the impacts of oil prices on the US economy. In a more comprehensive study dealing with commodity prices and the OECD economy as a whole, Cristini (1999) has reported mixed results, with the causality between prices and the economy reversing depending on the variable-pairs examined.

Cyclical Phenomena

Medium-term price analysis and forecasting is more concerned with price cycles arising either because of endogenous, disequilibrium adjustments in individual markets or because of exogenous shocks related to national and international business cycles. Here the most difficult problem is that of predicting the turning points in these cycles. The study of metal and material price cycles began with the seminal work of the NBER, and today has expanded using tests for cyclicality developed in the macroeconomic domain (Davutyan and Roberts, 1994; Harvey, 1985: Labys et al.,1995; Labys and Kouassi, 2004; Moore, 1980) The prediction of these price cycles is important not only for efficient materials inventory management, but also for anticipating market movements. The relation of price cycles to macroeconomic adjustments has been concerned with inflationary price movements and the impacts of expansions and recessions on the
mineral and energy industries (Bosworth and Lawrence, 1992; Fama and French, 1988; Chu and Morrison, 1984; Moore, 1998).

Some of this research has been advanced by tests of duration and persistence and structural time series (STS) modeling. With almost all econometric forecasting models, it is difficult to produce out-of-sample forecasts that are nonlinear in nature. STS models permit a forecast that is cyclical in nature and thus can be used to predict turning points.

Spatial Interactions

The problem of explaining spatially separated commodity prices has not been attacked as vigorously as that of prices delineated by time. Spatial commodity price analysis has improved because of cointegration analysis, spatial econometrics and the more economically limited GIS analysis. In his paper on spatial competition, Hotelling (1929) opened the way to the development of imperfect competition and spatial price discrimination theories. Later on, Hoover (1948) and Isard (1956) advanced spatial price analysis in their classic theoretical works on location and space-economy. Subsequently, the process of spatial price arbitrage was formalized as equilibrium among more than two markets by Enke (1951) and Samuelson (1952). Spatial price relations also are the subject of international trade theory. Since the appearance of the Heckscher-Ohlin principle and Samuelson’s factor price equalization theorem (i.e., Samuelson, 1948, 1949), there have been a number of attempts to model the impact of variables such as distance, location and transport cost on international prices (Roehner, 1996; Baulch, 1997; Froot, 1995, Fafchamps and Gavian, 1996). The historical aspect of spatial price relations has been studied by Drame et al. (1991). Roehner (1995, 1996) also has provided a framework for analyzing spatially separated prices.

Also from trade theory the law of one price, initially intended to examine the closeness of prices of traded goods, has been applied to integration among primary commodity markets and prices, i.e. see Miljkovic (1999) and applications such as Ardeni (1989), Baffes (1991), Goodwin (1992), Goodwin and Schroeder (1991), and Goodwin et al. (1990). Possibilities for commodity price convergence have been suggested by Baffes and Ajwad (2001) to fall under either the notion of the law of one price (e.g. Protopapadakis and Stoll, 1986; Ardeni, 1989; Goodwin, 1989; Miljkovic, 1999) or under
the notion of market integration (e.g. Ravallion, 1986; Sexton, et al., 1991; Gardner and Brooks, 1994; Fafchamps and Gavian, 1996; Baulch, 1997). Other attempts to examine price integration include Bukenya and Labys (2005), Goletti and Babu (1994), Alexander and Wyeth (1994), Barret and Rong Li (1992), Gordon (1994), and Dercon (1995).

**Interventions**

There is also the problem of untangling more carefully the nature of commodity market structures and the role played therein by different forms of market interventions such as regulated prices, subsidies, taxes and trade controls. The potential of multidisciplinary analysis in this area might be limited, unless the disciplines of quantitative political analysis and of industrial organization advance in this direction. Attention to market structure in mineral and energy models has been expanded by Pindyck (1987a,b), Salant et al. (1981), Kolstad (1982), Lord (1991), and others. We have thus seen the embodied structure of the petroleum market advance from simple monopoly to rather complex forms of oligopoly. Greater attention to commodity market structure appears in Labys (1980b) and Lord (1991). A lesser amount of work has taken place regarding the role of market interventions and disruptions. Commodity price models are thus likely to improve in the direction of offering a more realistic picture of these two related aspects of market structure.

**Combining the Structural and Nonstructural Approaches**

Finally, new attention is being directed to the problem of combining the structural and nonstructural analytical and forecasting approaches mentioned above. There is much to be gained here. The structural modeling approaches embed the forecasting models in a sound economic theoretic framework. At the same time, the nonstructural approaches enhance forecast ability by not only including the useful past history of each time series variable but also by paying attention to problems such as nonlinearities, heteroscedasticity, residual or error modeling, etc. The multivariate extension of the autoregressive model given above would analyze the relationship between such variables, as has been attributed to the vector autoregressive (VAR) model, i.e. see Sims (1980). An extension of this model when co-integration is present has become known as the Vector
Error Correction model (VEC), i.e. see Engle and Granger (1987). Lastly there are new extensions in the use of multivariate GARCH models and other models that are volatility based.

5. Conclusions

This paper has attempted to review the major issues involved in the modeling and forecasting of commodity prices. A considerable legacy exists concerning the research that has taken place in the twentieth century. There are many problems, nevertheless, remaining to be solved. Time series methods are evolving so rapidly that it is difficult to track their frequent applications to price analysis. Because of the importance of and active interest in primary commodity markets and prices, there is no doubt that research in this area will continue to develop and to improve.
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