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Abstract

Planning Algorithms Under Uncertainty for a Team of a UAV and a UGV for Underground Exploration

Matteo De Petrillo

Robots’ autonomy has been studied for decades in different environments, but only recently, thanks to the advance in technology and interests, robots for underground exploration gained more attention. Due to the many challenges that any robot must face in such harsh environments, this remains an challenging and complex problem to solve.

As technology became cheaper and more accessible, the use of robots for underground exploration increased. One of the main challenges is concerned with robot localization, which is not easily provided by any Global Navigation Services System (GNSS). Many developments have been achieved for indoor mobile ground robots, making them the easiest fit for subterranean exploration. With the commercialization of small drones, the potentials and benefits of aerial exploration increased along with challenges connected to their dynamics.

This dissertation presents two path planning algorithms for a team of robots composed of an Unmanned Ground Vehicle (UGV) and an Unmanned Aerial Vehicle (UAV) with the task of exploring a subterranean environment. First, the UAV’s localization problem is addressed by fusing different sensors present on both robots in a centralized manner. Second, a path planning algorithm that minimizes the UAV’s localization error is proposed. The algorithm propagates the UAV motion model in the Belief Space, evaluating for potential exploration routes that optimize the sensors’ observations. Third, a new algorithm is presented, which results to be more robust to different environmental conditions that could affect the sensor’s measurements. This last planning algorithm leverages the use of machine learning, in particular the Gaussian Process, to improve the algorithm’s knowledge of the surrounding environment pointing out when sensors provide poor observations. The algorithm utilizes real sensor measurements to learn and predict the UAV’s localization error.

Extensive results are presented for the first two parts regarding the UAV’s localization and the path planning algorithm in the belief space. The localization algorithm is supported with real-world scenario experimental results, while the belief space planning algorithm has been extensively tested in a simulated environment. Finally, the last approach has also been tested in a simulated environment and showed its benefits compared to the first planning algorithm.
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Introduction

1.1 Problem Overview

Nowadays, the use of robots in everyday life is becoming more usual for a variety of scenarios. The most commonly proposed applications include: maintenance services [1] [2], industrial facility inspection [3], and search and rescue [4]. For search and rescue scenarios in hazardous environments, there is a clear need to replace some of the first responders with mobile robots. In this
scenario, mobile robots, not only can save lives but could also perform better due to the variety of sensors available and the fact that they are less susceptible to conditions like dust or poor lighting conditions. However, many challenges must be addressed to have a fully autonomous robot or team of robots in these environments. Of the many challenges, an important difficulty arises from attempting to navigate in these environments due to no access to the Global Navigation Satellite System (GNSS) signals and unknown obstacles.

Extensive research has been done on the use of robots in subterranean environments as is discussed in [5]. With a specific focus on underground mines, Thrun at al. [6] presented a ground rover designed to explore and map these harsh environments. Nowadays, technology and the miniaturization of electronic components has allowed for the reduction of the size of UAVs, such as commercial drones, making it possible to leverage their ability to traverse a variety of environments and complete a large number of tasks. For example, Azhari et al. [7] used a UAV for underground mine mapping, taking advantage of its six degrees of freedom. To autonomously navigate in subterranean tunnels or mines, Papachristos et al. [8] provided an unmanned aerial system capable of performing Simultaneous Localization and Mapping (SLAM) fusing different sensors to provide valuable information in dark conditions, presence of dust, etc. The authors also provided an uncertainty-aware path planning strategy for autonomous micro UAV to balance exploration and mapping in real-time [9].

Due to the limited capability of a single UAV to carry a considerable amount of sensors, the use of multiple robots to achieve a common task is also well studied in the literature. One of the many benefits of using multiple robots consists of reducing the time to perform the task, such as exploration. In these cases, the planning algorithm is optimized to reduce the time to collect information [10] choosing different waypoints [11], especially if the same kind of robot and sensors are
used. For example, to diversify information and to perform both autonomous search and rescue, in previous works, we presented a UAV and UGV team for subterranean exploration [12]. The cooperation of multiple robots increases the ability to perform a wider variety of tasks. Li et al. [13] use a UAV to provide a higher point of view to improve the environment map for the UGV navigation.

When teaming robots for exploration, it is most common to assume that each agent is capable of estimating their pose, such that the team is primarily used to improve the efficiency of environment mapping and exploration. This is the approach adopted in [14]. Similarly, Steude et al. [15] used a UAV, capable of self-localization, to improve and expand the map exploration for a ground robot and to optimize the mission time. However, having the UAVs in the team maintaining accurate self-localization presents challenges. For example, as discussed in Baldini F. et al. [16], using Visual-Inertial Odometry (VIO) solutions on UAVs is prone to solution drift, and the level of drift is heavily affected by the light condition in which the UAV operates. For these reasons, [16] used a learning approach to reduce this drift. Employing SLAM directly on a UAV can also reduce the drift as it has been demonstrated in [17]. However, some operating environments (e.g., a long corridor or tunnel), may affect the reliability of loop-closures, crucial for SLAM.

In the last few years, the Defence Advanced Research Projects Agency (DARPA) subterranean (SubT) challenge received attention due to the unique problem and challenging environment. This represents the closest research done and sponsored from a different government agency to the work presented in this dissertation. As mentioned in the previous paragraph, these environments characterized by long and featureless tunnels are challenging the main localization technique (SLAM). To mitigate this issue LiDAR-only based SLAM has been developed [18]. Agha et al. [19] presented an uncertainty-aware framework in the planning algorithm to perform reasoning and decision making in the belief space. The DARPA subT challenge also pushed to a decentralized multi-
agent robots for the environment exploration and Hudson et al. [20] developed a similar team (ground and aerial robot) to produce a decentralized SLAM solution on each platform.

To address some of these challenges, the approach presented in this work proposes to use active sensors on the UGV to localize the UAV in a manner that is not prone to drift and with modalities that will work in a variety of lighting conditions. With this UAV/UGV teaming configuration, the UGV has the advantage of additional load capacity and longer endurance for easily carrying many perception sensors along with the significant computational power needed to use them in near real-time. In this scenario, the UGV is used to map the environment as well as for estimating the state of the UAV within the map, while the UAV’s mobility is leveraged to perform the search task.

However, when adopting this approach, due to the nature of the UGV’s perception sensors’ uncertainty as well as the potential for non-overlapping sensor fields-of-view, the localization uncertainty of the UAV is affected by the chosen flight path. As such, part of this dissertation on developing a path planning algorithm for the UAV that takes into consideration both the exploration needs and the localization uncertainty of the UAV.

Considering the position uncertainty in the planning algorithm consists of finding a path in the belief space (Section 2.6) such that motion increases information from sensing to reduce pose uncertainty of the robot with respect to the environment [21]. Planning under uncertainty lends to the use of a dual-layer architecture; where the first layer predicts all the possible outcomes and the second layer determines the best action to take [22]. For mobile robot path planning, Prentice et al. [23] presented a revised Probabilistic Road Map (PRM) [24], called Belief Road Map, where they fuse the predicted estimated position uncertainty into the planning process. In this work, the trajectory was designed with respect to the location of pre-deployed ranging radio beacons in order to reduce the position uncertainty while traversing from a start to a goal location. A
belief space planning problem is often formulated as a Partially Observable Markov Decision Process (POMDP) [25], which is characterized by a high computational cost. Agha-mohammadi et al. proposed a feedback-based information road map (FIRM) [26] that generalizes the PRM to take into account motion and sensing uncertainties. Similarly to [26] the approach presented in this dissertation, used an Extended Kalman Filter (EKF) to approximate the robot belief dynamics and propagate the belief space \( b \equiv (\hat{x}^+, P) \). The same authors also leveraged the low computational FIRM algorithm to cope with a dynamically changing environment including the kidnapped robot problem [27]. Differently, this dissertation focuses more on robust localization subject to environment understanding. This choice has been made due to the fact that a subterranean search and rescue scenario is not often subject to dynamic changes.

1.2 Research Objectives

It is clear, that robot localization in an unknown environment is crucial for any task or achievement the robot needs to perform. Planning in the belief space helps, from a decision-making standpoint, to pick the path with more information gathering, but it is still subject to a certain degree of uncertainty due to sensor model errors, noisy measurements, and a non-perfect model of the UAV kinematics. For this reason, this research focuses on the following objectives:

- develop a full autonomous system composed by a UGV and UAV for underground exploration
- develop a simulator for path planning and localization testing before they are deployed on the real system
- develop a path planning algorithm that propagates the belief state of the UAV to incorporate
uncertainties in the decision making process

- develop a machine learning based planning algorithm that is capable to predict how the environment conditions affects the sensor measurements

At the beginning of the project, the focus was on building a belief space planning algorithm using mainly the UGV resources and sensors. Since this dissertation aims to investigates how the algorithm can be affected by sensor’s models and environment condition, a later addition of a stereo camera, for VIO purposes is considered and described in Section 3.4. As VIO guarantees a more consistent and available UAV full pose measurement update for a more robust localization, it can also be more affected by the environment condition since it travels with the UAV. The introduction of VIO substantially improves the UAV localization and as in [28], where they used a variation of an extended Kalman filter characterized by a sliding window of poses and fused probabilistic constraints through new observations. On the other hand they did not conduct any study regarding how environment conditions could affect the VIO.

1.3 Literature Review

Extensive research in visually degraded environments (dark) has been conducted by Alexis et al. using a perception system that included a near–infrared stereo camera system, flashing LEDs, inertial sensors, and a 3D depth sensor to compute visual–inertial odometry and dense mapping [8]. The same authors also adopted a Long Wave Infrared thermal vision which is unaffected by darkness and can penetrate most obstructions such as smoke, dust, fog [29, 30]. They opted to use the full radiometric information instead of the rescaled thermal camera data to improve the UAV’s VIO.
On the other hand, when the environment is a mix of dark, dusty, or lighted areas, the previous approaches might not result in the best choice. This dissertation investigates how machine learning can help a path planning algorithm to recognize areas that affect the UAV’s localization and at the same time to better estimate the sensors and dynamic models. As it is easy to understand when a visual camera could be affected by dark or dusty areas, a Light Detection And Ranging (LiDAR) sensor depends more on the wavelengths at which it operates. Since dust particles are normally characterized by a larger dimension than the LiDAR wavelength they could heavily affect the sensor from capturing its surroundings [31].

For the mentioned reasons, it is important to consider how the belief space planning could be affected by the sensor models and the environment. Most of the studies concerning the belief space often take into consideration the uncertainties related to the observations provided by sensors. To make the planning algorithm more robust, it is important to understand how the sensor measurements are affected by the environment conditions. For this reason, the proposed approach consists of investigating how a supervised learning, such as the Gaussian Process (GP) regression, can learn the input-output mappings from the empirical data [32]. As GP regression is assumed to use noise-free input, McHutchon et al. proposed a GP framework that can be trained with input and output measurements corrupted by noise [33]. They affirmed that corrupted input measurements will affect more a process with a rapidly variable output [33]. Similarly, this work will use the UAV’s position error to estimate its relationship with the UAV’s position in space. As mentioned, the UAV model approximation does not consider all the non-linearities in its dynamics and a local Gaussian process regression could help in learning these variable as presented in [34]. A more specific example, which could affect the localization, concerns the UAV detection by the UGV sensors (when the UAV exits their field of view) resulting in faulty results from the navigation filter.
For instance, the ultra wide-band ranging radio is a good localization tool that drastically degrades its performance when the UAV is not in the Line of Sight (LOS). As Yang et al. showed, a sparse pseudo-input Gaussian process can mitigate the bias of non-line-of-sight condition [35].

Specifically, this GP-based algorithm does not use approximation of sensors’ model, which can often fail and lead to estimation inconsistency, instead it relies on learning the error models directly from sensor measurements, including the occurrence of outliers as well as missed expected measurements updates.

This supervised learning technique is used to improve the path planning robustness, providing a prediction of the UAV’s localization error along predetermined paths. Adding this information to the algorithm helps to decide the path that minimize the UAV’s position error. This technique, based on training data, provides a more accurate sensor model and its degradation due to environment but also mitigates false sensors readings that could easily drive the algorithm decision. This is possible thanks to the ability of GP to estimate sensor models [36]. Different from a Belief Space Planning (BSP) approach, which lacks in modeling the stochastic dynamics of the sensor’s observations [37], this approach offers the contribution of directly learning environmental factors including measurement outliers and missing measurements that are not accounted for in the BSP. A downside of this approach results in the necessity to provide enough training data in the environment such that the GP is capable to estimate the error model. For this reason, a contribution of this work consists of demonstrating of how a subset of more reliable sensors are used to train the error models of the remaining sensors to expand the potential of this approach.

1.4 **Dissertation Contributions**

The main contributions of this dissertation are as follows:
Contribution 1: The design and development of several localization filters to provide relative localization between the specific set-up system of a UAV and a UGV that cooperatively share information in a centralized manner. Also, the filters were tested and tuned to provide a position estimate of the UAV for close loop feedback for the flight controller. The experimental assessment allowed the realization of the hardware stack (UAV and UGV) as the test-bed of the selected localization filter.

Contribution 2: The development of a high fidelity simulation environment that was used to design, develop and test planning algorithms.

Contribution 3: Design and implementation of a Belief Space Planning (Belief Space Planning (BSP)) algorithm to introduce uncertainty information during the decision making process of the UGV in providing a path to follow to the UAV.

Contribution 4: Design of a machine learning planning algorithm, based on the Gaussian Process regression problem, to create a robust decision in case of sensor failure or degradation due to the environment.

1.5 Dissertation Outline

This dissertation has been organized as follows: Chapter 2 presents a brief overview of the methods and basic tools that are used to develop the UAV planning algorithm; Chapter 3 describes the different versions of the localization filter that was developed for the UAV pose estimation with
field testing results; Chapter 5 presents the autonomous flight using the localization filter solution. Chapter 4 shows the Belief Space path planning algorithm with simulation results and Chapter 6 will present the new GP based path planning algorithm. The last chapter summarize and proposes new ideas to extend the work presented in this dissertation.
This chapter presents some basic tools and methods that are used in this dissertation. Starting from simple UAV dynamic equations to a generic explanation of the Gaussian process and Kalman filters. It also describes the hardware used for field testing and the simulation environment developed for the algorithm testing.
2.1 Quadrotor Kinematics Equations

A quadrotor is generally considered an underactuated system, described with highly non-linear equations of motion. Most of the time it can be approximated using the motion of a six Degree of Freedom (DOF) rigid body that moves in space.

This work mainly focuses on localization and path planning, relying on the low-level control built inside the flight controller. For simplicity the Earth rotation and the Coriolis effect are neglected, therefore two coordinate systems are used to define the space where the Quadrotor will operate:

- $O_b$, or Body Frame, describes the coordinate system centered in the center of mass of the Quadrotor (linked with the body).
- $O_n$, or Navigation Frame, represents the absolute fixed coordinate system with the origin centered in an arbitrary place. This frame is oriented as Forward, Left and Up.

To describe the Quadrotor motion in space the kinematic equations take into account the velocity and position of the body. The state vector is defined as

$$x_{\text{NED}}(k) = [v_N(k), v_E(k), v_D(k), r_N(k), r_E(k), r_D(k)]^T \quad (2.1)$$

where the subscript stands for North East Down (NED), which is a common way to describe airframes in space. The linearized drone kinematics in the discrete time is shown in eq. 2.2 where $\Delta T$
is the system’s sampling time.

\[
x_{\text{NED}} = \begin{bmatrix}
v_N(k+1) \\
v_E(k+1) \\
v_D(k+1) \\
r_N(k+1) \\
r_E(k+1) \\
r_D(k+1)
\end{bmatrix} = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
\Delta T & 0 & 0 & 1 & 0 \\
0 & \Delta T & 0 & 0 & 1 \\
0 & 0 & \Delta T & 0 & 1
\end{bmatrix} \begin{bmatrix}
v_N(k) \\
v_E(k) \\
v_D(k) \\
r_N(k) \\
r_E(k) \\
r_D(k)
\end{bmatrix}
\]

(2.2)

To fully describe the state in the \( \Omega_n \) coordinate system, a static rotation is required. Most important, to transform the state from \( \Omega_b \) to \( \Omega_n \) a transformation matrix, known as Direction Cosine Matrix (DCM), is needed

\[
\text{DCM} = \begin{bmatrix}
\cos \theta \cos \psi & -\cos \varphi \sin \psi + \sin \varphi \sin \theta \cos \psi & \sin \varphi \sin \psi + \cos \varphi \sin \theta \cos \psi \\
\cos \theta \sin \psi & \cos \varphi \cos \psi + \sin \varphi \sin \psi \sin \theta & -\sin \varphi \cos \psi + \cos \varphi \sin \theta \sin \psi \\
-\sin \theta & \sin \varphi \cos \theta & \cos \varphi \cos \theta
\end{bmatrix}
\]

(2.3)

where \( \varphi, \theta \) and \( \psi \) are the measured angle of roll, pitch and yaw respectively. In this work, the DCM will often be referred to as \( \text{C}_n^b \) to determine the rotation from the body to the navigation frame.

### 2.2 Kalman Filter

One of the most used and well-known state observers is the Kalman Filter (KF) [38]. Being an optimal observer it is a very powerful tool able to estimate past, present and future states of a non-precisely known model [39]. Considering a linear discrete-time system subject to the differential
equation
\[ x_{k+1} = A_k x_k + B u_k + w_k \]  
where \( w_k \) describes the process noise and \( x \in \mathbb{R}^n \) is the state of the model, which is subject to a measurement \( z \in \mathbb{R}^m \) of the form
\[ z_k = H_k x_k + v_k \]  
with \( v_k \) being the measurement noise. These noise variables, to guarantee optimality, are assumed to be white noises, independent and with normal probability distribution \[ 39 \]
\[ p(w) \sim \mathcal{N}(0, Q), \]  
\[ p(v) \sim \mathcal{N}(0, R). \]  
The state estimation process uses two fundamental steps, a prediction where the filter propagates the current state and the error covariance in the next time-step creating a so called a priori estimate, and a measurement update where information from a measurement is used to refine the prediction, having the a posteriori estimate. The first step or prediction is described by the following equation, where the state is propagated to the next step using the only knowledge of the system’s model
\[
\begin{align*}
\hat{x}_{k+1|k} &= A_k \hat{x}_{k|k} + B u_k + w_k \\
\hat{y}_k &= H_k \hat{x}_{k|k}
\end{align*}
\]  
\[ P_{k+1|k} = A_k P_{k|k} A_k^T + Q_k \]  
\[ 14 \]
The second step uses the measurement update to re-evaluate the a priori estimate and to produce the a posteriori and more precise state estimate.

\[
K_k = P_{k+1|k} H_k^T (H_k P_{k+1|k} H_k^T + R_k)^{-1}
\]

\[
\hat{x}_{k+1|k+1} = \hat{x}_{k+1|k} + K_k (z_k - \hat{y}_k)
\]

\[
P_{k+1|k+1} = (I - K_k H_k) P_{k+1|k}
\]

During the a posteriori step, the \(K_k\) represent the optimal Kalman Gain, the \(\hat{x}_{k+1|k+1}\) is the a posteriori estimation and \(P_{k+1|k+1}\) is the updated error covariance.

### 2.3 Extended Kalman Filter

A vast majority of the dynamic systems are described by non-linear differential equations and to achieve state estimation the Kalman filter needs to be modified to guarantee similar results than with linear systems. The **EKF** is a Kalman filter that linearizes around the current mean and covariance \([39]\). A non-linear system is described as

\[
\begin{align*}
\dot{x}_{k+1} &= f(x_k, u_k, w_k) \\
y_k &= h(x_k, v_k)
\end{align*}
\]

and a measurement \(z_k \in \mathbb{R}^m\).

As shown in the previous section the EKF, similarly to the KF, consists in two steps. The first, or
prediction

\[
\begin{aligned}
\hat{x}_{k+1|k} &= f(\hat{x}_{k|k}, u_k) \\
\hat{y}_k &= h(\hat{x}_{k|k})
\end{aligned}
\]  

(2.14)

\[ P_{k+1|k} = F_k P_{k|k} F_k^T + Q_k \]  

(2.15)

where \( F_k \) being the linearization around the equilibrium point of the system 2.13 described as

\[ F_k = \frac{\partial f}{\partial x} \bigg|_{\hat{x}_{k|k}, u_k} \]  

(2.16)

The second step, or update is similar to the KF

\[ K_k = P_{k+1|k} H_k^T (H_k P_{k+1|k} H_k^T + R_k)^{-1} \]  

(2.17)

\[ \hat{x}_{k+1|k+1} = \hat{x}_{k+1|k} + K_k (z_k - \hat{y}_k) \]  

(2.18)

\[ P_{k+1|k+1} = (I - K_k H_k) P_{k+1|k} \]  

(2.19)

where \( H_k \) is the linearization of the system's output function

\[ H_k = \frac{\partial h}{\partial x} \bigg|_{\hat{x}_{k|k}} \]  

(2.20)

The extended Kalman filter will be extensively used in the following chapters for the UAV position localization.
2.4 **Real World Scenario System Set-Up**

As previously mentioned, the UGV is entitled to carry most of the heavy sensors and computing power therefore, the drive chassis Husky by Clearpath Robotics was chosen [40]. The main sensors, carried by the UGV for cooperative localization, consist of a Velodyne VLS-128 channels 3D LiDAR with a Field of View (FOV) of -25 +15 degree and a range of 300 meters. The 3D LiDAR, which is needed to provide a map of the environment and for SLAM purposes, is tilted 15 degrees up to increase the UAV detection zone. To measure the UGV-UAV distance an Ultra Wide-Band (UWB) (DWM-1001) ranging radio is used, which provides a measurement at 10 Hz. Finally, a FLIR camera with a fisheye lens is mounted upward to detect the UAV. The UGV, equipped with heavier sensors and higher capacity batteries, has the task of fusing the sensor data, including the one sent by the UAV, and provide the drone pose along with the planning algorithm. Figure 2.4.1 shows the Husky chassis with a list of the onboard sensors.

The UAV is built using a custom frame and it is equipped with the Holybro PixHawk4 (PX4) flight controller and a modified version of the PX4 Firmware [41] that supported additional sensors such as a higher quality IMU and a laser altimeter. This open-source firmware allows a wide range of implementation and testing. The flight controller is linked with an Nvidia Jetson TX1 as a companion computer, which has the task of running the Ubuntu 16.04 operating system and the Robot Operating System (ROS) [42] to send and receive data from the UGV through the Mavlink protocol. The UAV’s IMU has been improved with the addition of an Analog Devices ADIS 16495-2 IMU. The UAV is also capable of a reliable altitude measurement thanks to a LidarLite laser altimeter mounted on its bottom. To conclude an Intel RealSense T265 depth camera is positioned in front
of the UAV for VIO purposes as shown in Figure 2.4.2. Developing and assembling the hardware always results a slow process. The many components and factors that need to work together make this process challenging. A key factor for the team of robots consisted of developing the network and communication protocol that guaranteed the exchange of information between the two agents. Also, when dealing with a multi-agent setup, it is important to make sure that all the machine are time synchronized. Regarding the assembling of a custom UAV, the weight and the balance of the system heavily impacts the flight performance.
2.5 Simulation Scenario System Set-Up

Experimental setup for research purposes quite often requires the use of new and not certified algorithms or actions that do not always behave as expected. To reduce failures, a simulation environment is the best option to perform preliminary tests. Also, the flexibility of a simulated environment, not only reduces risks and costs but allows changes in the scenario (e.g., light conditions, visibility, obstacles, etc.) in a very easy manner. Using the PX4 stack [41] and ROS [42] in both the real world scenario and the simulator, allows an easy transition of any software developed from the
simulator to the hardware. This is possible thanks to the PX4 Firmware which includes a Software in the Loop (SITL) version that “mirrors” the real flight controller.

The simulated scenario is developed in Gazebo [43] and it similarly replicates the real test environment where the team UGV-UAV will be deployed, shown in Figure 2.5.1. Following a list of the main packages used in the simulator:

- **MAVROS**: translate the Mavlink communication protocol in ROS language [44]

- **PX4 Firmware**: simulate a quadrotor using the same firmware on board of the real flight controller

- **Velodyne simulator**: a package that simulates the Velodyne Lidar products in Gazebo and

---

**Figure 2.5.1**: Simulation environment developed in the Gazebo software.
ROS giving access to their point cloud

- **Husky simulator**: allows to simulate the Husky stack in a Gazebo world

- **Octomap**: creates an occupancy map, of the environment using voxels [45].

- **VIO package**: performs visual inertial odometry using a sequence of stereo images.

These “off the shelf” packages have been modified to match the research needs, specifically the Velodyne simulator was updated to provide 128 channels and it was connected to the husky simulator to resemble the hardware configuration. Specific packages, such as the graph generator that provides the possible paths were also developed for planning algorithm and it will be presented in the next chapters.

![Point cloud visualization provided by the Velodyne simulator](image)

**Figure 2.5.2**: Point cloud visualization provided by the Velodyne simulator
Figure 2.5.3: Octomap of the environment with the 3D voxels for the occupied space

Figure 2.5.2 represents the point cloud generated by the Velodyne LiDAR, which is the input to the ROS Octomap [45] package. This generates a 3D occupancy volume (i.e., an octree) of the environment as shown in Figure 2.5.3. To better represent how the simulation and the software share the data the diagram in Figure 2.5.4 show how each part of the simulation provides and accesses data.

2.6 BELIEF SPACE

In this section, a general idea of belief space is described. To allow a robot to navigate autonomously, it has to deal with uncertainties coming from an unknown or changing environment, unmodeled dynamics, unpredicted external forces, and especially noisy sensor measurements which are the key tools to understand the surroundings [46]. Since information gathering for an autonomous robot is crucial for its autonomy, the act of considering uncertainties during the planning process means to reduce, at best, the loss of that information exploring the state space where it is maximized [46]. For the robot to optimize its information loss, it has to estimate its state over a set of possible states, called belief states, that lies inside the Belief Space [46]. The belief space considers noisy
Figure 2.5.4: Diagram representation of the information flow within the simulation. Each block provides data through the green arrows and access information from the red arrows.

observations of the non-linear system at the time \( t \) of the form

\[
z_t = g(x_t) + \omega
\]  

(2.21)

where \( x_t \) is the system state and \( \omega \) is the zero-mean Gaussian noise with state covariance \( W_t \).

The belief state results as the Probability Density Function (PDF) over the robot’s state \( P(x) \) and
it is generally updated using Bayesian filtering as

\[ P(x_{t+1}) = P(z_{t+1}|x_{t+1}) \int_x P(x_{t+1}|x, u_t)P(x)dx. \] (2.22)

For Gaussian belief state [37] an ‘EKF is used for the belief update with the covariance matrix \( \Sigma_t \) update as

\[ \Sigma_{t+1} = \Gamma - \Gamma C_t (C_t \Gamma C_t^T + W_t)^{-1} C_t \Gamma \] (2.23)

where \( \Gamma_t = A_t \Sigma_t A_t^T \) and \( A_t, C_t \) being the Jacobian matrices of the system dynamics linearized around the mean \( \bar{x}_t \) updated as

\[ \bar{x}_{t+1} = f(\bar{x}_t, u_t) + \Gamma_t C_t^T (C_t \Gamma C_t^T + W_t)^{-1} (\hat{z}_t - \bar{z}_t) \] (2.24)

An advantage of this approach consists of better options for decision making and planning, while the disadvantage concerns the computation complexity of the algorithm.

### 2.7 Gaussian Process Regression Problem

For this research work, a supervised learning regression problem will be formulated. Differently from a classification problem, a regression concerns the prediction of continuous quantities [32]. A Gaussian Process can be described as a distribution over functions [32].

**Definition 1** A Gaussian process is a collection of random variables, any finite number of which have a joint Gaussian distribution [32].
A GP is fully described by a mean and a covariance function.

\[ m(x) = \mathbb{E}[f(x)] \]  
(2.25)

\[ k(x, x') = \mathbb{E}[(f(x) - m(x))(f(x') - m(x'))] \]  
(2.26)

where \( m(x) \) represents the mean function and \( k(x, x') \) the covariance function of a real process \( f(x) \) \[32\]. The Gaussian Process is described as

\[ f(x) \sim \mathcal{GP}(m(x), k(x, x')) \]  
(2.27)

A training set \( D \) of \( n \) observations is defined as \( D = \{(x_i, y_i) | i = 1, \ldots, n\} \), where \( x \) is the input vector and \( y \) denotes a scalar output. In the regression problem the outputs are real values and the goal is to make inference about the input-output relationship given the set \( D \). Definition 1 implies that for any given set of inputs \( \{x_1, \ldots, x_n\} \), the corresponding random variables \( \{f(x_1), \ldots, f(x_n)\} \) have a \( n \)-dimensional normal distribution

\[ p(f(x_1), \ldots, f(x_n) | x_1, \ldots, x_n) = \mathcal{N}(m, k) \]  
(2.28)

where \( m \) and \( k \) are expressed in eq. 2.25 and in eq. 2.26 respectively \[47\]. More details about Gaussian Process regression can be found in \[32\].
2.8 Concluding Remarks

This chapter introduced some of the tools used to develop the localization filter and the planning algorithm presented in the next chapters. This general introduction is the foundation to better understand the process and the ideas involved in this dissertation.
This chapter is based on the cooperative localization algorithm described in “Field-Testing of a UAV-UGV Team for GNSS-Denied Navigation in Subterranean Environments” [12] which will be addressed as of version 1.0. Also two more modifications of it will be presented in this chapter.
3.1 **Chapter Motivation**

Robot localization is fundamental for its autonomy. A robot needs to know its location with respect to its surroundings to be able to take actions to reach its goal, accomplish tasks, avoid obstacles, etc. As pointed in chapter 1 when dealing with challenging environments like an underground tunnel, a GNSS-denied approach need to be taken into consideration. For this reason, the team UGV-UAV described in Section 2.4 cooperates to determine the UAV position with respect to the still UGV, and actuate the planning algorithm presented in the next chapter.

3.2 **Localization Algorithm Version 1.0**

3.2.1 **Filter description**

The main task of the UGV is to produce a preliminary map of the environment and to contribute to the drone localization once it is deployed. For simplicity, this first step is assumed to be already performed and the UAV has a full environment map available for autonomous flight. In this first step, where the environment is fully explored, the UAV contribution consists in offering an “eye in the sky” prospective for search and rescue purposes [12]. This localization filter design of used for estimating the UAV’s position, relative to the UGV, is available for the entire desired flight with the goal of using it as position feedback for the flight controller. Therefore, to ensure a reliable localization, a navigation planner is required and it needs to take into account sensor uncertainties and sensor fields of view. Figure 3.2.1 shows an overview of the GNSS-denied navigation approach adopted.
Error-state Extended Kalman Filter

In this first version, all the sensor measurements are fused using an error-state EKF. Among the six sensors, the UAV’s onboard inertial navigation is used to predict the navigation state with a 50 Hz update rate. The other five sensors, which are asynchronous, provide updates when they are available and at different rates. For instance, the LiDAR and the upward-facing camera’s field of views are almost complementary with a small intersection between the two, and for this reason the two sensors do not always provide a measurement at the same time. As such, the EKF must be able to process any sub-set of measurement updates as they are available [12]. The UAV state vector consists of its attitude, position, and velocity in the navigation frame (NED), whose origin
is centered at the UGV and it is described in eq. 3.1.

\[ \dot{x} = [\phi^n_b, \theta^n_b, \psi^n_b, v_N, v_E, v_D, r_N, r_E, r_D]^T \]  

(3.1)

However, because the inertial navigation is used as the navigation model the error-state EKF needs to estimate also the small deviations ($\delta$) of the UAV IMU sensor accelerometer biases ($b_a$) and rate gyroscope biases ($b_g$), as listed in eq. 3.2,

\[ \delta\dot{x} = [\gamma(1)_b^n, \gamma(2)_b^n, \gamma(3)_b^n, \delta v_N, \delta v_E, \delta v_D, \delta r_N, \delta r_E, \delta r_D, b_{ax}, b_{ay}, b_{az}, b_{gx}, b_{gy}, b_{gz}]^T \]  

(3.2)

where $\gamma^n_b$ represents the small-angle attitude error. The sensors that are not constrained by FOV and “always” provides updates according to their frequencies are

- UWB ranging measurement between the UAV and UGV at 10 Hz
- laser altimeter onboard the UAV at 10 Hz

and the ones that depend on the UAV being in the respective field of view

- LiDAR measurement at 5 Hz
- Fish-eye camera at 10 Hz

One more constraint on the UAV motion is added to the EKF when it is believed to be hovering triggering a zero-velocity update.

**DETAILS OF THE EKF**

The inertial navigation is based upon the error-state formulation within the North-East-Down navigation frame that is outlined in Groves \[48\], but for simplicity the contributions of the Earth’s
rotation and craft-rate terms within the Inertial Navigation Systems (INS) mechanization were ignored. Therefore, the attitude update is given as

\[
\hat{C}_{b,k+1|k}^n = \hat{C}_{b,k|k}^n \left( \mathbf{I}_{3 \times 3} + \Omega^b_i \delta t \right) + w_{3 \times 1, att}\tag{3.3}
\]

where \( \hat{C}_{b,n}^n \) is the rotation matrix between the navigation frame and body frame, \( \Omega^b_i \) is the skew-symmetric matrix with terms defined by the IMU rate gyros (\( p \) - roll rate, \( q \) - pitch rate, and \( r \) - yaw rate) as shown in Eq. 3.4 [48], \( w_{3 \times 1, att} \) is attitude integration process noise, and \( \delta t \) is the IMU sampling rate.

\[
\Omega^b_i = \begin{bmatrix}
0 & -r & q \\
- q & 0 & -p \\
- p & p & 0
\end{bmatrix} \tag{3.4}
\]

As previously mentioned in 2.1 the Coriolis terms were neglected and the velocity update transforms the IMU’s specific force measurements from the body-frame to the navigation frame, accounts for the acceleration due to gravity, and integrates over time, as shown in Eq. 3.5,

\[
\begin{bmatrix}
\hat{v}_N \\
\hat{v}_E \\
\hat{v}_D
\end{bmatrix}_{k+1|k} = \begin{bmatrix}
\hat{v}_N \\
\hat{v}_E \\
\hat{v}_D
\end{bmatrix}_{k|k} + \hat{C}_{b,k+1|k}^n \begin{bmatrix}
a_x \\
a_y \\
a_z
\end{bmatrix} + \begin{bmatrix}
0 \\
0 \\
g
\end{bmatrix} \delta t + w_{3 \times 1, ref}\tag{3.5}
\]
where $w_{3\times 1,\text{vel}}$ is the velocity integration process noise. The position estimates are updated by simply integrating the velocity estimates using trapezoidal integration [12],

$$
\begin{bmatrix}
\hat{r}_N^{k+1|k} \\
\hat{r}_E^{k+1|k} \\
\hat{r}_D^{k+1|k}
\end{bmatrix} =
\begin{bmatrix}
\hat{r}_N^{k|k} \\
\hat{r}_E^{k|k} \\
\hat{r}_D^{k|k}
\end{bmatrix} +
\begin{bmatrix}
\hat{v}_N^{k|k} \\
\hat{v}_E^{k|k} \\
\hat{v}_D^{k|k}
\end{bmatrix}
\frac{\Delta t}{2} + w_{3\times 1,\text{pos}}
$$

(3.6)

where $w_{3\times 1,\text{pos}}$ is the assumed position integration process noise. Finally, all of the IMU sensor biases, are updated assuming random-walk as in equation 3.7.

$$b_{k+1|k} = b_{k|k} + w_{3\times 1,\text{bias}}
$$

(3.7)

The linearized error-state dynamics are given by Eq. 3.8,

$$F_{\text{INS}} =
\begin{bmatrix}
0_{3\times 3} & 0_{3\times 3} & 0_{3\times 3} & 0_{3\times 3} & \hat{C}_{P_{k+1|k}}^w \\
0_{3\times 3} & \begin{bmatrix} a_x \\
a_y \\
a_z \end{bmatrix} & 0_{3\times 3} & \hat{C}_{P_{k+1|k}}^w & 0_{3\times 3} \\
0_{3\times 3} & I_{3\times 3} & 0_{3\times 3} & 0_{3\times 3} & 0_{3\times 3} \\
0_{3\times 3} & 0_{3\times 3} & 0_{3\times 3} & 0_{3\times 3} & 0_{3\times 3} \\
0_{3\times 3} & 0_{3\times 3} & 0_{3\times 3} & 0_{3\times 3} & 0_{3\times 3}
\end{bmatrix}
$$

(3.8)
where ^ indicates the skew-symmetric matrix of a vector. The error-state transition matrix, expanded to first order, is given in Eq. 3.9.

\[
\Phi_{\text{INS}} = I_{15 \times 15} + F_{\text{INS}} \delta t
\]  

(3.9)

The laser altimeter transmits the altitude measurement to the UGV through UDP protocol and it is assumed to measure with respect to a flat ground. Because the UAV is meant to slowly patrol the environment, small angles of pitch and roll are also assumed, therefore this measurement, taking into consideration the UAV’s orientation, is shown in Eq. 3.21 whose observation model is given in Eq. 3.11.

\[
\hat{z}_{\text{Alt}} = -\hat{r}_D \cos(\theta)\cos(\phi) + v_{\text{alt}}
\]  

(3.10)

\[
H_{\text{alt}} = \begin{bmatrix}
0_{1 \times 8} & \frac{1}{\cos(\theta)\cos(\phi)} & 0_{1 \times 6}
\end{bmatrix}
\]  

(3.11)

The measurement error-covariance of the altimeter measurement was assumed to be \( v_{\text{alt}} \sim \mathcal{N}(0, 10\text{cm}) \), given the an error of ±10cm [12].

The 3D LiDAR produces a point cloud that represents all the surfaces hit by a beam of light, and each point corresponds to the position in space, with respect to the sensor, of the surface’s part hit. With this same process the relative position of the UAV can be determined by the cluster of points that reflects its frame. To determine this cluster a technique developed by Bogoslavsyi and Stanchness [49, 50] is adopted, and when the UAV is found its position corresponds to the
cluster’s centroid. This is used as a measurement updated in the error-state EKF (Eq. 3.35) with the linearized observation sensitivity matrix as given in Eq. 3.13.

\[
\hat{z}_{\text{LiDAR}} = \begin{bmatrix}
\hat{r}_N \\
\hat{r}_E \\
\hat{r}_D
\end{bmatrix} + v_{3 \times 1, \text{LiDAR}}
\] (3.12)

\[
H_{\text{LiDAR}} = \begin{bmatrix}
0_{3 \times 6} & -I_{3 \times 3} & 0_{3 \times 6}
\end{bmatrix}
\] (3.13)

The assumed measurement error-covariance for the LiDAR position updates is

\[
v_{\text{LiDAR}} \sim \mathcal{N}(0_{3 \times 3}, I_{3 \times 3} 10\text{cm}) [12].
\]

The fish-eye camera tracks the UAV using the OpenCV library [51, 52] and the center of the bounding box is considered to be the UAV’s position estimate in the image pixel frame as shown in Figure 3.2.2.

From the pixel frame, the UAV location is transform in a LOS unit vector according to the Scaramuzza fish-eye camera calibration model [53]. The error-state EKF is then updated with the unit vector observation model described in Eq. 3.14,

\[
\hat{z}_{\text{cam}} = \begin{bmatrix}
\hat{r}_N \\
\hat{\rho}_{\text{UAV}} \\
\hat{\rho}_{\text{UGV}} \\
\hat{r}_D \\
\hat{\rho}_{\text{UAV}} \\
\hat{\rho}_{\text{UGV}}
\end{bmatrix} + v_{3 \times 1, \text{cam}}
\] (3.14)
Figure 3.2.2: Sample of the UAV camera tracking process.

where $\hat{\rho}_{UAV} = \sqrt{\hat{r}_N^2 + \hat{r}_E^2 + \hat{r}_D^2}$ is the estimated range of the UAV from the frame origin centered
at the UGV [12]. The LOS vector’s observation sensitivity matrix, \( H_{\text{cam}} \), is given by Eq. 3.15.

\[
H_{\text{cam}} = \begin{bmatrix}
0_{1 \times 6} & -\left( \frac{r_1^2 + r_2^2}{(\hat{\rho}_{\text{UGV}}^{\text{UAV}})^3} \right) & \frac{\rho_{\text{UAV}}}{(\hat{\rho}_{\text{UGV}}^{\text{UAV}})^3} & \frac{\rho_{\text{D}}}{(\hat{\rho}_{\text{UGV}}^{\text{UAV}})^3} & 0_{1 \times 6} \\
0_{1 \times 6} & \frac{\rho_{\text{N}}}{(\hat{\rho}_{\text{UGV}}^{\text{UAV}})^3} & -\left( \frac{r_1^2 + r_2^2}{(\hat{\rho}_{\text{UGV}}^{\text{UAV}})^3} \right) & \frac{\rho_{\text{UAV}}}{(\hat{\rho}_{\text{UGV}}^{\text{UAV}})^3} & 0_{1 \times 6} \\
0_{1 \times 6} & \frac{\rho_{\text{D}}}{(\hat{\rho}_{\text{UGV}}^{\text{UAV}})^3} & \frac{\rho_{\text{N}}}{(\hat{\rho}_{\text{UGV}}^{\text{UAV}})^3} & -\left( \frac{r_1^2 + r_2^2}{(\hat{\rho}_{\text{UGV}}^{\text{UAV}})^3} \right) & 0_{1 \times 6}
\end{bmatrix}
\] (3.15)

The measurement error-covariance for the LOS unit vector reported by the camera tracking algorithm was \( \nu_{\text{cam}} \sim \mathcal{N}(0_{3 \times 3}, I_{3 \times 3} 0.1) \) [12].

The distance between the UGV and the UAV is available through the UWB. This ranging measurement is also used in the LiDAR cluster algorithm to reduce the possible candidate cluster for the UAV localization. Being the range measurement also an observation for the error-state EKF, it is modeled as in Eq. 3.25,

\[
\hat{z}_{\text{UWB}} = \hat{\rho}_{\text{UAV}} + \nu_{\text{UWB}}
\] (3.16)

and the observation sensitivity matrix is given as in Eq. 3.17.

\[
H_{\text{UWB}} = \begin{bmatrix}
0_{1 \times 6} & -\frac{1}{\rho_{\text{UGV}}} & -\frac{1}{\rho_{\text{UGV}}} & -\frac{1}{\rho_{\text{UGV}}} & 0_{1 \times 6}
\end{bmatrix}
\] (3.17)

The measurement error-covariance of the UWB measurement was assumed to be \( \nu_{\text{UWB}} \sim \mathcal{N}(0, 10cm) \).

3.2.2 Version 1.0 results

The localization algorithm described in section 3.2 has been experimentally tested off-line while the UAV was remotely piloted. This test was conducted inside a wind tunnel facility approximately
5-m x 5-m square and a length of 36 meters, with a motion capture system (VICON) mounted close to the ceiling that was used as ground truth to compare the results. A visual example of the LiDAR clustering result compared with the full error-state EKF output is shown in Figure 3.2.3.

![Figure 3.2.3](image-url): Example UAV position estimate at a single epoch (blue bounding box, LiDAR estimate, red bounding box EKF estimate) shown alongside the LiDAR pointcloud in a wind-tunnel facility of dimensions 5 m wide, 5 meter height and 36 m long.
Multiple flights have been conducted and Figure 3.2.4 shows the navigation filter performances of Flight 2 compared with the ground truth solution.

**Figure 3.2.4:** Example UAV position estimation performance against VICON reference solution for Flight 2.
The position error was estimated for each flight between the localization filter results and the ground truth according to the Eq. 3.18,

$$error_{3D} = \sqrt{(\hat{r}_E - r_{E,Vicon})^2 + (\hat{r}_N - r_{N,Vicon})^2 + (\hat{r}_D - r_{D,Vicon})^2}$$  \hspace{1cm} (3.18)

Table 3.2.1 shows the navigation filter performance for each flight which have similar duration and kind of maneuvers. Given the size of the testing facility, the results obtained with this first version are too large to be considered as a position feedback solution for the flight controller.

### 3.3 Localization Algorithm Version 2.0

#### 3.3.1 Filter Description

The first version of the localization filter laid the basis for a more reliable and accurate version that is referred to as version 2.0. As the structure of the EKF is mainly unchanged from version 1.0, the UAV state vector is reduced to the drone kinematic. The state vector consists of the UAV velocity and position in a local North-East-Down, navigation frame, whose origin is centered at the UGV.
position.

\[
\mathbf{x} = [v_N, v_E, v_D, r_N, r_E, r_D]^T
\]  

(3.19)

The error-state of the Extended Kalman Filter, estimates small perturbations \((\delta)\) from the unknown true state vector (3.19) as listed in equation (3.20),

\[
\delta\mathbf{x} = [\delta v_N, \delta v_E, \delta v_D, \delta r_N, \delta r_E, \delta r_D]^T
\]  

(3.20)

For the altimeter, an absolute distance to the ground is measured from a sensor that is mounted in a fixed orientation on the UAV’s body. This yields a measurement model that depends upon the UAV’s altitude.

\[
\dot{z}_{\text{alt}} = -\frac{-r_D}{\cos(\theta)\cos(\phi)} + v_{\text{alt}},
\]  

(3.21)

For this measurement, the covariance matrix is assumed to be \(R_{\text{alt}} = \sigma_{\text{alt}}^2 = 0.01 \text{ [m}^2\text{]}\) and the Jacobian of the observation model is given as:

\[
H_{\text{alt}} = \begin{bmatrix} 0_{1.5} & -\frac{1}{\cos(\theta)\cos(\phi)} \end{bmatrix}
\]  

(3.22)

In equation (3.22) the UAV’s pitch \(\phi\) and roll \(\theta\) are estimated from the UAV’s IMU during the belief-state propagation process. The resulting altimeter error covariance matrix update \(P_{k|k}\) is given as

\[
P_{k|k} = (I_6 - KH_{\text{alt}})P_{k|k-1}^{-1} (I_6 - KH_{\text{alt}})^T + KR_{\text{alt}}K^T
\]  

(3.23)
where\( K = (P_{k|k-1}H^T (R_{alt} + H_{alt}P_{k|k-1}H_{alt}^T)^{-1} \) is the Kalman gain and \( I_6 \) is the identity matrix with the subscript dimension. Consequently the error-state update is

\[
\hat{\delta x}_{k|k} = \hat{\delta x}_{k|k-1} + K(\hat{z}_{alt} - \hat{r}_D).
\] (3.24)

The UWB ranging radio measurement is modeled as

\[
\hat{z}_{UWB} = \hat{d} + v_{uwb}
\] (3.25)

with the following observation model

\[
H_{uwb} = \begin{bmatrix}
0 & -\frac{\hat{r}_{Nk|k-1}}{d} & -\frac{\hat{r}_{Ek|k-1}}{d} & -\frac{\hat{r}_{Dk|k-1}}{d}
\end{bmatrix}
\] (3.26)

where \( d \) is the estimated distance between the UAV and UGV.

\[
\hat{d} = \left\| \begin{bmatrix}
\hat{r}_{Nk|k-1} & \hat{r}_{Ek|k-1} & \hat{r}_{Dk|k-1}
\end{bmatrix} \right\|_2
\] (3.27)

This yields the following error-covariance update.

\[
P_{k|k} = (I_6 - KH_{uwb})P_{k|k-1}^{-1} (I_6 - KH_{uwb})^T + KR_{uwb}K^T
\] (3.28)
For the state transition model, under the assumptions of constant velocity dynamics, the state transition matrix $\Phi$ is modeled, using simple kinematics, as

$$\Phi = \begin{bmatrix} I_3 & 0_{3,3} \\ I_3 \cdot T_s & I_3 \end{bmatrix},$$

and the error covariance matrix update as

$$P_{k|k} = \Phi P_{k|k-1} \Phi^T + Q$$

where $Q$ is the assumed covariance matrix for process noise and $T_s$ is the update rate (sampling time) of 50Hz.

$$Q = \begin{bmatrix} 0.01 & 0 & 0 & 0 & 0 \\ 0 & 0.01 & 0 & 0 & 0 \\ 0 & 0 & 0.01 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix}$$

The previous updates are considered to always occur to the exact update rate. As we mentioned before, for the LiDAR and the fish-eye camera updates will occur only if the UAV is in their FOV. The measurement update provides an estimate of the unit vector that points to the UAV with respect to the UGV

$$\hat{z}_{cam} = \begin{bmatrix} \frac{p_y}{d} \\ \frac{p_x}{d} \\ \frac{p_z}{d} \end{bmatrix} + n_{3 \times 1,cam}$$
and the camera update’s observation model is given as,

\[
H_{\text{cam}} = \begin{bmatrix}
0_{1,3} & -\frac{(\hat{r}_N^2 + \hat{r}_D^2)}{d^3} & \frac{\hat{r}_N}{d^3} & \frac{\hat{r}_N}{d^3} \\
0_{1,3} & \frac{\hat{r}_E}{d^3} & -\frac{(\hat{r}_N^2 + \hat{r}_D^2)}{d^3} & \frac{\hat{r}_E}{d^3} \\
0_{1,3} & \frac{\hat{r}_D}{d^3} & \frac{\hat{r}_D}{d^3} & -\frac{(\hat{r}_N^2 + \hat{r}_D^2)}{d^3}
\end{bmatrix}
\]  

(3.33)

where \(d\) is as equation (3.27) and the covariance matrix update of the form

\[
P_{k|k} = (I_6 - KH_{\text{cam}}) P_{k|k-1}^{-1} (I_6 - KH_{\text{cam}})^T + K(\delta R_{\text{cam}})K^T
\]

(3.34)

with the scale factor \(\delta = \frac{1}{\sin(a)}\), where \(a = \tan^{-1}\left(-\frac{z}{|z|}\right)\).

The LiDAR measurement update provides a position in the 3D space, and as in the version 1.0 results

\[
\hat{z}_{\text{LiDAR}} = \begin{bmatrix}
\hat{r}_N \\
\hat{r}_E \\
\hat{r}_D
\end{bmatrix} + v_{3 \times 1, \text{LiDAR}}
\]

(3.35)

This yields an observation model matrix of

\[
H_{\text{LiDAR}} = \begin{bmatrix} 0_{3,3} & -I_3 \end{bmatrix},
\]

(3.36)

and covariance matrix update of

\[
P_{k|k} = (I_6 - KH_{\text{LiDAR}}) P_{k|k-1}^{-1} (I_6 - KH_{\text{LiDAR}})^T + K(\gamma R_{\text{LiDAR}})K^T
\]

(3.37)

where \(\gamma\) is a scale factor that is based up to the number of LiDAR points that are within the determined UAV bounding box. This version also updated the clustering algorithm for the LiDAR.
measurement updates. As the measurements are provided at a lower frequency than its previous version, not the Point Cloud Library (PCL) [54] provides a more reliable result. This localization filter resulted to be more accurate, in simulation, in providing the UAV position estimate as it is shown in the result section.

3.3.2 Version 2.0 results

This version of the localization filter has been tested in simulation and also on the hardware setup with the VICON system as ground truth for comparisons. Different from version 1.0, version 2.0 was providing the UAV localization estimate in real time. Also, the UAV was flying autonomously a set of waypoints using the Vicon measurements as the position feedback for the flight controller, while in version 1.0 each flight was manned.

The addition of autonomous flight and online localization capabilities allowed a more precise testing and future development described in Chapter 4.1. A sample of the performances this version of the localization filter provided, are shown in Figure 5.4.3.
Figure 3.3.1: Localization filter version 2.0 results during field testing. In red the ground truth, also sent to the flight controller as the feedback position (yellow). In blue the localization solution with different outliers due to the camera and lidar clustering algorithm.

Table 3.3.1: EKF 3D positioning error statistics for the localization filter version 2.0 during flight tests.

<table>
<thead>
<tr>
<th></th>
<th>Duration (s)</th>
<th>RMS (m)</th>
<th>μ (m)</th>
<th>σ (m)</th>
<th>Median (m)</th>
<th>Max. (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_{err}$</td>
<td>82.89</td>
<td>0.4</td>
<td>0.17</td>
<td>0.36</td>
<td>0.06</td>
<td>1.71</td>
</tr>
<tr>
<td>$Y_{err}$</td>
<td>82.89</td>
<td>1.08</td>
<td>0.30</td>
<td>1.041</td>
<td>0.01</td>
<td>4.04</td>
</tr>
<tr>
<td>$Z_{err}$</td>
<td>82.89</td>
<td>0.48</td>
<td>0.12</td>
<td>0.47</td>
<td>0.04</td>
<td>4.09</td>
</tr>
<tr>
<td>$3D_{err}$</td>
<td>82.89</td>
<td>1.25</td>
<td>0.68</td>
<td>1.05</td>
<td>0.24</td>
<td>4.10</td>
</tr>
</tbody>
</table>

As shown in Table 3.3.1, the localization filter version 2.0 perform better than its predecessor. It can be noticed that the Y axis is heavily affected by the outliers measurements but the overall solution was improved compared to the version 1.0. During field testing with the real-world setup, it was noticed that the upward facing camera cluster algorithm would mostly fail and provide several
false positive detection of the drone and for this reason it was removed in the version 3.0.

3.4 **Localization Algorithm Version 3.0**

3.4.1 **Filter description**

The version 3.0 of the localization filter was developed to address some limitations of the Belief Space Planning algorithm that will be addressed in the next chapter. This version only differs from its predecessor for the introduction of a stereo camera on board of the drone for VIO purposes and the removal of the upward facing fish-eye camera. This upgrade was made either in simulation and in real-world scenario to improve the overall UAV localization performances [55]. The UAV has been equipped with an “Intel® RealSense™ Tracking Camera T265”, which is characterized by fisheye stereo vision and internal IMU. This tool provides a continuous velocity update of the UAV to the navigation filter described in Chapter 5 resulting in a more accurate and precise localization. For simulation purposes, the VIO is performed using [56], while in the real-world scenario the “Intel® RealSense™ T265 provides a full pose and velocity of the camera.

As the navigation filter operates the same as in the previous chapter, a new measurement update function is added. VIO measurement estimate results as in Eq. 3.38

\[ \hat{z}_{\text{vio}} = C_b^n \begin{bmatrix} v_{\text{vio}}^x \\ v_{\text{vio}}^y \\ v_{\text{vio}}^z \end{bmatrix} \]  

(3.38)

where \( C_b^n \) is the rotation matrix of the form of eq. 2.3 and \( v_{\text{vio}} \) is the velocity vector provided by the
VIO. The observation model matrix is of the form

\[
H_{\text{vio}} = \begin{bmatrix}
-1 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}
\] (3.39)

and the measurement noise \( \sigma = 0.12 \).

### 3.4.2 Version 3.0 results

In Figure 3.4.1 is shown the results of the navigation filter version 3.0 in a simulation environment and the benefits of the VIO addition. VIO capabilities are adopted for mainly two reasons: first, as

![Figure 3.4.1: Localization filter version 3.0 solution in a simulation environment. In red the filter solution compared with the ground truth in blue.](image-url)
discussed, it provides a more reliable UAV localization, and second, a sensor that is affected by the environmental conditions, such as lighting sources, is added. This addition provides the basis and reasons for the algorithm presented in chapter 6.

It needs to be considered that in simulation some sensor measurements are derived from the absolute UAV position. This helps the localization filter to provide very good performances. On the real hardware and during field testing, results were proved to be less precise as shown in Figure 3.4.2.

**Table 3.4.1:** EKF 3D positioning error statistics for the localization filter version 3.0 during flight tests.

<table>
<thead>
<tr>
<th></th>
<th>Duration (s)</th>
<th>RMS (m)</th>
<th>μ (m)</th>
<th>σ (m)</th>
<th>Median (m)</th>
<th>Max. (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>X&lt;sub&gt;err&lt;/sub&gt;</td>
<td>109.86</td>
<td>0.71</td>
<td>0.43</td>
<td>0.57</td>
<td>0.37</td>
<td>2.03</td>
</tr>
<tr>
<td>Y&lt;sub&gt;err&lt;/sub&gt;</td>
<td>109.86</td>
<td>0.42</td>
<td>0.17</td>
<td>0.38</td>
<td>0.04</td>
<td>1.15</td>
</tr>
<tr>
<td>Z&lt;sub&gt;err&lt;/sub&gt;</td>
<td>109.86</td>
<td>0.35</td>
<td>0.11</td>
<td>0.33</td>
<td>0.09</td>
<td>2.25</td>
</tr>
<tr>
<td>3D&lt;sub&gt;err&lt;/sub&gt;</td>
<td>109.86</td>
<td>0.9</td>
<td>0.73</td>
<td>0.52</td>
<td>0.69</td>
<td>2.40</td>
</tr>
</tbody>
</table>

This discrepancy is mostly due to missed updates or outliers measurements during the field tests. For example, it was noticed that the LiDAR clustering algorithm provided false positive picking the operators. The results shown in Table 3.4.1 highlight the better performance of version 3.0 from the previous two. The results for the 3D position error of the three versions of the localization filter are summarized in Table 3.4.2. The previous table shows how each localization filter

**Table 3.4.2:** 3D positioning error statistics for the three versions of the localization filter.

<table>
<thead>
<tr>
<th></th>
<th>Duration (s)</th>
<th>RMS (m)</th>
<th>μ (m)</th>
<th>σ (m)</th>
<th>Median (m)</th>
<th>Max. (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>v1.0 - 3D&lt;sub&gt;err&lt;/sub&gt;</td>
<td>139.86</td>
<td>2.16</td>
<td>1.37</td>
<td>1.67</td>
<td>0.65</td>
<td>10.75</td>
</tr>
<tr>
<td>v2.0 - 3D&lt;sub&gt;err&lt;/sub&gt;</td>
<td>82.89</td>
<td>1.25</td>
<td>0.68</td>
<td>1.05</td>
<td>0.24</td>
<td>4.10</td>
</tr>
<tr>
<td>v3.0 - 3D&lt;sub&gt;err&lt;/sub&gt;</td>
<td>109.86</td>
<td>0.35</td>
<td>0.11</td>
<td>0.33</td>
<td>0.09</td>
<td>2.25</td>
</tr>
</tbody>
</table>
Figure 3.4.2: Localization filter version 3.0 results field testing. In red the ground truth result form the Vicon system, in yellow the position estimate used as the feedback for the flight controller, and in blue the localization filter position estimate.

was improved at each version iteration. As the overall results are promising, the maximum error is still high enough to consider these results to be used as a feedback solution for the flight controller. Since the environment is to be considered cluttered with obstacle, the overall error must reduce in order to have a safe flight using the localization filter solution.
3.5 Concluding Remarks

This chapter presented the evolution of the localization filter with its three versions. This is the foundation of this work and a necessary step for the implementation of the two planning algorithms with uncertainty discussed in the next chapters.
This chapter presents how the localization filter version 3.0 was used to provide the UAV’s pose estimate to send as feedback to the flight controller such that complete autonomous flight could be achieved.
4.1 **Localization Solution as a Feedback in the Loop for the UAV Position Control**

As described in chapter 2.2, part of this research focused on having an autonomous UAV-UGV team to be able to test the planning algorithms on a real-world scenario. To achieve this high level of autonomy the UAV must have reliable pose feedback to send to the flight controller to perform waypoint navigation. Since the UAV flies in a GNSS-denied environment, the position feedback, first, is provided by a VICON motion capture system. This was helpful to test and tune all three versions of the localization filter. Most of the results discussed in this work assume the UGV to be still in its position.

The UAV/UGV team is considered a multi-agent subset where the UGV acts as the ground station providing the UAV the position feedback. Later the precise VICON solution was substituted by the localization filter version 3.0. Figure 4.1.1 shows how the navigation filter is used in feedback in the loop for the PX4 flight controller to perform waypoints navigation. Tests were conducted in a

![Diagram](image)

**Figure 4.1.1:** Control diagram concept with the localization filter in the feedback loop for the flight controller to perform waypoints navigation
WVU owned facility in Reedsville WV, which is characterized by a wind tunnel equipped with 40+ Vicon tracking cameras. This setup was used first to test the navigation filter, and second as ground truth for performance comparisons. Figure ?? shows the full system in its testing environment.

As mentioned, first the UAV uses a perfect pose from the Vicon system to perform waypoint navi-

Figure 4.1.2: UAV and UGV during the field testing in the WVU wind tunnel facility
gation and it is compared with the navigation filter solution in Figure 4.1.3. After extensive tuning,

the Vicon system is used as ground truth, while the UAV flight controller receives the navigation filter solution as a pose feedback. The results of this test are shown in Figure 4.1.4.

It is easy to address that the solution provided by the localization filter is not robust enough to have precise waypoints navigation. The nature of the testing environment allowed the experimentation of the localization filter as a source of position feedback with a successful and safe flight laying the basis for future tests and improvements. Also, the lack of obstacles and features in the environment heavily affected the localization filter estimation.

Figure 4.1.3: Localization filter version 3.0 results field testing. In red the ground truth result form the Vicon system, in yellow the position estimate used as the feedback for the flight controller, and in blue the localization filter position estimate.
Figure 4.1.4: Localization filter solution used as a position feedback for the PX4 flight controller. In red the ground truth solution, in blue the localization filter version 3.0 solution and in yellow the position sent to the flight controller as the position feedback.

4.2 CONCLUDING REMARKS

This short chapter gave context to the development of the planning algorithm explained in chapter 6, and completed the full autonomy of the system for waypoint navigation. This milestone was a necessary step to be able to test the different planning algorithms in a real-world scenario.
Belief Space Planning Algorithm for space exploration

This chapter is focused on the autonomous navigation planning algorithm for the UAV to accomplish search and rescue tasks. The algorithm fuses sensor data from the UGV and the UAV and
consider their measurement uncertainty to decide which path provides better localization of the UAV. The work presented in this chapter is mainly based on [57].

5.1 Chapter Motivation

As it was explained in section 1.2 and with the use of the navigation filter version 2.0 described in section 3.3 the UAV’s mobility is leveraged to perform the search task. Different from prior belief space planning research, the approach presented in this chapter has a required exploration goal and the UAV’s localization uncertainty must be maintained to an acceptable level during the operation. The contribution of this chapter consists in a new path planning algorithm that fuses the capabilities of two robots (UAV/UGV) to balance between environment exploration tasks while reducing the localization error for the UAV along the selected trajectory.

5.2 Assumptions and Constraints

It is reasonable to assume that the UAV must be deployed from the UGV and returned to the UGV after a search, therefore, the planning algorithm is designed to provide a path that starts and ends at the UGV’s location after exploring the map. Further, while the UAV performs its search mission, the UGV is assumed to be static to provide the UAV’s localization estimate.

To support the belief state propagation during the planning, the algorithm simulates the sensor updates by assuming that the UAV moves with zero acceleration and at a constant velocity $v = 0.5 \text{ m/s}$ with pitch and roll of nearly zero. This simplification allowed to simplify the process of determining observation models considering the UAV flying in straight lines between waypoints. During the belief state propagation process, the algorithm takes into account an image degradation,
for the fish-eye camera, discarding any update whenever the UAV is further than 6 meters along either coordinate axes. This threshold was determined via testing the camera tracking performance.

The number of waypoints generated by the planning algorithm is constrained, such that the UAV’s flight time is limited

\[ T_{flight} < \rho \]  

(5.1)

where \( \rho \) is a specific threshold in seconds determined by the Quad-rotor characteristics and payload. At the same time, to enlarge the covered area a random sampling-based algorithm is chosen to define waypoints. To make sure the maximum coverage all the connections between waypoints needs to be traveled guaranteeing that each path has the same entropy value.

While the UAV flight controller is set to follow the waypoint trajectory, the planner must also minimize the localization uncertainty

\[ p_e = \min \left( \sum_{i}^{n} P_{i}^{pos} \right) \]  

(5.2)

with \( P_{i}^{pos} \) being the covariance matrix \( P \) relative to the UAV’s position at each time step.

5.3 Path Planning Algorithm

The algorithm must provide a path for the UAV to follow that meets the requirements and constraints described in the previous section 5.2. As mentioned in the assumptions, the planning algorithm can access a full map of the environment, that was provided by the UGV through SLAM, and offline produces the selected path for the UAV to fly. The algorithm consists of two phases and decouples the exploration task from the criterion to reduce the localization uncertainty [57]. First, using the PRM algorithm [24], a graph is built on 12 randomly generated nodes lying in the UAV
collision-free space favoring the map in front of the UGV where its LiDAR has maximum coverage. The number of nodes is heuristically selected as a trade off between exploration and computation. The algorithm connects each node using a 5-Nearest Neighbor (NN) approach that leads to a total of 32 edges in the free space, \( G(N,E) = G(12,32) \). Then, with the edges of this graph, the Route Inspection Problem (or Chinese Postman Problem (CPP)) \([58]\) is solved. Since CPP requires the graph to be eulerian, in case a node has an odd number of edges, a new one will be created making sure it lies in the free space.

In the second phase, for each of the possible trajectories, the belief-state is propagated and used to select a path that has suitable position error uncertainty. The overall approach is shown in Fig. 5.3.1.

![Figure 5.3.1: System block diagram for an hypothetical mission of the UAV/UGV team](image-url)
5.3.1 Graph construction phase

The connected graph, generated by the algorithm in its first stage, is composed of nodes and edges that lie in the free space and without intersecting any obstacle as shown in Figure 5.3.2. This graph is used to generate a path starting at the source node and ending back to the same source. The sequence of edges that the UAV will follow is generated using the CPP [58]. It guarantees that each edge of the graph is traveled only once which is necessary for the UAV to explore more space without overlaps.

![Figure 5.3.2: Octomap environment representation with the randomly selected nodes and edges provided by the first phase of the planning algorithm](image)

A downside of having the source and the goal of the path being the same, along with the goal of exploring the environment, consists in a single set of waypoints and edges that can be traversed.
in different orders. To increase the variety of the solutions while keeping the same nodes, the CPP solver is run 80 times so that for each run all edges are always visited once but in a different order. This will change the belief propagation penalizing the paths that tend to be far from the camera and LiDAR field of view for a longer period of time. Also the order of waypoints followed by the UAV affects its localization uncertainty.

5.3.2 Belief state propagation

The belief state is propagated using the version 2.0 of the localization filter and the equations described in section 3.3. In this section, the EKF’s error covariance updates are used to propagate the belief state for planning and the EKF implementation is used to evaluate the estimation performance. For each path generated by the first phase of the algorithm, the UAV’s estimated error covariance is predicted taking into account all the sensors and their associated update rates along the path. As mentioned in Chapter 3.3 the main modification from version 1.0 consists of using a kinematic model of the UAV to propagate its error covariance between measurements update. The second phase of the algorithm selects the path with the lowest $L_2$ norm of the sum of the position error covariance estimates after the belief state of each path is being processed.

5.3.3 Trajectory generation

The first phase of the planning algorithm selects waypoints and paths between them that do not collide with obstacles, generating a graph that lies in the free workspace of the 3D occupancy volume of the environment that was previously created by the UGV (Figure 2.5.3). In the second phase, the planning algorithm evaluates the 80 different trajectories, chosen heuristically to increase variability, to find the one that reduces the UAV localization uncertainty. Therefore the 3D
error covariance is calculated at each time step $i$ as

$$PEC_i = ||P^i_{pos}||. \quad (5.3)$$

Next, the sum of this value was computed over the entire path in order to provide an indication of the quality of the error covariance of the flight $j$

$$PEC_{flight} = \sum_{i=1}^{t} PEC_i \quad (5.4)$$

where $t$ is the number of time steps in the flight $j$. Finally, the best and worst trajectories were selected by finding the minimum and maximum of these values respectively among all propagated paths.

$$BEST \ path = \min_{j=1,2,...,80} (PEC_{flight_j}), \quad (5.5)$$

$$WORST \ path = \max_{j=1,2,...,80} (PEC_{flight_j}). \quad (5.6)$$

5.4 Belief Space Planning Algorithm Results

This section compares several tests designed to evaluate the performance of Beliefe space planning algorithm.

5.4.1 BSP Performances

Figure 5.4.1 shows the value of each flight as in eq. 5.4 and in red the worst, green the best, black the second-worst, and yellow the second-best paths selected by the planning algorithm.
Figure 5.4.1: Sum of the $L_2$ norm of the Position Error Covariance for each trajectory, in red the one with the maximum sum position error covariance and in green the one with the minimum. Also in black the path with the second maximum sum position error covariance and in yellow the respective second minum.

A side-by-side of the estimated uncertainty of the four trajectories selected are also shown for comparison in Table 5.4.1.

Table 5.4.1: Belief Space Planning algorithm results for the best and worst solutions.

<table>
<thead>
<tr>
<th></th>
<th>Best Path</th>
<th>Worst Path</th>
<th>2nd Best Path</th>
<th>2nd Worst Path</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D RMS Pos. Err. Cov. (m$^2$)</td>
<td>120.97</td>
<td>2527</td>
<td>121.1</td>
<td>2518.1</td>
</tr>
<tr>
<td>3D Max. Pos. Err. Cov. (m$^2$)</td>
<td>5796.4</td>
<td>1.03e+5</td>
<td>6026.8</td>
<td>96947</td>
</tr>
<tr>
<td>$\sigma$ (m$^2$)</td>
<td>120.9</td>
<td>2526.7</td>
<td>121.1</td>
<td>2518</td>
</tr>
<tr>
<td>$\mu$ (m$^2$)</td>
<td>4.55</td>
<td>80.7</td>
<td>4.7</td>
<td>76.1</td>
</tr>
<tr>
<td>Median (m$^2$)</td>
<td>1.0006</td>
<td>1.0005</td>
<td>1.0005</td>
<td>1.0005</td>
</tr>
</tbody>
</table>
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After the planning algorithm selected the best and worst trajectories, they were evaluated in the simulation environment described in Chapter 2.2 and compared to show the benefits of the proposed approach. For these experiments, all trajectories, picked by the algorithm and flown by the UAV, were simulated using the ground truth as pose feedback for the flight controller. The error-state EKF solution was not used as position feedback to facilitate the evaluation of the planner’s ability to determine a trajectory without having to consider the implications of poor localization feedback in the execution of the path.

An error-state EKF was run “online” to estimate the UAV’s position with respect to the UGV. Ten simulations of each set of waypoints were executed to better understand the trends of the planning algorithm. During the evaluation of the algorithm, it was determined that the simulation always returned different solutions even when the same list of waypoints was provided. This was due to the flight controller using an internal estimator to provide the UAV’s local position during the waypoints navigation. For example, to show the differences between each simulation that was provided the same set of waypoints, the UAV’s ground truth of each run is represented in Fig. 5.4.2. Because the planning algorithm was the main focus of this study, no major changes have been conducted to the UAV’s autopilot estimator. For this reason, the average trends of multiple simulations, of the same set of waypoints, were considered.

Figure 5.4.3 shows the UAV’s EKF estimated position compared to the ground truth when executing the best trajectory. In addition, the results of the UAV position estimation for the worst trajectory are presented in Figure 5.4.4, where it is evident how the EKF performs worse when comparing the two cases. Table 5.4.2 summarises the best and worst trajectory results. The standard deviation
**Figure 5.4.2:** 3D representation of the ground truth for each run. This is meant to show how the simulator affected the results.

**Figure 5.4.3:** In red the EKF position estimation of the best trajectory, while in blue the ground truth.
Figure 5.4.4: In red the EKF position estimation of the worst trajectory, while in blue the ground truth which is also the solution provided to the flight controller.

\( \sigma \) and the mean \( \mu \) of the 3D positioning error are also reported in the above mentioned table. It can be shown that there is almost a 0.3 meters 3D RMS improvement between the two paths. The results in Table 5.4.2 shows how the 3D RMS position error is generally smaller for the best trajectory as compared to the worst but mostly, how the maximum position error is reduced by almost a half. The results just presented did not provide a clear benefit of the algorithm. This is due to issues related to outliers and missing observations that are not modeled in the belief propagation.

5.4.2 Algorithm validation results

Due to the non readability of the realized paths, as shown in Fig. 5.4.2, the need to conduct multiple tests to present consistent results by the planning algorithm is essential [57]. Table 5.4.3 shows the
Table 5.4.2: BSP algorithm solution. Best and worst path compared.

<table>
<thead>
<tr>
<th></th>
<th>Best Path</th>
<th>Worst Path</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flight time (s)</td>
<td>158.70</td>
<td>158.52</td>
</tr>
<tr>
<td>$X_{RMS}$ (m)</td>
<td>0.25</td>
<td>0.54</td>
</tr>
<tr>
<td>$Y_{RMS}$ (m)</td>
<td>1.38</td>
<td>1.68</td>
</tr>
<tr>
<td>$Z_{RMS}$ (m)</td>
<td>0.15</td>
<td>0.19</td>
</tr>
<tr>
<td>RMS 3D Pos. Err. (m)</td>
<td>1.46</td>
<td>1.77</td>
</tr>
<tr>
<td>$\sigma$ (m)</td>
<td>1.1</td>
<td>1.42</td>
</tr>
<tr>
<td>$\mu$ (m)</td>
<td>0.95</td>
<td>1.07</td>
</tr>
<tr>
<td>Median (m)</td>
<td>0.46</td>
<td>0.47</td>
</tr>
<tr>
<td>Max Pos. (m)</td>
<td>5.24</td>
<td>9.24</td>
</tr>
<tr>
<td># LiDAR Updates</td>
<td>91</td>
<td>97</td>
</tr>
<tr>
<td># Camera Updates</td>
<td>162</td>
<td>161</td>
</tr>
</tbody>
</table>

results of ten runs of each best and worst trajectories.

To summarize the data in the previous tables, Table 5.4.4 shows the mean and median for the set of ten flights of the best and the worst trajectories. As shown in Table 5.4.3, the use of the best trajectory does not always guarantee a better UAV localization in absolute value, but multiple runs demonstrate that the planning approach is beneficial for reducing UAV position error. The same study, discussed in the last section, is conducted on what the planning algorithm considers to be the “second” best and “second” worst trajectories to guarantee repeatability performances. As before, Table 5.4.5 and Table 5.4.6 show the results for this second set of trajectories. Compared to the first set of simulations (Best vs. Worst) the second set does not quite behave as expected. This shows that the proposed algorithm could fail when there is a consistent presence of outlier measurements that are not taken into consideration by the planning algorithm. Also, some missed measurement
Table 5.4.3: Comparison of the best and worst path after being executed ten times to test repeatability.

<table>
<thead>
<tr>
<th>Path</th>
<th>Run</th>
<th>Mean</th>
<th>Median</th>
<th>RMS (Pos. Err.)</th>
<th>MPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best Path</td>
<td>1</td>
<td>1.19</td>
<td>0.55</td>
<td>1.76</td>
<td>9.53</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.02</td>
<td>0.80</td>
<td>1.38</td>
<td>5.03</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.15</td>
<td>0.52</td>
<td>1.90</td>
<td>10.09</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.99</td>
<td>0.46</td>
<td>1.51</td>
<td>5.52</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.03</td>
<td>0.49</td>
<td>1.61</td>
<td>7.81</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.97</td>
<td>0.46</td>
<td>1.57</td>
<td>7.91</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.95</td>
<td>0.46</td>
<td>1.46</td>
<td>5.24</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1.05</td>
<td>0.49</td>
<td>1.58</td>
<td>5.28</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>1.01</td>
<td>0.40</td>
<td>1.66</td>
<td>6.71</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1.01</td>
<td>0.50</td>
<td>1.54</td>
<td>7.36</td>
</tr>
<tr>
<td>Worst Path</td>
<td>1</td>
<td>1.16</td>
<td>0.43</td>
<td>2.16</td>
<td>15.68</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.54</td>
<td>0.54</td>
<td>3.56</td>
<td>24.63</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.22</td>
<td>0.53</td>
<td>2.08</td>
<td>8.19</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.92</td>
<td>0.49</td>
<td>1.37</td>
<td>5.33</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.07</td>
<td>0.47</td>
<td>1.77</td>
<td>9.24</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>2.12</td>
<td>0.56</td>
<td>4.55</td>
<td>26.23</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.98</td>
<td>0.44</td>
<td>1.60</td>
<td>8.21</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.98</td>
<td>0.43</td>
<td>1.58</td>
<td>6.62</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>0.90</td>
<td>0.40</td>
<td>1.42</td>
<td>6.39</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1.86</td>
<td>0.70</td>
<td>3.64</td>
<td>25.12</td>
</tr>
</tbody>
</table>

Table 5.4.4: Mean and Median of multiple runs for best and worst trajectories.

<table>
<thead>
<tr>
<th>Path</th>
<th>Mean</th>
<th>Median</th>
<th>RMS (Pos. Err.)</th>
<th>MPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best Path Mean</td>
<td>1.04</td>
<td>0.52</td>
<td>1.60</td>
<td>7.05</td>
</tr>
<tr>
<td>Median</td>
<td>1.02</td>
<td>0.49</td>
<td>1.57</td>
<td>7.03</td>
</tr>
<tr>
<td>Worst Path Mean</td>
<td>1.27</td>
<td>0.50</td>
<td>2.37</td>
<td>13.56</td>
</tr>
<tr>
<td>Median</td>
<td>1.11</td>
<td>0.48</td>
<td>1.93</td>
<td>8.73</td>
</tr>
</tbody>
</table>
Table 5.4.5: Comparison of the second best and second worst path after being executed ten times to test repeatability.

<table>
<thead>
<tr>
<th>Path</th>
<th>Run</th>
<th>Mean</th>
<th>Median</th>
<th>RMS (Pos. Err.)</th>
<th>MPE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>1.02</td>
<td>0.50</td>
<td>1.57</td>
<td>6.29</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.12</td>
<td>0.49</td>
<td>1.76</td>
<td>6.48</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.48</td>
<td>0.61</td>
<td>3.12</td>
<td>26.96</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1.05</td>
<td>0.45</td>
<td>1.68</td>
<td>6.47</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.27</td>
<td>0.58</td>
<td>2.03</td>
<td>8.20</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1.05</td>
<td>0.49</td>
<td>1.67</td>
<td>7.47</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>1.20</td>
<td>0.52</td>
<td>1.84</td>
<td>6.87</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>1.11</td>
<td>0.61</td>
<td>1.68</td>
<td>7.44</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>0.98</td>
<td>0.46</td>
<td>1.55</td>
<td>6.83</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>1.09</td>
<td>0.51</td>
<td>1.66</td>
<td>7.74</td>
</tr>
</tbody>
</table>

Table 5.4.6: Mean and Median of multiple runs of the second best and second worst trajectories.

<table>
<thead>
<tr>
<th>Path</th>
<th>Median</th>
<th>Mean</th>
<th>RMS (Pos. Err.)</th>
<th>MPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>2nd Best Path</td>
<td>Mean</td>
<td>1.14</td>
<td>0.52</td>
<td>1.86</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>1.10</td>
<td>0.50</td>
<td>1.68</td>
</tr>
<tr>
<td>2nd Worst Path</td>
<td>Mean</td>
<td>1.22</td>
<td>0.48</td>
<td>2.09</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>1.04</td>
<td>0.47</td>
<td>1.65</td>
</tr>
</tbody>
</table>
might occur even if the UAV is in the sensors’ FOV and it affects algorithm decision process since it does not consider the back-end algorithms used to provide information from the sensors’ raw data. These reasons are the foundation of chapter 6 and this work, to investigate a new solution to reduce the discrepancy between the planning algorithm decision and the result obtained, making it more robust to outliers measurements and missing sensor observations.

5.5 Concluding Remarks

This chapter described an offline planning algorithm that finds a path that minimize the UAV’s position uncertainty between the ones that maximize the covered area. In a simulation environment, the approach was shown to offer promise for selecting the waypoints’ order to reduce the UAV’s position uncertainty. In particular, the planning algorithm showed to be able to choose the path where the UAV is more favorable to be localized by the discussed EKF estimator.
This chapter describes new developments on both sides, hardware, and software, to improve the UAV’s localization. Also, a new approach intended to improve the algorithm discussed in Chapter
is presented. In this chapter, the effort is focused on how the environment can affect the planning algorithm and its use of the belief. In Chapter 5 the planning algorithm was focused on determining the path that minimized the UAV’s localization error taking into account only the sensors’ model. Now instead, a new approach is proposed to also take into account the surrounding environment and the way it can affect the path planning algorithm using machine learning techniques trained on real sensor data. Because a subterranean environment could easily be affected by different light conditions, dust, or smoke, each sensor would perform differently, most likely compromising the path planning algorithm in its decision. The proposed idea is to use machine learning, in particular supervised learning, to improve the path planning algorithm in recognizing sensors’ faults due to environmental conditions. The supervised learning considered in this chapter is the GP and some preliminary investigations are conducted to make sure that this tool can improve the planning algorithm in considering also the environment condition and not only the sensor models. As shown throughout this dissertation, “building blocks” have been assembled to proceed in the further investigation to solve a well-defined problem that affects robots’ autonomy. Since the UGV/UAV team in underground navigation is a fairly new research field, which had many successes among the science community, the problem of robust localization and navigation is still a wide-open topic.

6.1 Gaussian Process for the UAV Position Estimate

6.1.1 Effects of the environment on the planning algorithm

The algorithm described in Chapter 5 assumes perfect environmental conditions. As it is reasonable to assume that a search and rescue scenario does not have moving obstacles, it is a simplification not to consider how the environment is affected by different lighting conditions, areas with
heavy smoke, dust rose by the UAV or even some Radio Frequency (RF) interference. These non-perfect conditions could affect directly the localization filter and consequently the planning algorithm. As the first effect is clear, since each sensor could provide faulty observations if the environmental conditions are not ideal, the second regards the fact that the planning algorithm does not consider possible sensor failure during the belief space planning.

6.1.2 Paths generation

As mentioned at the beginning of this chapter, the GP regression problem is used to improve the planning algorithm in its decision making. In this case, GP is able to predict the UAV’s position error taking into account the sensors’ models and the environmental conditions.

Similar to the BSP algorithm described in chapter 5, this approach also uses paths that are generated from randomly selected waypoints. Each path is a set of waypoints chosen within the free space after an accurate map of the environment is provided by the UGV. A heuristic number of random waypoints \( N \) are chosen to explore the environment from an elevated point of view. Similarly to the BSP algorithm described in chapter 5, the map is transformed into a 3D occupancy map to guarantee that each waypoint and its connections do not lay or cross any obstacle respectively.

The path planning algorithm interprets the waypoints as nodes of the graph and connects them with edges to create a fully connected graph where it is possible unless any of the edges cross obstacles, where in that case they must be eliminated. To increase the map exploration the UAV flies each edge at least once, however, the graph created \( G(N, E) \) is not guaranteed to be fully connected and Eulerian and for this reason, the UAV may navigate some edges multiple times.

As in the BSP algorithm, the UAV is required to take off and land from the same location, therefore each path must start and end from the same node. To generate the sequence of edges of the graph
that the UAV has to fly, the algorithm randomly selects an edge that is connected to the node according to the adjacent matrix. Next, that selected edge is removed from the matrix of “available edges” and recursively all edges are selected until each edge is visited at least once. The algorithm for the path generation is described in [1], where it is highlighted when it is necessary for the UAV to fly over already visited segments. An overview of the information flow is shown in Figure 6.1.1.

**Figure 6.1.1**: Concept diagram and information flow of the GP planning algorithm. On the top row the graph generator provides the training data for the GP algorithm to approximate the function that describes the relationship between inputs and output. The bottom row the graph generator provides the different sequences of waypoints for the GP algorithm to use to predict the localization error of the UAV.
Algorithm 1: Path generation algorithm

Result: Graph generation

while number of nodes do
    generate random node in space;
    if node is on obstacle then
        generate new;
    else
        node list = new node;
    end
end

while node list size do
    Adjunct matrix(node list(i), node list(i+1)) = distance between nodes;
    i = i + 1;
    if Adjunct matrix(i, j) intersect obstacle then
        Adjunct matrix(i, j) = 0;
    end
end

Result: Path selection

Adj = Adjunct matrix;

while !path completed do
    for the number of nodes do
        if element of the row of Adj are != 0 then
            create list of available nodes L;
        end
    end
    from L select random node to add to the path;
    switch to 0 the correspondent element of Adj;
    if Adj raw is 0 then
        find all available nodes from current node using Adjunct matrix;
        add the node that has more not yet travelled connection to path;
        if sum of Adj == 0 & path(last) == first node then
            path is completed
        end
        if sum of Adj == 0 & path(last) != first node then
            if Adj(last, 1) != 0 then
                path(last + 1) = first node;
                path is completed;
            end
        end
    end
end
6.1.3 Path selection

Given the fixed set of waypoints, multiple paths are generated according to the algorithm 1. As edges are selected randomly, these paths will mainly differ in the order the waypoints are reached. This differentiation wants to address how the order of waypoints affects the UAV error localization. The best path, within this fixed number of options, is the result of an evaluation of the Gaussian Process prediction for which order of waypoints will reduce the error position estimate of the UAV.

To leverage the GP, first a set of four random different paths are used to explore different parts of the map and they compose the training set of the GP regression problem. The number of paths used for the GP training phase was chosen empirically as a trade off between computing time and data representation. For this study, a multi-input and single output GP has been chosen to predict the UAV’s position error in each axis. The GP is used to predict the relationship between the UAV position estimate (inputs) in the Cartesian coordinates and each axis position error (outputs). This relationship is meant to map a 3D position in the environment and the UAV’s localization error associated with it. Equations 6.1 and 6.2 show the GP inputs and outputs respectively.

\begin{align*}
\text{Inputs:} \\
X_{in} &= \begin{bmatrix} \hat{x} & \hat{y} & \hat{z} \end{bmatrix} \\
\text{Outputs:} \\
Y_{xerr} &= |x - \hat{x}| \\
Y_{yerr} &= |y - \hat{y}| \\
Y_{zerr} &= |z - \hat{z}| 
\end{align*}
A different set of waypoints from the training ones is chosen to determine which order of nodes reduces the UAV position error estimate. After the GP is trained, the new set of inputs are used to predict the estimated UAV position error in the 3D space. The GP will determine the function that best approximate the input-output relationship

\[ Y_{\text{err}} \sim f(X_{\text{in}}) \]

\[ Y_{\text{err}} \sim f(X_{\text{in}}) \]

\[ Y_{\text{err}} \sim f(X_{\text{in}}) \]

where the function \( f(\cdot) \) is approximated by the GP as in eq. 2.27.

For the prediction phase, the same waypoints are used to randomly generate ten different paths. Due to the small experimental environment, also in this case, the number of paths was chosen as a trade off between variability and computational time for the GP to predict the one that minimizes the UAV position error. This way the algorithm returns information on how each sensor provides updates according to the UAV’s current position in the map.

The GPy library \([59]\) is used to train the GP regression problem and to predict the output using the validation data. A combination of two Kernels is chosen to better approximate the input-output relationship. Given the input 6.1 and the output 6.2 the sum of the radial basis function kernel (eq. 6.4), which is the most common, and the Matern3/2 Kernel (eq. 6.5), that instead helps to better represent some of the sparse data, is used to optimize the GP.

\[ k_{\text{RBF}}(x, x') = \sigma^2 \exp \left( -\frac{(x - x')^2}{2l^2} \right) \]

(6.4)
where $\sigma^2$ and $l$ are the variance and length-scale respectively. The second kernel function considered is the Matern 3/2 described as

$$k_{\text{Mat}32}(r) = \sigma^2 \left( 1 + \sqrt{3} \sum_{i=1}^{\text{in}-\text{dim}} \frac{(x_i - x'_i)^2}{l_i^2} \right) \exp \left( -\sqrt{3} \sum_{i=1}^{\text{in}-\text{dim}} \frac{(x_i - x'_i)^2}{l_i^2} \right)$$

Consequently, the GP uses the new set of waypoints and their ten randomly selected paths, generated as described in subsection 6.1, to predict the UAV’s position error. Similar to the BSP, the GP algorithm chooses the path that minimizes the UAV’s position error prediction. Figure 6.1.2 represents the GP results and the prediction for one of the ten candidate paths. The blue solid line represents the function $f(\cdot)$, with its confidence (lighter blue shade), that describes the relationship expressed in eq. 6.3. Figure 6.1.2 shows every single output affected by the three-dimensional input composed of the 3D position of the drone. For visual purposes, each subplot is a “slice” of the output compared to one input assuming the other two fixed.
To choose the best path, the GP algorithm evaluates the sum of the 3D predicted error distance of the UAV and it weights it according to the length of the path as in eq. 6.6.

$$L_{3D_{err}}^j = \frac{\sum_{i=1}^{n} e_{x_i}^2 + e_{y_i}^2 + e_{z_i}^2}{n}$$  \hspace{1cm} (6.6)

Each path $j$ is represented by the result of eq. 6.6 where $n$ represents the number of measurements. This is necessary since each path could be different in length if some edges of the graph were removed because of obstacles intersection. To select the best, the GP algorithm simply picks the minimum 3D UAV’s predicted position error between the ten flights as in eq. 6.7.

$$BEST_{path} = \min_{j=1,\ldots,10} L_{3D_{err}}^j$$  \hspace{1cm} (6.7)
The result section 6.2 describes in details the differences between the BSP and the GP algorithm and shows how the latter better predicts the UAV’s position error, using a more accurate representation of the sensors’ model and the environment description.

6.2 Gaussian Process Based Algorithm Results

To show the validity of the method described in the previous section, different tests have been conducted in a simulated environment with different scenarios, or “toy examples” that were designed to address a limitation of the BSP approach that was implemented and described in chapter 5. The GP algorithm is compared to the BSP to show the benefits and improvements of this new contribution.

The first test (subsection 6.2.1) is conducted in a simulated room with artificial light and the GP-based planning approach is compared to BSP. The second test (subsection 6.2.2), instead, will use the same environment but some areas are poorly lit such that the vision system measurements and performances are degraded. In this case, differently from the GP, the BSP has no knowledge of the dark areas of the environment. The third (subsection 6.2.3) and fourth (subsection 6.2.4) experiments are similar to the previous with the addition of an unmodeled obstacle, which will be a source of missing information for both algorithms. In these situations, the BSP algorithm is unable to consider the obstacle since it was not present in the prior map. On the other hand, the GP algorithm leverages the training data to predict the missed information due to the obstacle obstruction.
6.2.1 Gaussian Process planning algorithm vs Belief Space Planning in a well-lit environment

To determine which order of waypoints better reduce the UAV’s localization error in the simulation environment the GP algorithm is compared with the results obtained using the BSP approach. The GP training data set consists of four different random sets of waypoints that explore different areas of the environment. As previously mentioned, the number of paths for the GP training was chosen heuristically as a trade-off between computation and acceptable prediction results. Each set is composed of ten randomly placed nodes connected at most with the 6-nearest neighbors after checking that none of them collides or lays on obstacles.

These different sets of waypoints are flown by the UAV in the simulator and the collected data is used to train the GP. A different set of nodes and edges, which are not used during the training process, are randomly explored by the UAV. The algorithm guarantees that each waypoint is reached minimizing the number of times the edges of the graph are visited multiple times. Within these paths, the algorithm will be able to differentiate which area of the map provides worse position measurements update, therefore it will choose the one that flies those degraded areas as last to reduce the position error propagation.

The simulated environment is shown in Figure 6.2.4 and it is fully lighted to compare the performances between the GP prediction planning algorithm and the Belief space algorithm. Since the BSP does not take into consideration environmental conditions that could lead to a sensors’ missed or faulty measurements, it would return always the same result for the best path and its results are shown in Figure 6.2.1 and Table 6.2.1.

The GP-based planning algorithm predicts the UAV’s localization error on the same ten paths
Figure 6.2.1: Belief Space Planning algorithm results for the well-lit environment. In green the best path that minimize the UAV’s localization error.

Table 6.2.1: BSP results of the best path compared to the worst path.

<table>
<thead>
<tr>
<th>Path</th>
<th>Median</th>
<th>Mean</th>
<th>RMS (Pos. Err.)</th>
<th>MPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best Path</td>
<td>0.227</td>
<td>0.227</td>
<td>0.227</td>
<td>3661.6</td>
</tr>
<tr>
<td>Worst Path</td>
<td>0.241</td>
<td>0.241</td>
<td>0.241</td>
<td>3885.3</td>
</tr>
</tbody>
</table>

and pick the one that minimizes it. The results are shown in Table 6.2.2 and in Figure 6.2.2.

As shown in Figure 6.2.2, the GP-based planning algorithm predicts that path number 7 provides a better UAV’s localization than the number 6 selected by the BSP algorithm. The two best choices are compared and the results are shown in Table 6.2.3.
**Figure 6.2.2:** Gaussian Process prediction results in the well-lit environment. In green the best path that minimize the UAV’s localization error.

**Table 6.2.3:** Comparison between the simulation of the best path according to the GP-based planner and the best according to BSP for a well lit environment.

<table>
<thead>
<tr>
<th></th>
<th>GP Best Path</th>
<th>BSP Best Path</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flight time (s)</td>
<td>163.6</td>
<td>170.2</td>
</tr>
<tr>
<td>RMS 3D Pos. Err. (m)</td>
<td>0.43</td>
<td>0.79</td>
</tr>
<tr>
<td>( \sigma ) (m)</td>
<td>0.28</td>
<td>0.60</td>
</tr>
<tr>
<td>( \mu ) (m)</td>
<td>0.32</td>
<td>0.50</td>
</tr>
<tr>
<td>Median (m)</td>
<td>0.25</td>
<td>0.32</td>
</tr>
<tr>
<td>Max Pos. (m)</td>
<td>2.24</td>
<td>3.94</td>
</tr>
</tbody>
</table>

**Fig. 6.2.3** shows the BSP solution compared to the EKF estimation error along with the more
Table 6.2.2: GP planning algorithm results in a well lit environment for the prediction of the 10 paths. In red the one that performs worse compared with the one in green that which minimizes the localization error.

<table>
<thead>
<tr>
<th>Path</th>
<th>Median</th>
<th>Mean</th>
<th>RMS (Pos. Err.)</th>
<th>Sum. Err</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.26</td>
<td>0.46</td>
<td>0.81</td>
<td>0.46</td>
</tr>
<tr>
<td>2</td>
<td>0.25</td>
<td>0.42</td>
<td>0.77</td>
<td>0.42</td>
</tr>
<tr>
<td>3</td>
<td>0.29</td>
<td>0.45</td>
<td>0.76</td>
<td>0.45</td>
</tr>
<tr>
<td>4</td>
<td>0.29</td>
<td>0.46</td>
<td>0.83</td>
<td>0.46</td>
</tr>
<tr>
<td>5</td>
<td>0.28</td>
<td>0.44</td>
<td>0.77</td>
<td>0.44</td>
</tr>
<tr>
<td>6</td>
<td>0.29</td>
<td>0.43</td>
<td>0.71</td>
<td>0.43</td>
</tr>
<tr>
<td>7</td>
<td>0.22</td>
<td>0.28</td>
<td>0.34</td>
<td>0.28</td>
</tr>
<tr>
<td>8</td>
<td>0.25</td>
<td>0.42</td>
<td>0.72</td>
<td>0.42</td>
</tr>
<tr>
<td>9</td>
<td>0.29</td>
<td>0.43</td>
<td>0.73</td>
<td>0.43</td>
</tr>
<tr>
<td>10</td>
<td>0.29</td>
<td>0.48</td>
<td>0.89</td>
<td>0.48</td>
</tr>
</tbody>
</table>

accurate and GP planned solution. Previous results show how the GP-based prediction is more accurate in selecting the correct best path. This is due to the fact that the GP algorithm has access to actual sensors measurements and truth data for the training and the prediction can take into account outliers or missing updates.

6.2.2 Gaussian Process planning algorithm vs Belief Space Planning in a dark environment

The comparison discussed in the previous part it is now repeated simulating an unevenly lit environment with dark areas that can affect VIO as shown in Figure 6.2.4. Since BSP does not take into consideration the light change its result will be the same. The GP-based planner, on the other hand,
Figure 6.2.3: The BSP sum of the norm of the position error covariance matrix, related to the localization filter position error estimate, are compared with the GP planning algorithm sum of the prediction error related to the EKF position error estimate for a well-lit environment test.

uses training data collected in the dark environment. In Table 6.2.4 are shown the GP predicted
performance for a dark environment, while instead, Table 6.2.4 shows how a dark environment increase the overall localization error and how the GP-based planner is able to find the one the path that significantly reduces it compared to the others.

Figure 6.2.5 shows how in a dark environment the GP-based planning algorithm is capable to predict the path that will minimize the UAV’s localization error compared to the BSP algorithm.
Table 6.2.4: GP algorithm results in a dark environment for the prediction of the 10 paths. In red the one that performs worse compared with the one in green that which minimizes the localization error.

<table>
<thead>
<tr>
<th>Path</th>
<th>Median</th>
<th>Mean</th>
<th>RMS (Pos. Err.)</th>
<th>Sum. Err</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.40</td>
<td>0.74</td>
<td>1.15</td>
<td>0.74</td>
</tr>
<tr>
<td>2</td>
<td>0.35</td>
<td>0.64</td>
<td>0.98</td>
<td>0.64</td>
</tr>
<tr>
<td>3</td>
<td>0.39</td>
<td>0.71</td>
<td>1.19</td>
<td>0.71</td>
</tr>
<tr>
<td>4</td>
<td>0.34</td>
<td>0.47</td>
<td>0.63</td>
<td>0.47</td>
</tr>
<tr>
<td>5</td>
<td>0.38</td>
<td>0.64</td>
<td>0.98</td>
<td>0.64</td>
</tr>
<tr>
<td>6</td>
<td>0.40</td>
<td>0.65</td>
<td>0.92</td>
<td>0.65</td>
</tr>
<tr>
<td>7</td>
<td>0.37</td>
<td>0.63</td>
<td>0.98</td>
<td>0.63</td>
</tr>
<tr>
<td>8</td>
<td>0.35</td>
<td>0.61</td>
<td>0.95</td>
<td>0.61</td>
</tr>
<tr>
<td>9</td>
<td>0.37</td>
<td>0.62</td>
<td>0.99</td>
<td>0.62</td>
</tr>
<tr>
<td>10</td>
<td>0.36</td>
<td>0.64</td>
<td>1.02</td>
<td>0.64</td>
</tr>
</tbody>
</table>

Table 6.2.5: Comparison between the simulation of the best path according to GP and the best according to BSP in a dark environment.

<table>
<thead>
<tr>
<th></th>
<th>GP Best Path</th>
<th>BSP Best Path</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flight time (s)</td>
<td>159.2</td>
<td>170.9</td>
</tr>
<tr>
<td>RMS 3D Pos. Err. (m)</td>
<td>0.43</td>
<td>0.73</td>
</tr>
<tr>
<td>σ (m)</td>
<td>0.25</td>
<td>0.57</td>
</tr>
<tr>
<td>μ (m)</td>
<td>0.35</td>
<td>0.46</td>
</tr>
<tr>
<td>Median (m)</td>
<td>0.29</td>
<td>0.28</td>
</tr>
<tr>
<td>Max Pos. (m)</td>
<td>2.26</td>
<td>3.89</td>
</tr>
</tbody>
</table>

performs worse as shown in Table 6.2.5.
Figure 6.2.5: The BSP sum of the norm of the position error covariance matrix, related to the localization filter position error estimate, are compared with the GP planning algorithm sum of the prediction error related to the EKF position error estimate for the dark environment test.
6.2.3 Gaussian Process planning algorithm vs Belief Space Planning with unmodeled obstacles in a well-lit environment

One downside factor of the BSP is the possibility of wrong or not precise modeling of the environment or sensors. The GP, instead, uses data to be trained and then predicts the UAV’s localization error. For this reason, a similar study is conducted with the addition of an obstacle in the environment. While GP is able to include the occlusion provided by the added obstacle, the BSP will have no knowledge of it making it generate the same results as in the previous subsection. Figure 6.2.6 shows the updated environment with the newly added obstacle.

![Environment with the addition of a column as obstacle.](image)

**Figure 6.2.6:** Environment with the addition of a column as obstacle.
As mentioned in the previous paragraph the BSP solution will not change due to its lack of knowledge of the new obstacles, while the GP-based planner leads to the following results shown in Figure 6.2.7 and Table 6.2.6.

![Figure 6.2.7](image)

**Figure 6.2.7:** GP-based planning algorithm choice of the best path, compared to the worst for a well-lit environment and an unmodeled obstacle.

To understand how the GP-based planning algorithm performs compared to the BSP, their results are plotted with the UAV’s EKF estimated position error in Figure 6.2.8.

As shown the GP is able to predict the missing measurements due to the obstacle occlusion and still choose the path that results in the lowest localization error of the UAV. The comparison between the two algorithms is summarized in Table 6.2.7.
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Table 6.2.6: GP-based planning algorithm results in a lit environment for the prediction of the 10 paths with the addition of an obstacle. In red the one that performs worse compared with the one in green that which minimizes the localization error.

<table>
<thead>
<tr>
<th>Path</th>
<th>Median</th>
<th>Mean</th>
<th>RMS (Pos. Err.)</th>
<th>Sum. Err</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.25</td>
<td>0.44</td>
<td>0.75</td>
<td>0.44</td>
</tr>
<tr>
<td>2</td>
<td>0.24</td>
<td>0.31</td>
<td>0.43</td>
<td>0.31</td>
</tr>
<tr>
<td>3</td>
<td>0.25</td>
<td>0.28</td>
<td>0.32</td>
<td>0.28</td>
</tr>
<tr>
<td>4</td>
<td>0.24</td>
<td>0.40</td>
<td>0.67</td>
<td>0.40</td>
</tr>
<tr>
<td>5</td>
<td>0.25</td>
<td>0.42</td>
<td>0.74</td>
<td>0.42</td>
</tr>
<tr>
<td>6</td>
<td>0.25</td>
<td>0.39</td>
<td>0.61</td>
<td>0.39</td>
</tr>
<tr>
<td>7</td>
<td>0.24</td>
<td>0.40</td>
<td>0.70</td>
<td>0.40</td>
</tr>
<tr>
<td>8</td>
<td>0.24</td>
<td>0.40</td>
<td>0.71</td>
<td>0.40</td>
</tr>
<tr>
<td>9</td>
<td>0.25</td>
<td>0.42</td>
<td>0.76</td>
<td>0.42</td>
</tr>
<tr>
<td>10</td>
<td>0.25</td>
<td>0.42</td>
<td>0.71</td>
<td>0.42</td>
</tr>
</tbody>
</table>

Table 6.2.7: Comparison between the simulation of the best path according to the GP-based planner and the best according to BSP in a lit environment and unmodeled obstacle.

<table>
<thead>
<tr>
<th>Flight time (s)</th>
<th>GP Best Path</th>
<th>BSP Best Path</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMS 3D Pos. Err. (m)</td>
<td>0.52</td>
<td>0.70</td>
</tr>
<tr>
<td>σ (m)</td>
<td>0.41</td>
<td>0.54</td>
</tr>
<tr>
<td>μ (m)</td>
<td>0.32</td>
<td>0.45</td>
</tr>
<tr>
<td>Median (m)</td>
<td>0.24</td>
<td>0.28</td>
</tr>
<tr>
<td>Max Pos. (m)</td>
<td>7.10</td>
<td>3.76</td>
</tr>
</tbody>
</table>

6.2.4 Gaussian Process planning algorithm vs Belief Space Planning with unmodeled obstacles in a dark environment

In this last scenario, both algorithms face a degraded scene with dark areas where sensors’ performances are affected. Also, the presence of an unmodeled obstacle will guarantee some missing
Figure 6.2.8: The BSP sum of the norm of the position error covariance matrix, related to the localization filter position error estimate, are compared with the GP planning algorithm sum of the prediction error related to the EKF position error estimate for the well-lit environment test and the added non-mapped obstacle.
measurements from some sensors. This will help to show the difference between the two algorithms in handling missing information. The following results show that the prediction better handles the dark areas and the added obstacle compared to the BSP. The algorithm's best path is shown in Figure 6.2.9 and results are described in Table 6.2.8.

Figure 6.2.9: GP best and worst path for the dark environment with the unmodeled obstacle.

Figure 6.2.10, along with Table 6.2.9, show the comparison between the BSP and the GP related to the EKF localization error. In this case, the GP prediction does not return the best path, but the second-best being both very close to each other with less than one cm in RMS difference.
Table 6.2.8: GP algorithm results in lit environment for the prediction of the 10 paths with the addition of an obstacle. In red the one that performs worse compared with the one in green that which minimizes the localization error.

<table>
<thead>
<tr>
<th>Path</th>
<th>Median</th>
<th>Mean</th>
<th>RMS (Pos. Err.)</th>
<th>Sum. Err</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.24</td>
<td>0.44</td>
<td>0.93</td>
<td>0.44</td>
</tr>
<tr>
<td>2</td>
<td>0.25</td>
<td>0.47</td>
<td>0.83</td>
<td>0.47</td>
</tr>
<tr>
<td>3</td>
<td>0.24</td>
<td>0.40</td>
<td>0.72</td>
<td>0.40</td>
</tr>
<tr>
<td>4</td>
<td>0.24</td>
<td>0.50</td>
<td>0.97</td>
<td>0.50</td>
</tr>
<tr>
<td>5</td>
<td>0.24</td>
<td>0.32</td>
<td>0.46</td>
<td>0.32</td>
</tr>
<tr>
<td>6</td>
<td>0.24</td>
<td>0.28</td>
<td>0.35</td>
<td>0.27</td>
</tr>
<tr>
<td>7</td>
<td>0.24</td>
<td>0.27</td>
<td>0.34</td>
<td>0.27</td>
</tr>
<tr>
<td>8</td>
<td>0.23</td>
<td>0.26</td>
<td>0.33</td>
<td>0.26</td>
</tr>
<tr>
<td>9</td>
<td>0.24</td>
<td>0.28</td>
<td>0.36</td>
<td>0.28</td>
</tr>
<tr>
<td>10</td>
<td>0.22</td>
<td>0.27</td>
<td>0.37</td>
<td>0.27</td>
</tr>
</tbody>
</table>

Table 6.2.9: Comparison between the simulation of the best path according to GP-based planner and the best according to BSP in a dark environment and unmodeled obstacle.

<table>
<thead>
<tr>
<th>Flight time (s)</th>
<th>GP Best Path</th>
<th>BSP Best Path</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flight time (s)</td>
<td>164.4</td>
<td>169.4</td>
</tr>
<tr>
<td>RMS 3D Pos. Err. (m)</td>
<td>0.42</td>
<td>0.58</td>
</tr>
<tr>
<td>$\sigma$ (m)</td>
<td>0.25</td>
<td>0.40</td>
</tr>
<tr>
<td>$\mu$ (m)</td>
<td>0.34</td>
<td>0.41</td>
</tr>
<tr>
<td>Median (m)</td>
<td>0.27</td>
<td>0.31</td>
</tr>
<tr>
<td>Max Pos. (m)</td>
<td>1.43</td>
<td>2.35</td>
</tr>
</tbody>
</table>

6.3 GP Training Using LiDAR Solution

The previous section showed the potential of the GP algorithm in choosing the path that best localizes the UAV when given a true source to train the models. Because it was using the absolute
Figure 6.2.10: The BSP sum of the norm of the position error covariance matrix, related to the localization filter position error estimate, are compared with the GP planning algorithm sum of the prediction error related to the EKF position error estimate for the dark environment test and the added non-mapped obstacle.
ground truth (e.g. a motion capture system) as one of the data for the GP training process, the practicality of applying this approach in any kind of environment is reduced. The previous results were conducted as an illustrative example to show the potential of the GP algorithm. This section shows how this kind of approach can be implemented in any environment with some grade of accuracy without being linked to a motion capture system. Such an environment could be represented by an underground scenario (or a warehouse) where the ground robot is used to provide enough data for the UAV to be able to better localize itself in future missions. The main goal is to use the reliable position measurement from the LIDAR as the reference to compare the EKF position estimation which is driven by sensors that are prone to environmental degradation (e.g., VIO due to lighting). This could be realistically implemented by having the UAV manually flown in the environment to collect data, to then be used for the GP training, before the optimal path is chosen by the planning algorithm. During this test, the EKF does not fuse the LIDAR measurements during the UAV position estimation and the results are shown in Table 6.3.1 and Figure 6.3.1.
Table 6.3.1: GP algorithm results in dark environment for the prediction of the 10 paths using LIDAR solution as ground truth. In red the one that performs worse compared with the one in green that which minimizes the localization error.

<table>
<thead>
<tr>
<th>Path</th>
<th>Median</th>
<th>Mean</th>
<th>RMS (Pos. Err.)</th>
<th>Sum. Err</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.32</td>
<td>3.40</td>
<td>3.77</td>
<td>3.40</td>
</tr>
<tr>
<td>2</td>
<td>7.22</td>
<td>7.94</td>
<td>8.27</td>
<td>7.94</td>
</tr>
<tr>
<td>3</td>
<td>2.46</td>
<td>2.82</td>
<td>3.32</td>
<td>2.82</td>
</tr>
<tr>
<td>4</td>
<td>7.23</td>
<td>8.09</td>
<td>8.53</td>
<td>8.09</td>
</tr>
<tr>
<td>5</td>
<td>7.59</td>
<td>8.14</td>
<td>8.59</td>
<td>8.14</td>
</tr>
<tr>
<td>6</td>
<td>6.85</td>
<td>7.32</td>
<td>7.64</td>
<td>7.32</td>
</tr>
<tr>
<td>7</td>
<td>2.46</td>
<td>2.69</td>
<td>2.95</td>
<td>2.69</td>
</tr>
<tr>
<td>8</td>
<td>6.63</td>
<td>7.04</td>
<td>7.52</td>
<td>7.04</td>
</tr>
<tr>
<td>9</td>
<td>6.81</td>
<td>7.57</td>
<td>8.16</td>
<td>7.57</td>
</tr>
<tr>
<td>10</td>
<td>3.46</td>
<td>3.67</td>
<td>3.98</td>
<td>3.67</td>
</tr>
</tbody>
</table>

As show in the previous table, the overall UAV’s position error increases but the GP-based planning algorithm is capable to pick the path that minimizes it.

6.4 Concluding Remarks

This chapter introduced a different and more robust path planning algorithm that leverages real sensors data to discard those pre-selected paths that could poorly affect the UAV’s localization. Compared to the BSP algorithm, this algorithm better perform overall in choosing the path that minimize the UAV’s localization error, but especially in those scenarios where sensors would provide less reliable measurements.
Figure 6.3.1: GP planning algorithm sum of the prediction error when the LiDAR solution is used as “ground truth” during the training process. It is related to the EKF position error estimate for the dark environment test.
7.1 Discussion

This work presented the problem of cooperative navigation between two robots in a harsh environment. Different tools have been developed to improve the robot’s autonomy and a complete stack was assembled to collect extensive data for the development of the navigation filter described in Chapters 3 and 4. This process delivered a team of two robots cooperating, where the main
computing power is processed on the ground rover and it also provides the UAV pose feedback necessary for the flight controller to perform waypoints navigation. Among many challenges, the main lesson learned consists in how important is the interpretation of the sensor measurements, their processing, and consequently their communication such that the UAV is able to benefit from them.

Both a hardware realization and a simulator were developed to test the UAV behavior in the real world scenario and especially to test the new algorithms described in chapters 5 and 6. This simulator was also extensively used to improve the navigation filter to perform waypoint navigation.

With the BSP algorithm, each path is associated with the total uncertainty that the drone would face flying that specific order of waypoints. Since the waypoints are randomly chosen, the order they are traveled can substantially impact the drone localization error. As mentioned in chapter 5, some of the sensors, used to localize the UAV, provide less reliable measurements than others. For this reason, when the drone starts the path flying in the field of view of a less reliable sensor, the estimated position is affected by the propagation of a larger error. As this algorithm is able to recognize which is the order of waypoints that minimize the localization error of the UAV, it is also fully dependent on how accurate each sensor model is for the calculation of the error propagation. This being the major downside of this algorithm, there are a few others that are important to mention. First, the algorithm is developed to work offline, and second even a very accurate sensor model would not consider the environment condition. For this reason, the GP algorithm was developed to incorporate the sensor behavior, in a specific environment, in the decision-making process.

The GP planning algorithm results to be more robust than the BSP since it uses the real sensors data to predict their model. This allows the algorithm to associate a more realistic error prediction
to each position of the pre-selected paths. This way the algorithm can predict the sensor perfor-
mances, and its degradation due to the environment. Like the previous algorithm, this also has
some downsides that are important to mention. The main issue consists in the collection of the
data necessary to train the GP. Also, at this moment the algorithm is dependent on the same en-
vironment where the training data are collected. However, the LiDAR training version shows the
potential of using a subset of sensors to train the error model of others.

7.2 Future work

Like in any research work, the one presented in this dissertation can be extended and further im-
proved. Future work can focus on two main fronts, first, improving the presented planning algo-
rithms to be more generic and applicable in different scenarios, second improving the motion of
the ground rover to better assist the UAV.

Since the presented algorithms are designed to work offline, a major improvement consists in
making them capable of re-planning the route online or even adding more waypoints to the route.
If a sub-optimal solution is accepted, each algorithm could predict the best solution on a shorter
horizon before moving to the next.

More specifically for the GP algorithm, instead, the training process could be performed on a
smaller set of data, such that the prediction would involve just a subset of the waypoints. This
approach could transform the presented algorithm into an “almost online” version.

Further improvements consist of adjusting the navigation filter to take into account UGV move-
ments while providing the UAV localization. This way the UGV movement could improve the en-
vironment map or it could position itself to keep the UAV always in the sensor’s field of view.
These are just a few of the multiple routes that the work in this dissertation could be the base of.
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