Multimodal Neuron Classification based on Morphology and Electrophysiology

Aqib Ahmad
West Virginia University, aa00057@mix.wvu.edu

Follow this and additional works at: https://researchrepository.wvu.edu/etd

Part of the Artificial Intelligence and Robotics Commons, Bioinformatics Commons, Computational Neuroscience Commons, and the Data Science Commons

Recommended Citation
Ahmad, Aqib, "Multimodal Neuron Classification based on Morphology and Electrophysiology" (2023). Graduate Theses, Dissertations, and Problem Reports. 11808.
https://researchrepository.wvu.edu/etd/11808

This Thesis is protected by copyright and/or related rights. It has been brought to you by the The Research Repository @ WVU with permission from the rights-holder(s). You are free to use this Thesis in any way that is permitted by the copyright and related rights legislation that applies to your use. For other uses you must obtain permission from the rights-holder(s) directly, unless additional rights are indicated by a Creative Commons license in the record and/or on the work itself. This Thesis has been accepted for inclusion in WVU Graduate Theses, Dissertations, and Problem Reports collection by an authorized administrator of The Research Repository @ WVU. For more information, please contact researchrepository@mail.wvu.edu.
Multimodal Neuron Classification based on Morphology and Electrophysiology

Aqib Ahmad

Thesis submitted to the Statler College of Engineering and Mineral Resources at West Virginia University
In partial fulfillment of the requirements for the degree of Master of Science in Computer Science

Gianfranco Doretto, Ph.D., Chair
Donald Adjeroh, Ph.D.
Katerina Goseva-Popstojanova, Ph.D.

LANE DEPARTMENT OF COMPUTER SCIENCE AND ELECTRICAL ENGINEERING

Morgantown, WV 2023

Keywords: neuron classification, multimodality, morphology, electrophysiology

Copyright 2023 Aqib Ahmad
Abstract

Multimodal Neuron Classification based on Morphology and Electrophysiology
by Aqib Ahmad

Categorizing neurons into different types to understand neural circuits and ultimately brain function is a major challenge in neuroscience. While electrical properties are critical in defining a neuron, its morphology is equally important. Advancements in single-cell analysis methods have allowed neuroscientists to simultaneously capture multiple data modalities from a neuron. We propose a method to classify neurons using both morphological structure and electrophysiology. Current approaches are based on a limited analysis of morphological features. We propose to use a new graph neural network to learn representations that more comprehensively account for the complexity of the shape of neuronal structures. In addition, we design a self-supervised approach for learning representations of electrophysiology data with a convolutional neural network. Morphological and electrophysiology representations are then fused in different ways in an end-to-end approach. Our methods are tested on multiple datasets, and we show a performance that exceeds the state of the art in the single modalities, while we also establish the first baseline for the combined modalities.
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1 Introduction

1.1 Background

As part of the background, we will first introduce and describe neurons from a neuroscience aspect. After that, we will take a brief look at the work done in machine learning for neuron classification. Neurons are the basic building block of an animal nervous system. A nervous system is the command center and a critical part of an animal body. In addition to reacting to stimuli in the environment, it coordinates multiple body functions. For instance, when you touch something sharp like a needle, sensory neurons in the fingertips will sense the sharp stimulus and generate a signal. With the help of intermediate neurons (interneurons), this signal is passed to the motor neurons in your hand. Motor neurons control movement and they will allow you to move your hand away.

Neurons use electrochemical signals to communicate information between different areas of the body. A neuron has three main parts: cell body (soma), axon, and dendrites. The soma or cell body is the central part of a neuron that contains the cell nucleus and DNA. It is the part where an electrical signal is initially generated. Axon is the output structure of a neuron. The generated electrical signal is propagated through the axon which is connected to the dendrites of other neurons. A dendrite, hence, is where a neuron receives input signals from other cells. The connection point between an axon of one neuron and the dendrite of another neuron is called a synapse. At a synapse, the electrical signal is converted into a chemical signal.

To summarize, neurons fire electrical signals (action potentials) that cause them to release a chemical signal (neurotransmitter). The action potential is actually a rapid change in the cell membrane voltage. Neuroscientists often call action potentials as ‘spikes’, referring to the shape of an actional potential when recorded in a digital waveform. The neurotransmitter released is a chemical molecule that promotes the flow of either positively charged ions or negatively charged ions across the cell membrane of the connected neuron. Depending on this, it can either help excite or inhibit the next neuron from firing its own action potential. The sum of all excitatory and inhibitory inputs to a single neuron will determine whether an action potential will occur or not. If the sum of inputs makes neuron’s membrane potential reach the action potential threshold value (typically around -50 mV), then an actional potential will be generated.

Nervous system is critical to an animal body. Therefore, it is important that
we establish a good understanding of the brain and other nervous system organs. However, it is not that easy because of the complexity of their building blocks, the neurons. We gave an example of how the hand sensed a sharp needle and moved away using a combination of three neurons types: sensory, inter and motor neuron types. These types, at a very basic level, classify neurons according to their function. However, they are not sufficient for developing an in-depth understanding of neurons.

This is because neurons will vary extensively in their properties (such as structural, electrical and molecular characteristics, or neural functions and behaviors) within a broad cell type like sensory neurons. Therefore, there is a need of a taxonomic scheme that can classify neurons into more specific cell types with similar properties. This is a major challenge in neuroscience. While new and better cell types have been discovered, a single cell type still contains varying neurons. Even today, neuroscientists have been quoted saying, "We know very little about the brain".

In addition to gaining an understanding of the nervous system, neuron classification is also important for studying and treating brain disorders. We can treat nervous system disorders if we can find the neuron cell types that they target. For instance, amyotrophic lateral sclerosis affects upper and lower motor neurons, and congenital nystagmus affects starburst amacrine cells. Consequently, developing a superior classification method can help tackle a variety of diseases.

Neuroscientists have utilized various modalities for neuron classification task. This includes morphology, electrophysiology and transcriptomy. Morphology cell types are defined on the basis of form or structure of neurons. For instance, basket neurons are named after their basket-like axon branching pattern. The axon branching of chandelier neurons resembles a candelabrum. Electrophysiology cell types are defined according to the electrical properties of neurons. For instance, fast-spiking (FS) neurons are characterized as firing periodic trains of action potentials with extremely high frequency. Low-threshold spiking (LTS) neurons have a low action potential threshold value. Transcriptomic cell types are defined on the basis of genetic makeup of neurons. For instance, parvalbumin-expressing (Pvalb), and the somatostatin-expressing (Sst) cells are named after their characterizing genes, Pvalb and Sst.

We have seen the importance of categorizing neurons into appropriate cell types. However, manually classifying each neuron requires laborious study of neuronal data. To classify on basis of morphology, a neuroscientist would need to carefully inspect the branching pattern before making a decision. To classify on basis of electrophysiology, a neuroscientist would need to visualize the digital waveform for each neuron. With the introduction of high-throughput neuron data extraction techniques, manual classification has become a bottleneck for neuron analysis. There is a need of an automatic classification method that can directly consume neuronal data and accurately assign a cell-type to the input.
neuron without any human intervention. This will greatly benefit neuroscientists and save them time and effort. Ultimately, this will speed up our efforts in understanding the brain.

Fortunately, machine learning algorithms have been used for similar purpose in other domains and can be applied here as well. Moreover, such algorithms are not biased toward certain datasets, like human beings, who may have personal biases that can distort their judgment. As a result, machine learning can help reduce bias and outperform neuroscientists in neuron classification accuracy. We will take a brief look here at the work done in the machine learning domain for neuron classification in all three modalities.

The recent brain microscopy and neuron fiber tracing methods have led to an abundance of reconstructed neuronal morphology data. NeuroMorpho.org [1] is an online repository of publicly shared neuron reconstructions. Traditionally for classification purposes, the three-dimensional spatial and geometric structure of the neurons itself was ignored. Instead, using the L-measure [2] tool, this data was converted to a set of morphological features, also referred to as morphometrics. The performance of such classifiers is limited because a small difference in the spatial structure may change these morphometrics substantially.

Recently, by treating a single neuron sample as a point cloud, [3] experimented with applying point cloud networks for morphological classification and came up with an improved model called MorphoGNN. This approach leverages the DGCNN [4] architecture with some key modifications like dense Edge-Conv connections, increasing K value for local KNN graph, joint triplet and cross-entropy loss function, and a double pooling module. MorphoGNN outperforms DGCNN and traditional morphometrics by 6.25% and 12.6% in overall accuracy respectively.

The patch clamp technique has allowed scientists to create datasets of electrophysiology recordings [5]. A stimulus of electric current is injected and the membrane potential response is recorded in the form of a digital waveform. However, traditionally for classification purposes, the raw waveform was converted to a set of hand-crafted features [6], [7]. These features describe the action potential (AP) peak present in the recorded voltage response. Examples of these features are upstroke-downstroke ratio, the AP width and AP threshold.

The raw waveform contains a wealth of information that is difficult to be expressed using a limited number of hand-crafted features. Moreover, manual feature extraction will suffer from inefficient features that can lead to bad class separability. Therefore, the performance of classifiers using these AP features will always be limited.

Recently, the single-cell RNA sequencing (scRNA-seq) technique has allowed researchers to express the transcriptomics (genetic makeup) of cells. These transcriptomics are defined by the gene expression levels that are measured in counts per million (cpm). According to the expression levels, a transcriptomic (T-type) cell type is assigned to the neuron. The most commonly
used transcriptomic sub-types are Sst (somatostatin), Pvalb (parvalbumin) and Vip (vasoactive intestinal peptide).

1.2 Current Challenges and Motivation

Neurons are critical to an animal nervous system so it is important that we establish a solid understanding of how they work. To do this, researchers have devoted significant efforts to classifying neurons into various cell types in order to relate the cell types with certain properties, functions and behaviors. For instance, a neural circuit has been identified in mice brain that processes fear and anxiety. Such neurons have been found to have distinct axonal patterns in their morphology. Another example is of pyramidal neuron which is a morphology-based cell type. All such neurons are excitatory in nature, meaning they release an exciting neurotransmitter.

In addition to gaining an understanding of the nervous system, neuron classification is also important for studying and treating brain disorders. We can treat nervous system disorders if we can find the neuron cell types that they target. For instance, amyotrophic lateral sclerosis affects upper and lower motor neurons, and congenital nystagmus affects starburst amacrine cells.

We saw the importance of categorizing neurons into appropriate cell types. However, manually classifying each neuron requires laborious study of neuronal data. To classify on basis of morphology, a neuroscientist would need to carefully inspect the branching pattern before making a decision. To classify on basis of electrophysiology, a neuroscientist would need to visualize the digital waveform for each neuron.

With the introduction of high-throughput neuron data extraction techniques, manual classification has become a bottleneck for neuron analysis. There is a need of an automatic classification method that can directly consume neuronal data and accurately assign a cell-type to the input neuron without any human intervention. This will greatly benefit neuroscientists and save them time and effort. Ultimately, this will speed up our efforts in understanding the brain.

Fortunately, machine learning algorithms have been used for similar purpose in other domains and can be applied here as well. Moreover, such algorithms are not biased toward certain datasets, like human beings, who may have personal biases that can distort their judgment. As a result, machine learning can help reduce bias and outperform neuroscientists in neuron classification accuracy.

We have seen the use of individual modalities to classify and understand neurons. However, there are many cases where within a given cell type based on a particular modality, neurons will vary widely in the properties of other modalities. For instance, neurons within the Vip transcriptomic sub-type can show both Regular Spiking (RS) or Low Threshold Spiking (LTS) electrophysiology. Hence, there is a strong need to use more than one modality to define
neuron types. Primarily, the reason behind lack of multimodal analysis has been the inability to extract multiple modalities from a single neuron at scale.

Recently, the patch-seq technique has enabled the extraction of multiple modalities simultaneously from a neuron. Using this method, [5] has provided a dataset consisting of morphologies and electrophysioologies of 517 neurons. Through clustering analysis, they have also defined 28 MET-types that have aligned morphological, electrophysiological, and transcriptomic properties. Such data can be leveraged for multimodal neuron classification. This can be really beneficial for neuroscientists as an incoming neuron can be automatically classified into its cell type to get an idea about its morphological, electrophysiological, and transcriptomic properties at once.

We also note the use of manually crafted features for unimodal analysis in the literature. These features are a limited representation of the input modality and can lead to bad class separation and eventually, bad performance. The challenge is to create an approach that can learn powerful representations of the modalities by itself. For image data, we have seen how CNNs have replaced traditional feature extractors by learning efficient features that represent the input in much more detail. Intuitively, the idea is to have a model that can learn a morphological or electrophysiology feature representation directly from the raw input. This is not straightforward as it requires dedicated approaches that can exploit the unique structure of these neuronal modalities.

1.3 Thesis Contribution

In this work, we propose a deep learning based approach that can learn powerful representations of morphology and electrophysiology of neurons and use both these representations to classify neurons in an end-to-end fashion. Our method entirely eliminates the use of hand-crafted features in the classification pipeline and helps neuroscientists map an input neuron to its morphological, electrophysiological, and transcriptomic properties at once. This eliminates the need for laborious manual study of neuronal data to get an idea about its properties.

For simplicity, we will divide our contributions under three major headings: morphology classification, electrophysiology classification and multimodal classification. For morphology classification, we take a state-of-the-art graph neural network and modify it to learn morphological representation directly from the three-dimensional structure of neuron. For electrophysiology, we devise a self-supervised classification pipeline that learns representation directly from the raw waveform. For multimodal classification, morphology and electrophysiology representations are fused in different ways in an end-to-end approach. Our methods are tested on multiple datasets, and we show a performance that exceeds the state of the art in the single modalities, while we also establish the first baseline for the combined modalities.
2 Literature Review

2.1 Morphology

After images of a neuron are obtained through a microscope, they can be converted to a digital representation by obtaining the 3D coordinates of neuronal pathways (axons and dendrites). This process is called neuron tracing (or neuron reconstruction) and it is a fundamental task in computational neuroscience. Neurons may be traced manually by hand-painting the trajectory of axons and dendrites. Automated reconstruction can also be done by fitting compartments (spheres or tubes) on the neuronal pathways.

The reconstructed morphology data then consists of series of discretized neuronal compartments that are connected together in space. The data file format is called SWC and each row of this file identifies a particular neuronal compartment. The attributes included are type of compartment, 3D coordinates, radius and parent of the compartment.

Instead of analyzing the 3D structure itself, traditionally, SWC data was converted to a set of morphological features for neuron classification purposes. The L-Measure tool [2] has been used by various researchers to convert 3D structure into quantitative measurements. A large feature set can be generated including features like the number of branches, surface area of a compartment, distance of a compartment with respect to soma, ratio between the distance and path length.

We know that a process of manual feature extraction is bound to suffer from inefficient features that can lead to bad class separability. Therefore, the performance of classifiers using these morphometrics will be limited. Moreover, we have seen in the image domain, how CNNs have replaced traditional feature extractors by learning efficient features that represent the input in much more detail. Intuitively, the idea is to have a model that can learn to classify neurons directly from the 3D structure.

If we discard other attributes and keep only the $x$, $y$ and $z$ coordinates from the SWC data, the neuron can be represented as a point cloud. Recently, there has been a focus on building deep neural networks that directly consume point cloud data for either 3D classification or segmentation. As point clouds have an irregular structure, the task is not straightforward. PointNet [8] achieves this task by incorporating three key modules in its network architecture. A joint alignment network for transformation invariance, max pooling layer for permutation invariance and local and global feature aggregation for segmentation...
PointNet processes each point independently to compute per-point features and finally aggregates all the individual point features to a global signature. The resultant model learns to summarize the input point cloud by a sparse set of key points. It shows impressive results, however without any convolution-like operation, it fails to capture the local neighborhood structure. PointNet++ [9] works by running PointNet in a hierarchical fashion that allows to extract local features at increasing contextual scales. Hence, this improves upon the performance of the vanilla model.

This technique still processes the points independently at the different hierarchy stages. Thus, it neglects the local geometric structure of points. DGCNN [4] implements a graph convolutional neural network to address this drawback. In particular, it applies a new convolution-like operation called EdgeConv on the edges connecting a point to its neighbors in a local graph. It generates edge features that describe the relationships between a point and its neighbors, thereby capturing the local geometric structure. DGCNN outperforms PointNet++ by 2.2% in overall accuracy.

All of the previously mentioned networks were trained on non-neuron point cloud datasets by the authors. Recently, [3] experimented with training these networks on a neuron point cloud dataset and came up with an improved model as well called MorphoGNN. This approach leverages the DGCNN architecture with some key modifications like dense EdgeConv connections, increasing K value for local KNN graph, joint triplet and cross-entropy loss function, and a double pooling module. MorphoGNN outperforms DGCNN by 6.25% and 8.84% in overall accuracy and mean class accuracy respectively. The neuron dataset for this experiment was collected from [1]. It is divided into seven classes based on the neuron morphology.

### 2.2 Electrophysiology

Neuron electrophysiology is described by the action potential induced in response to injecting a stimulus of electric current. The use of hand-crafted features to describe the action potential has been common. Some examples of these features are upstroke-downstroke ratio, inter-spike interval and average firing rate. The amount of information that is contained within a raw waveform cannot be completely expressed using a limited number of hand-crafted features. While these features work well to classify neurons into the major transcriptomic subclasses, their performance will be limited in more complex tasks such as determining the T-type from the electrophysiology. Therefore, there is a need of learned representation that can more accurately depict the electrophysiology.

[5] has provided a dataset of electrophysiology for 4,435 cells from the mouse visual cortex. Based on their transcriptomes, these cells were assigned to one of the 60 transcriptomically defined cell types (T-type label). Unfortunately, this
dataset is heavily imbalanced with some classes having less than 5 samples. [7] uses the hand-crafted electrophysiological features to find four distinct classes of neurons in the avian brain region. Type 1 neurons had longer time-to-peak of an afterhyperpolarization. Type 2 had a more negative resting membrane potential than the other classes. Type 3 neurons had a shorter action-potential duration and Type 4 neurons had a much larger input resistance.

2.3 Multimodal Analysis

With the introduction of the Patch-seq [10] technique, researchers have been able to extract multiple modalities simultaneously from a single neuron. Recently, [5] has provided a multimodal dataset consisting of morphologies and electrophysiologies of 517 neurons. Through clustering analysis, they also define 28 met-types that have congruent morphological, electrophysiological, and transcriptomic properties. This data can be leveraged for multimodal neuron classification.

[11] explains the different data fusion techniques used in biomedical deep learning. These fusion strategies are grouped under the three major categories of early fusion, intermediate fusion and late fusion. Early fusion involves the concatenation of features of different modalities at the input level. An autoencoder may be used to map the input features onto a lower dimensional space that is more informative. The resulting input vector is fed to a deep learning architecture. In this approach, cross-modality and within-modality correlations are learned simultaneously at a low-level of abstraction.

Intermediate fusion first involves learning features separately for the different modalities to discover within-modality correlations. These learned features are also called marginal representations. The marginal representations are then fused for either direct classification or they are further fed to a multi-layer perceptron for joint representation learning. The joint representation will discover the cross-modality correlations.

Late fusion is a passive strategy as it does not involve representation learning but it is based on the process of averaging the outputs of the models for different modalities. For classification purposes, this can be as simple as averaging probabilities from the softmax layer for each class. This will obviously not learn the cross-modality interactions. However, it can be beneficial when trying to fuse heterogenous data or models.
3 Problem Definition

We are interested in building a model to classify neurons into their cell types. Cells assigned to a single-modality based cell type show a lot of variation in the used modality. Therefore, machine learning based approaches that utilize hand-crafted features are limited in their performance. There is a need for an approach that can learn accurate feature representations itself to account for the complexities in neuronal data. Moreover, cells assigned to a single-modality based cell type will also show variation across other neuronal modalities. This makes the classification task complex and requires the use of multiple modalities to define and classify a neuron.

It is time consuming to manually study properties of neurons by examining data for different modalities like morphological structure and electrophysiology action potential. It will be really helpful to develop an automated technique to classify neurons into their cell types to get an idea about their properties. We define the problem of multimodal neuron classification. Specifically, the problem requires a data sample consisting of both morphology $M$ and electrophysiology $E$. We then define two feature extractors $F_M$ and $F_E$ that will map $M$ and $E$ to learned feature representations $M_L$ and $E_L$ respectively. $\ast$ is defined as a fusion operator. $M_L \ast E_L$ fuses the learned representations together to an intermediate embedding. Finally, a classifier $C$ takes the fusion output and generates the class scores by $C(M_L \ast E_L)$.

Given the specific setting of our problem, to the best of our knowledge, this is the first work to propose a deep learning based method for the task of multimodal neuron classification.
4 Proposed Methods

4.1 Morphological Classification

For morphological classification, we use the graph neural network introduced in [3], also called MorphoGNN. The approach treats the neuron morphology as a point cloud by only considering the spatial coordinates of neuronal compartments. Hence, the input to the network is the point cloud $P$ as described in Eq. (4.1):

$$P = \left\{ P_i \in \mathbb{R}^3 = \{x_i, y_i, z_i\} \mid i = 1, 2, ..., n \right\}$$

The morphology file format (SWC) stores the neuron as a tree structure and therefore each node (compartment) has a parent attribute assigned to it. However, shape of neurons is determined by the positioning of nodes in space, regardless of these local connections. Therefore, it is safe to omit the parent attribute from input. Additionally, there is a radius attribute. However, the radius measurements obtained are related to the parameters of laboratory techniques like fluorescent strength, and not with the morphology. Therefore, that is ignored from analysis as well.

In the graph neural network, the points in the point cloud form a local graph with the nearest K points. New features of each node are learned from the neighboring nodes. As node features are updated, the graph is dynamically recomputed between layers. The initial feature of each neuronal node is a 3D $(x_i, y_i, z_i)$ vector, and the local features are updated to a higher dimension via a EdgeConv [4] layer.

EdgeConv is a convolution-like operation that is applied on the edges connecting a point to its neighbors in a local graph. It generates edge features that describe the relationships between a point and its neighbors, thereby capturing the local geometric structure. The updated local feature $x'_c$ of a point $p_c$ is represented by Eq. (4.2):

$$x'_c = \max \{h(e_1), h(e_2), ..., h(e_K)\}$$

$$h(e_i) = \text{LeakyReLU}(\Phi.x_c + \Theta.(x_i - x_c))$$

(4.2)

$\Phi$ and $\Theta$ are trainable matrices. $h(e_i)$ is the vector of the edge $e_i$ from the neighboring node $p_i$ to the updating node $p_c$. The updated local feature $x'_c$ is obtained
after a max-pooling operation on all edge vectors.

Typically, a cross-entropy loss is used for multi-class classification tasks. In this case, however, the discriminating power of the input features is affected due to difference in morphology reconstruction methods, imaging resolution, as well as parameter settings. Thus, a network trained with simply cross-entropy may suffer from inferior class separation. Triplet loss compares a reference input (anchor) to a matching input (positive) and a non-matching input (negative). The distance from the anchor $A$ to the positive $P$ is minimized, and the distance from the anchor $A$ to the negative $N$ is maximized. Applied to a classification problem, the anchor and positive will belong to the same class while the negatives will come from other classes. In this way, triplet loss produces better class separability by enforcing that the distance between the samples from the same class is smaller than that between the samples from different classes. Thus, a joint triplet and cross-entropy loss function is used. The triplet loss $L_T$ is represented by:

$$L_T = \max(||f(A) - f(P)||_2 - ||f(A) - f(N)||_2 + \alpha, 0),$$ \hspace{1cm} (4.3)$$

where $f$ is the embedding generated by MorphoGNN and $\alpha$ is the margin value. The cross-entropy loss $L_{CE}$ is represented by:
Chapter 4. Proposed Methods

\[ L_{CE} = - \sum_{i=1}^{n} t_i \log(p_i), \]  
(4.4)

where \( n \) is the number of classes, \( t_i \) is the truth label and \( p_i \) is the Softmax probability for the \( i^{th} \) class. The final loss function is expressed by:

\[ \mathcal{L} = L_T + L_{CE} \]  
(4.5)

While the approach delivers good results, the reduction of neuron morphology to mere spatial coordinates is a simplification that needs to be addressed. The three-dimensional geometry of neuron contains valuable angles that can help represent the orientations of neuronal compartments in space. These angles, in addition to the spatial coordinates, can help better represent the neuronal morphology. Therefore, we propose a set of five geometric angles to modify the MorphoGNN approach at the input level. These are depicted in Figure 4.1.

The first of these angles, the local angle, measures the angle between the vector connecting a node to its parent and the vector connecting the node to its child. Effectively, it is a measure of how straight the neurites of the neurons are. The global angle measures the angle between the vector connecting a node to its child and the vector connecting the node to the soma. It is a measure of how much the neurites point away from the soma. In the situation where a node has two children (branching point), it is non-obvious how to set up the local and global angles. To solve this problem, we propagate the angle of a node to the next (child) node. In this case, every node will have a local and global angle assigned to it, except of course the soma, its child and grandchild.

Third, the branching angle measures the angle between the vector connecting a node to its first child and the vector connecting the node to its second child. It measures how wide or narrow the branching is. Fourth, the branch orientation measures the angle between the vector connecting a node to its parent and the normal vector of the plane formed by the two node-to-children vectors. Hence, it reflects the orientation of a neuron branching in space. Obviously, both of these angles can only be assigned to branching nodes.

Finally, the turning angle represents the turning orientations of neurites in space. To calculate this, we measure the angle between the normal vectors of two planes. The first plane is formed by the vector connecting a node’s grandparent to its parent and the vector connecting a node’s grandparent to its great-grandparent. The second plane is formed by the vector connecting a node’s parent to its grandparent and the vector connecting a node’s parent to the node itself. This angle will be assigned to all nodes that possess a great-grandparent.
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4.2 Electrophysiology Classification

For electrophysiology input representation, we take the raw waveforms provided by [5]. Most samples in this dataset have waveform recordings against three different stimuli: the short square, long square and ramp stimuli. For a comprehensive representation, we take the responses to all three stimuli and append them along the channel dimension. This is shown in Figure 4.2. All the recordings are originally sampled at 50 kHz. However, since they are of varying
time lengths, they cannot be appended together in an array. Therefore, we resample all the recordings to 101150 samples. This number is the lowest number of samples a recording has in the dataset.

Due to the lack of a balanced dataset with sufficient number of samples per class, it is difficult to train an electrophysiology model in a supervised fashion. Therefore, we resort to self-supervised learning. Traditionally, self-supervised learning was done in a contrastive manner. The objective is simple: minimize the distance in representation space between positive sample pairs while maximizing the distance between negative sample pairs. This requires comparing augmented views of the same sample with many negative examples and causes a significant memory footprint. Furthermore, given the random sampling, false negatives can cause a degradation in the representation quality.

Recently, non-contrastive loss functions have appeared that only require positive samples and minimize the distance in space between them. Simply using invariance (mean-squared error) as a non-contrastive loss function causes the learned representations to collapse to a trivial constant solution. Some non-contrastive self-supervised approaches leverage complicated techniques like weight sharing between the branches, batch normalization, feature-wise normalization, output quantization, stop gradient and memory banks to solve this problem. We use the VICReg \cite{VICReg} approach because of its simplicity and state-of-the-art results. It uses a non-contrastive loss function and does not rely on techniques like memory banks, large batch sizes and stop-gradient. The principle behind VICReg’s approach is to use a loss function with three terms: invariance, variance and covariance. The variance and covariance terms help avoid the embedding collapse.

The data samples are processed in batches, and $Z = [z_1, ..., z_n]$ and $Z' = [z'_1, ..., z'_n]$ are the two batches composed of $n$ vectors of dimension $d$, of embeddings corresponding to the two batches of augmented views of samples. $z^j$ denotes the vector composed of each value at dimension $j$ in all vectors in $Z$. 

**Figure 4.4:** Augmented Spectrograms: Transformed spectrograms of the same electrophysiology sample. Time shift, time masking and frequency masking are visible from the naked eye while other transforms are also present.
The invariance term $s$ is simply the mean-squared euclidean distance between the embeddings of augmented views of the same samples:

$$s(Z, Z') = \frac{1}{n} \sum_i ||z_i - z_i'||_2^2$$  \hspace{1cm} (4.6)

The variance regularization term $v$ is a hinge loss to maintain the standard deviation (over a batch) of each variable of the embedding above a given threshold. This term forces the embedding vectors of samples within a batch to be different:

$$v(Z) = \frac{1}{d} \sum_{j=1}^{d} \max(0, \gamma - S(z^j, \epsilon)),$$  \hspace{1cm} (4.7)

where $S$ is the regularized standard deviation:

$$S(x, \epsilon) = \sqrt{\text{Var}(x) + \epsilon}$$  \hspace{1cm} (4.8)

The covariance regularization term $c$ attracts the covariances (over a batch) between every pair of embedding variables towards zero. This decorrelates the variables of each embedding and prevents an informational collapse in which the variables would vary together or be highly correlated. If the covariance matrix of $Z$ is represented by $C(Z)$, then $c$ encourages the off-diagonal coefficients of $C(Z)$ to be close to 0, decorrelating the different dimensions of the embeddings and preventing them from encoding similar information:

$$c(Z) = \frac{1}{d} \sum_{i \neq j} [C(Z)]_{i,j}^2$$  \hspace{1cm} (4.9)

The final loss function is a weighted average of the invariance, variance and covariance terms:

$$\mathcal{L} = \lambda s(Z, Z') + \mu [v(Z) + v(Z')] + \alpha [c(Z) + c(Z')]$$  \hspace{1cm} (4.10)

For the backbone network, we use a ResNet-50 CNN. To feed a waveform to a 2D CNN, it has to be converted to a spectrogram first. We experiment with different types of spectrograms and find Mel Frequency Cepstral Coefficients
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**Network architecture:** The two networks learn 2048-d marginal representations that are fused together for multimodal neuron classification task.

(MFCC) to deliver the best results. The input to the CNN is a 3 channel 128x198 dimensions spectrogram.

We also design a data augmentation pipeline to prepare augmented batches for the self-supervised learning. This pipeline is divided into two stages as shown in Figure 4.3. A few of the transformations are applied on the raw waveform. Next, it is converted to the MFCC spectrogram. After that, a series of augmentations is applied on the spectrogram as well. Since the performance of a self-supervised model depends on the augmentations as well, it is necessary to ensure that a variety of augmentations are included.

### 4.3 Multimodal Fusion

First, both the morphology and electrophysiology networks are trained separately to learn the marginal representations on their individual modalities. After that, these networks are frozen and the outputs are fused together in multiple ways before finally feeding them to a linear classifier. The network architecture is shown in Figure 4.5.

Both networks output a 2048-dimensional embedding. We try different fusion methods like multiplication, addition, simple concatenation and the tensor fusion layer [13]. We avoid the use of an MLP and use a linear classifier instead because of the low number of multimodal samples available. However, this means we cannot do joint-representation learning and hence learn the cross-modality correlations. The tensor fusion layer helps in this regard as it expresses the bimodal interactions by doing an outer product of marginal representations. It also has no trainable parameters. Ideally, we would want to fine-tune both the networks along with training the classifier. However, the 517 neurons available are divided into 28 classes. This is a heavily imbalanced dataset with low number of samples per class. Therefore, fine-tuning with the MET-labels does not deliver improvement.

The loss function is a cross-entropy loss expressed by:
\[ \mathcal{L} = -\sum_{i=1}^{n} t_i \log(p_i), \]  

(4.11)

where \( n \) is the number of classes, \( t_i \) is the truth label and \( p_i \) is the Softmax probability for the \( i^{th} \) class.

The multimodal MET samples also have a T-type label assigned to them. Most T-types belong to a single MET-type. Therefore, it is possible to re-label the imbalanced 4,435 cells electrophysiology dataset by merging the T-types that belong to a single MET-type. This re-labelling can be used to fine-tune the electrophysiology network. Unfortunately, the morphology network cannot be fine-tuned as morphologies are only available for the 517 neurons.
Figure 4.6: Confusion Matrices: Summarizing the results for unimodal and multimodal classification through confusion matrices.
5 Results

5.1 Unimodal

<table>
<thead>
<tr>
<th>Method</th>
<th>Point Features Used</th>
<th>OA(%)</th>
<th>MA(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DGCNN</td>
<td>3D Coordinates</td>
<td>78.61</td>
<td>63.38</td>
</tr>
<tr>
<td>MorphoGNN</td>
<td>3D Coordinates</td>
<td>82.8</td>
<td>71.19</td>
</tr>
<tr>
<td>Ours</td>
<td>3D Coordinates, Local Angle</td>
<td>88.29</td>
<td>82.23</td>
</tr>
<tr>
<td>Ours</td>
<td>3D Coordinates, Local Angle, Global Angle</td>
<td>90.07</td>
<td>85.07</td>
</tr>
<tr>
<td>Ours</td>
<td>3D Coordinates, Local Angle, Global Angle, Branch Angle</td>
<td>90.24</td>
<td>83.11</td>
</tr>
<tr>
<td>Ours</td>
<td>3D Coordinates, Local Angle, Global Angle, Branch Orientation</td>
<td>90.07</td>
<td>84.09</td>
</tr>
<tr>
<td>Ours</td>
<td>3D Coordinates, Local Angle, Global Angle, Turning Angle</td>
<td>92.02</td>
<td>87.1</td>
</tr>
</tbody>
</table>

The morphology model is trained and evaluated on a 7-class dataset collected from NeuroMorpho.org [1]. For forming the dataset, we collect samples from multiple research contributions. The aspiny neurons come from the two groups [14] and [15]. Spiny neurons are contributed by [14]. The amacrine and bipolar neurons come from [16]. The stellate neurons are provided by [17], [18] and [19]. The basket neurons come from the three groups [20], [21] and [22]. The pyramidal neurons come from [17], [18], [23], [24], [25], [26].

In total, we get a data of 1890 samples. A 7:3 train-validation split is done. Neurons that have less than 6000 points are zero-padded to 6000. Morphologies that have more than 6000 points are uniformly downsampled. The spatial coordinates are normalized to be in the range $(-1, 1)$. We train the model for 70 epochs and the rest of the training implementation is the same as in [3].

The evaluation results are shown in Table 5.1. We try different combinations of input node-based features and find that the local, global and turning angles in addition to the 3D coordinates deliver the best performance (in bold). Our method outperforms the current state-of-the-art MorphoGNN by 9.22% in overall accuracy and 15.91% in mean-class accuracy.
We also compare the train and inference times between MorphoGNN and our approach on an Nvidia Titan RTX GPU. Our method does not take any noticeable additional time. This is due to the fact that the angles can be extracted during data pre-processing and do not add any overhead cost during execution. Moreover, the only architectural modification we do is change the number of filters of the first 1x1 convolution layer from 6 to 12. This is done to accommodate the additional angles (channels) added. With this change, the total number of trainable parameters only increase by 192. Both approaches take around 3 hours 32 minutes for training (70 epochs), and around 90 milliseconds for inference.

As apparent in Figure 4.6, the misclassification rate for aspiny neurons is high and they are mostly being confused as spiny neurons. This is partly because of the fact that the number of samples available for the aspiny class is the lowest compared to other classes. However, it also points out that spiny and aspiny neurons are more similar in their morphologies than other classes and that it was difficult for the model to produce a good class separation between them given the current data.

The electrophysiology self-supervised model is trained on the patch-seq dataset provided by [5]. Out of the 4,435 cells, we ignore the 517 neurons that have a multimodal label assigned to them. This is done to ensure the model does not see the data it is going to be evaluated on later during multimodal analysis. The raw waveforms are normalized channel-wise to be in the range \((-1, 1)\). We train the model for 1000 epochs with a batch size of 512 samples. The final loss value comes out to 15.081. A base learning-rate of 0.5 was set and the rest of the training implementation is the same as in [12].

<table>
<thead>
<tr>
<th>Method</th>
<th>OA(%)</th>
<th>MA(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supervised learning</td>
<td>86.53</td>
<td>82.39</td>
</tr>
<tr>
<td>Frozen backbone + Linear Classifier</td>
<td>82.93</td>
<td>74.05</td>
</tr>
<tr>
<td>Fine-tuned backbone + Linear Classifier</td>
<td>91.34</td>
<td>87.78</td>
</tr>
</tbody>
</table>

To evaluate the effectiveness of a self-supervised approach, we require a dataset with sufficient number of samples per class. Unfortunately, the patch-seq dataset has some classes having less than 5 samples. To solve this problem, we merge the 60 available transcriptomic (T-type) labels down to the 5 transcriptomic sub-types (Sst, Pvalb, Vip, Lamp5, Sncg). We then evaluate our method on this dataset.

The evaluation results are shown in Table 5.2. We compare our self-supervised method with traditional supervised learning. The frozen backbone delivers good results attesting to the effectiveness of self-supervised representations. In addition to this, the fine-tuned representations beat supervised learning by 4.81% in overall accuracy and by 5.39% in mean-class accuracy.
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Figure 4.6 shows good per-class performance for all transcriptomic sub-types using fine-tuned representations. Some Sncg neurons are being confused as Sst neurons but that is mainly because of the low number of samples available for the Sncg class.

5.2 Multimodal

<table>
<thead>
<tr>
<th>Fusion Method</th>
<th>OA(%)</th>
<th>MA(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multiplication</td>
<td>61.83</td>
<td>56.55</td>
</tr>
<tr>
<td>Addition</td>
<td>62.59</td>
<td>58.34</td>
</tr>
<tr>
<td>Concatenation</td>
<td>64.88</td>
<td>60.86</td>
</tr>
<tr>
<td>Tensor Fusion Layer</td>
<td>60.3</td>
<td>51.9</td>
</tr>
</tbody>
</table>

Table 5.4: Performance of modalities for classification on 22 MET classes

<table>
<thead>
<tr>
<th>Modality Used</th>
<th>OA(%)</th>
<th>MA(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrophysiology-only</td>
<td>50.38</td>
<td>41.73</td>
</tr>
<tr>
<td>Morphology-only</td>
<td>35.11</td>
<td>32.27</td>
</tr>
<tr>
<td>Both</td>
<td>64.88</td>
<td>60.86</td>
</tr>
</tbody>
</table>

The multimodal classifier is trained and evaluated on the dataset provided by [5]. This data contains 517 neurons for which both morphologies and electrophysiologies are available. These neurons have been assigned MET (morphological-electrophysiological-transcriptomic) cell type labels. Within a single MET-type, the neurons have aligned morphological, electrophysiological and transcriptomic properties. Out of the 28 MET-types, we only use the 22 MET-types that have at least 5 samples available. A 7:3 train-validation split is done.

The performance comparison between different fusion techniques is shown in Table 5.3. Simple concatenation delivers the best results (in bold). We achieve an overall accuracy of 64.88% and a mean-class accuracy of 60.86%.

Figure 4.6 shows good per-class performance for all classes except MET types 14 through 17. This is because of scarcity of data and more similarity among these classes.
As shown in Table 5.4, the use of both modalities outperforms the use of a single modality (either morphology or electrophysiology) for multimodal classification task. Morphology performs the lowest and it is understandable knowing the morphology model could not be fine-tuned.

For training the unimodal classifiers, we had sufficient data available. For morphology, we have 1890 samples divided into 7 classes. For electrophysiology, we have around 4000 samples divided in 5 classes. Unfortunately, for multimodal classification, data is scarce and this is the reason why multimodal results are not comparable with unimodal. In this case, we have only 517 neurons divided into 22 classes. Therefore, the number of samples per class is quite low.
6 Conclusions and Future Work

6.1 Conclusions

In this work, we have devised a deep-learning based approach for both unimodal and multimodal classification. By avoiding the traditional machine learning models that make use of hand-crafted features, we have been able to generate accurate representations that deliver state-of-the-art performance. This is the first application of deep learning to make use of multiple neuronal modalities. Defining a neuronal type requires more than one modality and our method can map an input neuron to its morphological, electrophysiological, and transcriptomic properties at once.

During our analysis, we note how the use of geometric angles enriches the morphological representation and more comprehensively accounts for the complexity of the shape of neuronal structures. It is indeed true that these angles help in defining the morphology in addition to the 3D coordinates. Moreover, we note how well a self-supervised approach can learn to differentiate between neuronal electrophysiologies. Not only does it deliver good results, it also beats the supervised method by learning a richer feature representation. Additionally, the use of both modalities outperforms the use of a single modality (either morphology or electrophysiology) for multimodal classification task.

6.2 Future Work

Subsequent efforts could make use of a multimodal dataset that has more samples available. Deep learning approaches always benefit from more data and that will help improve the multimodal classification accuracy. An ideal strategy would be to learn self-supervised representations for both modalities, fine-tune them with the multimodal data, and train a linear classifier to predict the cell type. Unfortunately, we were dealing with a limited data and could not follow this approach.

We did not use transcriptomics as a third modality for classification. However, it could be experimented with using other multimodal data in future. Moreover, new modalities like molecular properties could also appear in future. For multimodal fusion, late fusion or decision fusion can also be tried and compared with intermediate fusion.
Another thing that could be looked at is the graph neural network for morphological representation learning. Experimentation with newer and lighter networks may yield better results. Moreover, training it in a self-supervised manner is also a possibility. This requires thinking to devise a robust data augmentation pipeline. The geometric angles are rotation and translation invariant. So, to augment these angles, a transformation in addition to simple rotation and translation will have to be implemented.
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