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In this paper we study the scalar Green function in the Kerr spacetime using Wentzel-Kramers-Brillouin (WKB) methods. The Green function can be expressed by Fourier-transforming to its frequency-domain counterpart, and with the help of complex analysis it can be divided into parts: 1) the “direct part,” which propagates on the light cone and dominates at very early times; 2) the “quasinormal-mode part,” which represents the waves traveling around the photon sphere and is important at early and intermediate times; and 3) the “tail part,” which is due to scattering by the Coulomb-type potential and becomes more important at later times. We focus on the “quasinormal-mode part” of the Green function and derive an approximate analytical formula for it using WKB techniques. This approximate Green function diverges at points that are connected by null geodesics, and it recovers the fourfold singular structure of Green functions that are seen in Schwarzschild and other spacetimes. It also carries unique signatures of the Kerr spacetime such as frame dragging. Along the way, we also derive approximate quasinormal-mode wave functions and expressions for the black hole excitation factors in the Kerr spacetime. We expect this work to benefit the understanding of both wave propagation and the problem of self-force in the Kerr spacetime.
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I. INTRODUCTION

Supermassive black holes (SMBHs), sometimes also referred to as massive black holes (MBHs), are the black holes with masses higher than $10^6M_\odot$; they are believed to exist at the centers of almost all galaxies. The closest example, Sagittarius A* [1], is the one at the center of our own Galaxy, and was discovered by radio observations. These SMBHs exist in the dense cores of galaxies, where there are a large number of stars and compact stellar remnants such as white dwarfs, neutron stars, and less massive black holes. Though the vast majority of these stars are expected to be at large distances compared to the Schwarzschild radii of the SMBHs, many mechanisms have been proposed to drive stars and compact objects closer. For example, when a galactic merger results in a binary system of SMBHs, Kozai-Lidov effects and additional scattering due to the companion SMBH can cause stars to be captured by one of the holes [2,3]. Once a compact object moves into orbit close enough to the central SMBH, the radiation of gravitational waves dominates the evolution of the system, and the object will eventually merge with the SMBH due to radiation reaction. Such a system is called an extreme mass ratio inspiral (EMRI), and these systems are a primary target for proposed future space-based gravitational wave detectors, such as the eLISA concept [4]. Such experiments require accurate modeling of the evolution of the EMRI up to merger.

One way to compute the evolution of an EMRI through the effects of radiation reaction was proposed by Mino, Sasaki and Tanaka [5] (for recent reviews on this subject, see Refs. [6,7]). The basic idea is to express the metric perturbation as the convolution between the Kerr gravitational Green function and the less massive object’s stress energy tensor, and hence obtain the radiation reaction “self-force” on the less massive object. In this formalism, it is physically clear how the test object sources gravitational perturbations, which propagate in the curved spacetime and exert backreaction onto the source. However, for realistic EMRI evolutions, it is highly nontrivial to obtain the Green function.

For the Schwarzschild spacetime, Dolan and Ottewill [8] used a spectral method to relate the scalar Green function to the quasinormal modes. By adopting a matched expansion technique, they managed to obtain an approximate analytical form of the Green function in the high-frequency, eikonal limit. Moreover, they showed that the Green function is singular on the light cone, and it has a fourfold singular structure of alternating singularities: $\delta(\sigma), 1/\sigma, -\delta(\sigma), -1/\sigma$ (see Sec. V D for discussions), where $\sigma$ is the Synge’s world function. This fourfold singular structure matches the earlier expectation by Casals et al. [9,10], which was proved by using the Hadamard ansatz for the direct part of the Green function. On the other hand, Zenginoğlu and Galley [11] used numerical methods to obtain the time-domain scalar Green function in the
Schwarzschild background. They also observed the fourfold singular structure as a result of caustic echoes.

In this work, we study the scalar Green function for a Kerr background with generic spin. We use a spectral representation of the Green function in the eikonal limit, extending the results of Ref. [8] to the Kerr spacetime. To do this, we apply the Wentzel-Kramers-Brillouin (WKB) techniques developed in Ref. [12] to derive an approximate analytical formula for the quasiangular-mode (QNM) part of the Green function. Along the way, we present analytical Kerr QNM wave functions and black hole excitation factors in the eikonal limit, for the first time in the literature. The Green function is expected to be singular on the points connected by null geodesics, and we confirm this for our approximate Green function using numerical investigations. We also recover the fourfold singular structure of the Green function, as seen in other spacetimes [9,13,14], including Schwarzschild [8,11]. This study makes progress towards solving the problem of the evolution of EMRI systems in the Kerr spacetime using the self-force approximation. With additional, future work on the direct part and “tail part” of the Kerr Green function, the method for calculating the self-force in Schwarzschild presented in Ref. [15] can be extended to Kerr.

This paper is organized as follows: In Sec. II we discuss the spectral representation of the scalar Green function. In Sec. III we review the WKB approximation for QNM frequencies and present the details for computing the QNM wave functions. In Sec. IV we explicitly obtain the so-called “black hole excitation factors” from the WKB wave functions. Combining all the results in previous sections, we derive an approximate formula for the scalar Green function in Sec. V. It is shown to possess the fourfold singular structure, and in Sec. VI we verify numerically that it is singular between points that are connected by null geodesics. We conclude in Sec. VII. Throughout this paper, we use geometric units $G = c = 1$, and unless otherwise specified, we also take the black hole’s mass to be unity, $M = 1$. This is in contrast to many works in the QNM literature, where authors often take $2M = 1$.

II. SPECTRAL DECOMPOSITION

In this section we review the spectral decomposition of the scalar Green function in the Kerr spacetime. In a generic spacetime, the scalar Green function satisfies the equation

$$\Box G_{\text{ret}}(x, x') = \frac{1}{\sqrt{-g}} \partial_{\mu} (\sqrt{-g} g^{\mu\nu} \partial_{\nu} G_{\text{ret}}) = -4\pi \delta^{(4)}(x - x'). \quad (2.1)$$

We only consider the retarded Green function $G_{\text{ret}}(x, x')$, for which $x'$ lies on or within the future light cone of $x$. In addition, we use Boyer-Lindquist coordinates, in which the line element for the Kerr spacetime is written as

$$ds^2 = -\left(1 - \frac{2Mr}{\Sigma} \right) dt^2 - \frac{4aM \sin^2 \theta}{\Sigma} dt d\phi + \frac{\Delta}{\Sigma} dr^2 + \Sigma d\theta^2 + \sin^2 \theta \left( r^2 + a^2 + \frac{2Ma^2 \sin^2 \theta}{\Sigma} \right) d\phi^2. \quad (2.2)$$

Here, $\Delta \equiv r^2 - 2Mr + a^2$, $\Sigma = r^2 + a^2 \cos^2 \theta$, $M$ is the mass of the background black hole, and $a$ is its spin parameter.

The scalar wave equation [Eq. (2.1)] in the Kerr spacetime is separable in the frequency domain, which allows us to write down the following spectral decomposition of the Green function:

$$G_{\text{ret}}(x, x') = \frac{2}{\sqrt{r^2 + a^2 \sqrt{r^2 + a^2}}} \int d\omega e^{-i\omega(t-t')} \times \sum_m e^{im(\phi - \phi')} \int d\omega S_{lm\omega}(\theta) S_{lm\omega}^{*}(\theta') \times \tilde{G}_{lm\omega}(r, r'). \quad (2.3)$$

Here, $S_{lm\omega}(\theta)$ is the spheroidal harmonic function, which solves the scalar angular Teukolsky equation [16] (see also Refs. [17,18]); its analytical approximation is given in Ref. [12] for the case where $l \gg 1$, and we review this approximation in Sec. III. The function $\tilde{G}$ is the radial Green function, which satisfies

$$\frac{d^2 \tilde{G}}{dr^2} + \left[ \frac{K^2 - \Delta \lambda_0}{(r^2 + a^2)^2} - \frac{dH}{dr} \right] \tilde{G} = -\delta(r_s - r_s'), \quad (2.4)$$

where

$$H = r\Delta/(r^2 + a^2)^2, \quad (2.5)$$

$$K = ma - \omega (r^2 + a^2), \quad (2.6)$$

$$\frac{dr_s}{dr} = \frac{(r^2 + a^2)}{\Delta}, \quad (2.7)$$

$$\lambda_0 = A_{lm} + a^2 \omega^2 - 2ama, \quad (2.8)$$

$A_{lm}$ is the eigenvalue of the angular Teukolsky equation [Eq. (3.10)], and an ingoing (outgoing) boundary condition is used at the horizon (spatial infinity). For $a = 0$, the expression (2.3) recovers the Green function in the Schwarzschild limit as given in Ref. [8], recalling that for $a = 0$ the spheroidal harmonics $S_{lm\omega}(\theta)$ combined with the azimuthal wave functions $e^{im\phi}$ limit to the spherical harmonics $Y_{lm}(\theta, \phi)$, and that

$$\sum_m Y_{lm}^{*}(\theta', \phi') Y_{lm}(\theta, \phi) = \frac{2l+1}{4\pi} P_l(\cos \gamma), \quad (2.9)$$
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where $P_i$ are the Legendre polynomials, and $\gamma$ is the angle between a point with angular coordinates $(\theta', \phi')$ and a point with coordinates $(\theta, \phi)$.

The Green function is constructed using the two homogeneous solutions $u_{\text{in}}$ and $u_{\text{out}}$ of Eq. (2.4). The ingoing solution $u_{\text{in}}$ satisfies Eq. (2.4) with an ingoing boundary condition at the background black hole’s horizon,

$$u_{\text{in}}(\omega, r) = \begin{cases} e^{-i\omega r}, & r_s \to -\infty, \\ C_{lma}^- e^{-i\omega r} + C_{lma}^+ e^{i\omega r}, & r_s \to \infty, \end{cases}$$

where $\tilde{\omega} = \omega - ma/(2Mr_+)$ and $r_+$ is the horizon radius. Similarly, the outgoing solution $u_{\text{out}}$ satisfies an outgoing boundary condition at spatial infinity,

$$u_{\text{out}}(\omega, r) = \begin{cases} D_{lma}^- e^{-i\omega r} + D_{lma}^+ e^{i\omega r}, & r_s \to -\infty, \\ e^{i\omega r}, & r_s \to \infty. \end{cases}$$

Using the ingoing and outgoing homogeneous solutions above, the radial Green function can be written as

$$\hat{G}_{lma}(r, r') = -\frac{u_{\text{in}}(r_s) u_{\text{out}}(r_s)}{W_{lma}},$$

with $r_s$ given by $\min(r, r')$ and $r_s$ given by $\max(r, r')$; the Wronskian $W_{lma}$ is a constant given by

$$W_{lma} = u_{\text{in}} \frac{du_{\text{out}}}{dr_s} - u_{\text{out}} \frac{du_{\text{in}}}{dr_s} = 2i\omega C_{lma}^-.$$ (2.13)

At some particular complex-valued frequencies $\omega_{lma}$, the ingoing wave solution $u_{\text{in}}$ also satisfies an outgoing boundary condition at infinity: $C_{lma}^- = 0$. Given this boundary condition, the ingoing solution must be a multiple of the outgoing solution. In other words, $u_{\text{in}}$ and $u_{\text{out}}$ are degenerate at these frequencies. As a consequence, the outgoing wave solution $u_{\text{out}}$ must correspondingly satisfy the ingoing wave condition at the horizon: $D_{lma}^+ = 0$. These solutions are called the quasinormal modes (QNMs). By construction, at these QNM frequencies $D_{lma}^- C_{lma}^+ = 1$ holds, which can be seen by combining Eqs. (2.10), (2.11), and the degeneracy condition.

To evaluate the Green function, we insert Eq. (2.12) back into Eq. (2.3) to perform the integral over frequency $\omega$. As in the Schwarzschild case [19], this integral can be evaluated using the residue theorem and divided into three pieces. The first piece, called the “direct part,” is the integral on the high-frequency arc, and it is expected to quickly approach zero after an initial pulse [19]. The second piece is the integral on the branch cut on the imaginary frequency axis, which contributes to the power-law decay at late times and is also non-negligible at intermediate and early times [15,20–22]. The final piece comes from the resonances of the poles whose frequencies correspond to those of the QNMs, and it is important at early and intermediate times. In this work we focus on the QNM contribution to the Green function. It has the following form (with $u_{\text{out}}$ replaced by $u_{\text{in}}$ for simplicity, as they are degenerate at the QNM frequencies):

$$G_{\text{QNM}}(x, x') = \frac{8\pi}{\sqrt{r'^2 + a'^2 \sqrt{r'^2 + a^2}}} \times \text{Re} \left[ \sum_m e^{i(m\phi - \phi')} \sum_{l,n} S_{lma}(\theta) S_{lma}^*(\theta') \times \mathcal{B}_{lma} \tilde{u}_{lma}(r) \tilde{u}_{lma}(r') e^{-i\omega_{lma} t} \right].$$ (2.14)

As before, $\omega_{lma}$ is the QNM frequency with spheroidal harmonic indices $l, m$ and overtone number $n$ (except for near extreme Kerr black holes, which may have two branches of QNMs [30,31]); we have defined $T = t - t' - r_s - r_s'$, and we have used a normalized ingoing wave solution $\tilde{u}_{lma}(r)$ (see also Ref. [8]).

$$\tilde{u}_{lma}(r) \equiv u_{\text{in}}(r) \times [C_{lma}^+ e^{i\omega_{lma} r}]^{-1},$$ (2.15)

which asymptotes to 1 when $r \to +\infty$. The coefficient $\mathcal{B}_{lma}$ is usually referred to as the black hole excitation factor, and it indicates the amount that the QNMs are excited by the $\delta$-function source in Eq. (2.1). It is given by

$$\mathcal{B}_{lma} = \left[ C_{lma}^+ \frac{1}{2\omega} \frac{\partial C_{lma}^-}{\partial \omega} \right]_{\omega = \omega_{lma}}.$$ (2.16)

Although Eq. (2.4) is manifestly invariant under the coordinate freedom $r_s \to r_s + r_0$, $\mathcal{B}_{lma}$ picks up a multiplicative factor of $e^{-2i\omega_{lma} r_0}$ from the changes to the amplitudes $C_{lma}^-$ and $C_{lma}^+$ in the asymptotic form [Eq. (2.10)] of $u_{\text{in}}$. This factor is canceled by those coming from $C_{lma}^+$ in Eq. (2.15), leaving the Green function [Eq. (2.14)] invariant, as one would expect. We are therefore at liberty to choose $r_0$ such that

$$r_s = r + \frac{2r_+}{r_s - r_+} \log\left( \frac{r}{r_+} - 1 \right) - \frac{2r_-}{r_+ - r_-} \log\left( \frac{r}{r_-} - 1 \right),$$ (2.17)

where $r_\pm = 1 \pm \sqrt{1 - a^2}$ are the outer- and inner-horizon radii. For $a = 0$, expression (2.17) reduces to the commonly used relation $r_s = r + 2\log(r/2 - 1)$ for Schwarzschild black holes.

In the following sections, we use a WKB analysis and matched expansion techniques to obtain approximate analytical forms of $S_{lma}, \tilde{u}_{lma}$ and $\mathcal{B}_{lma}$. After that, we...
evaluate the summations in Eq. (2.14) for $G_{\text{QNM}}(x,x')$ and discuss the resulting expression for the Green function.

III. QNMS IN THE EIKONAL LIMIT

In order to evaluate the summation in Eq. (2.14) to obtain the QNM part of the Green function, we have to insert the frequencies and wave functions of the QNMs. While the exact frequencies and wave functions can only be obtained numerically, analytical approximations for them are available in the eikonal limit $l \gg 1$. The study of QNMs in the eikonal limit has a long history, including the use of WKB techniques to solve for the QNMs [23–26], and the use of a geometric-optics correspondence between the QNMs and the unstable null orbits of the spacetime, e.g. [27–29]. In this section, we review the WKB analysis of the QNMs of the Kerr black hole. This review is based on the results of Ref. [12], which first extended the WKB analysis and the geometric correspondence with null orbits to Kerr black holes with arbitrary spins and azimuthal quantum numbers (cf. Ref. [26]).

For later convenience, let us first define a set of variables to stand in for the angular quantum numbers $l$ and $m$ and the overtone number $n$:

$$L \equiv l + 1/2, \quad N \equiv n + 1/2, \quad \mu \equiv m/L. \quad (3.1)$$

In the eikonal limit, QNM frequencies are given by

$$\omega_{lmn} = \omega_R - i\omega_I = L\Omega_R(\mu,a) - iN\Omega_I(\mu,a) + O(1/L). \quad (3.2)$$

The functional forms of $\Omega_R(\mu,a)$ and $\Omega_I(\mu,a)$ were derived in Ref. [12], and they are reproduced in the Appendix. In the case of a Schwarzschild background with $a = 0$, the two are equal, with $\Omega_R = \Omega_I = 1/\sqrt{27}$, and both are independent of $\mu$. In fact, for generic Kerr black holes, the function $\Omega_R(\mu,a)$ can be determined by the orbital and precession frequencies of a corresponding spherical photon orbit ($\mu$ can be viewed as a parameterization of all spherical photon orbits), while $\Omega_I(\mu,a)$ is given by the Lyapunov exponent of the same orbit. This correspondence provides a geometric understanding of the high-frequency QNMs (more details are found in Ref. [12]).

A. The radial wave function

As shown by Teukolsky [16], the angular and radial dependencies of perturbations of Kerr can be separated in the frequency domain. The separated QNM wave functions can then be approximated analytically using a WKB analysis. The radial wave function $u_{\text{in}}$ describes a scattering problem.

$$\frac{d^2 u_{\text{in}}}{dr_s^2} + Q_{\text{in}}(\omega,r)u_{\text{in}} = \frac{d^2 u_{\text{in}}}{dr_s^2} + \frac{K^2 - \Delta_l}{(r^2 + a^2)^2} u_{\text{in}} = 0. \quad (3.3)$$

It is easy to see that $Q_{\text{in}}(\omega,r)$ (in what follows, we suppress the $\text{Im}$ subscript for brevity) is of the order $L^2$, and lower-order terms in $L$ have been dropped from the potential (here $\omega$ is a QNM frequency). It is natural to apply a WKB expansion, with the expansion parameter scaling as $1/L$:

$$u(r) \sim e^{S_0 + S_1 + \cdots}, \quad (3.4)$$

$$S_0 = \pm i \int_r^\infty \sqrt{Q(\omega,r)} dr_s, \quad (3.5)$$

$$S_1 = -\frac{1}{4} \log[Q(\omega,r)]. \quad (3.6)$$

The leading term $S_0$ contributes mostly to the phase, while the next-to-leading term $S_1$ contributes mostly to the amplitude. Since $S_0$ scales as $L$ and $S_1$ scales as $\log L$, the phase varies much faster than the amplitude. In addition, because $\omega = \omega_R - i\omega_I$ is a complex number and $\omega_R \propto L^1$, $\omega_I \propto L^0$ ($\omega_R \gg \omega_I$), $Q(\omega_{\text{hm}}; r)$ is mostly real, and $S_0$ also contains a relatively small real part, which contributes to the amplitude factor. We can single it out by further expanding $Q(\omega_{\text{hm}}; r)$ as $Q(\omega_R, r) - i\omega_I/Q/\partial \omega$, and correspondingly $S_0$ becomes

$$S_0 \approx \pm i \int_r^\infty \sqrt{Q(\omega_R, r)} dr_s \pm \int_r^\infty Q_I dr_s, \quad (3.7)$$

where

$$Q_I \equiv \frac{\partial \omega_R}{2\sqrt{Q(\omega_R, r)}} \omega_I, \quad (3.8)$$

and we only keep the leading-order term for $S_1$,

$$S_1 \approx -\frac{1}{4} \log[Q(\omega_R, r)]. \quad (3.9)$$

The radial potential $Q(\Omega_R, r)$ is a positive function except when it is near its extrema, $r_p$, where in the eikonal limit it approaches zero [24]. In Fig. 1 we plot $Q(\Omega_R, r)$ for various $m$ values and $l = 20$ for two values of the spin parameter. We follow the convention of Refs. [30,31] in calling the extrema the “peak” of the potential, though it is a minimum of $Q(\Omega_R, r)$, because it is $\omega_R^2 - Q(\omega_R, r)$ that corresponds to the potential in the usual one-dimensional quantum-mechanical scattering problem (see also Ref. [24]).

It is important to note that the WKB analysis breaks down near the peak of the potential. This means Eq. (3.4) only works in a region away from the position of the peak
The radial potential \( Q \) for different \((l, m)\) combinations. The figure on the left corresponds to \( a = 0.01 \), and the figure on the right corresponds to \( a = 0.65 \). On the right-hand figure, the curves with extrema locations from left to right correspond to \( Q(\omega_R, r) \) for the \((l = 20, m = 20), (l = 20, m = 15), (l = 20, m = 10), (l = 20, m = 5) \) and \((l = 20, m = 1)\) modes.

We have chosen \( \theta = \pi/2 \) as our origin for the integration because \( \Theta \) is symmetric about that point; a different choice simply modifies the amplitude and phase of \( u_\theta \). As in the case of the radial potential \( Q \), we expand \( \Theta \) into real and imaginary parts as \( \Theta = \Theta_R + i \Theta_I \). In the eikonal limit, they are given by

\[
\Theta_R = a^2 \omega^2 \cos^2 \theta - \frac{m^2}{\sin^2 \theta} + A_R, \quad (3.15)
\]

where \( A_{lm} = A_R + iA_I \). Here \( A_R \propto L^2 \) and \( A_I \propto L \), and hence \( \Theta_R \propto L^2 \) and \( \Theta_I \propto L \).

Using this expansion for \( \Theta \), we can then separate the phase and amplitude contributions of \( S_\theta \) to the wave function \( u_\theta \), writing

\[
S_\theta \approx \int_{\pi/2}^{\theta} \sqrt{\Theta_R} d\theta' + i \int_{\pi/2}^{\theta} \frac{\Theta_I}{\sqrt{\Theta_R}} d\theta', \quad (3.17)
\]

where the first term gives the phase contribution, and the second term the amplitude.

We recall that the solutions for Eq. (3.10) are the spin-weighted spheroidal harmonics, or simply the spheroidal harmonics \( S_{lm\omega}(\theta) \), since we have neglected the spin \( s \). Noting that the spheroidal harmonics obey the identity \( S_{lm\omega}(\pi - \theta) = (-1)^{l+m} S_{lm\omega}(\theta) \), and that \( \Theta(\pi - \theta) = \Theta(\theta) \), we see that we can construct \( S_{lm\omega}(\theta) \) from a linear combination of the above two solutions \( u_\theta \):

\[
S_{lm\omega} = \frac{C}{(\Theta_R \sin^2 \theta)^{1/4}} [e^{iS_{\theta}} + (-1)^{l+m} e^{-iS_{\theta}}], \quad (3.18)
\]

where \( C \) is some constant which can be fixed by the normalization condition \( \int S_{lm\omega} S^{*}_{lm\omega} d\Omega = 1 \), or

\[
1 = 2\pi C^2 \frac{\int_{\theta_1}^{\theta_2} d\theta}{\sqrt{\Theta_R}} \left[ e^{i(S_{\theta} - S_{\theta}')} + (-1)^{l+m} e^{-i(S_{\theta} - S_{\theta}')} \right] \\
+ (-1)^{l+m} \left[ e^{i(S_{\theta} + S_{\theta}')} + e^{-i(S_{\theta} + S_{\theta}')} \right] \\
= 2\pi C^2 \int_{\theta_1}^{\theta_2} \frac{d\theta}{\sqrt{\Theta_R}} \left[ e^{i2\Theta(\theta)} + e^{-i2\Theta(\theta)} \right]. \quad (3.19)
\]
Here, $\theta_\pm$ are the angles at which $\Theta_R$ becomes zero. For future convenience, we have denoted the contribution of $S_\theta$ to the amplitude as

$$N_{\theta}(\theta) = \int_{\pi/2}^{\theta} \frac{\Theta_I}{\sqrt{\Theta_R}} d\theta'. \quad (3.20)$$

In going to the second line of Eq. (3.19), we have dropped the terms involving $S_\theta + S_\phi \propto L$, since those terms involve rapid oscillations of the phase in the exponential, which average to terms of relative $O(1/L)$ in the integration.

As shown in Ref. [12], the imaginary part of $A_{lm}$ arises solely through its functional dependence on the complex frequency $\omega_{lm}$ at leading order in $L$. A practical method for computing $A_l$ is through the usual eigenvalue perturbation theory, keeping in mind that $\Theta_l$ is the leading eigenvalue and using the WKB expressions for $S_{lm}(\omega_R, \theta)$ as the leading-order eigenfunctions (so that there is no amplitude contribution to $S_\theta$). The perturbation to $V^R(\omega_R)$ from this perspective is given by $-2i\alpha^2\omega_R\omega_1\cos^2\theta$, and the corresponding perturbation to the eigenvalue is $iA_l$. This allows us to write

$$A_l = \int S_{lm0}^R S_{lm}(2a^2\omega_R\omega_1\cos^2\theta) d\Omega = 2a^2\omega_R\omega_1 \left( \int_{\theta_-}^{\theta_+} \frac{d\theta}{\sqrt{\Theta_R}} \right)^{-1} \int_{\theta_-}^{\theta_+} \cos^2\theta \sqrt{\Theta_R} \frac{d\theta}{\Theta_R} = 2a^2\omega_R\omega_1 \langle (\cos^2\theta) \rangle, \quad (3.21)$$

where here the normalization for the spheroidal harmonics $S_{lm0}^R$ does not receive the contribution from the terms containing $\Theta_l$ which are present in Eq. (3.19). This expression for $A_l$ allows for the convenient simplification

$$\Theta_l = 2a^2(L\Omega_R)(N\Omega_l)(\cos^2\theta + \langle (\cos^2\theta) \rangle). \quad (3.22)$$

which leads to a less compact but more explicit formula for $v(\theta)$,

$$v(\theta) = a^2L\Omega_R\Omega_l \int_{\pi/2}^{\theta} \frac{\cos^2\theta' + \langle (\cos^2\theta') \rangle}{\sqrt{\Theta_R}} d\theta'. \quad (3.23)$$

It is important to recall that in both of the above equations, $\langle (\cos^2\theta) \rangle$ is a constant. We mention briefly that the geometric correspondence between QNMs and unstable null orbits gives the geometric interpretation of $\langle (\cos^2\theta) \rangle$ as the orbit average of $\cos^2\theta$ over one cycle of the orbit. From this perspective, the average is most conveniently expressed as an integral over the arclength of the orbit (rather than the affine parameter of the null orbit), also known as the “Mino time” $\xi$, and defined by $d\xi = d\theta/\sqrt{\Theta_R}$ [32]. The integral is performed over one cycle in the “classical regime” of the orbit, where $\Theta_R \geq 0$, giving

$$A_l = 2a^2\omega_R\omega_1 \langle (\cos^2\theta) \rangle = 2a^2\omega_R\omega_1 \left( \int d\xi \cos^2\theta \right) \left( \int d\xi \right)^{-1} = 2a^2\omega_R\omega_1 \xi^{-1} \int d\xi \cos^2\theta. \quad (3.24)$$

For this integral, one requires the expression $\theta(\xi)$ for the null orbit. As a result, Eq. (3.19) can be rewritten in a form that is related to geometric optics and spherical photon orbits:

$$2\pi C^2 \int d\xi \left[ e^{2a^2\omega_R\omega_1 \int (\cos^2\theta + \langle (\cos^2\theta) \rangle) d\xi} + e^{-2a^2\omega_R\omega_1 \int (\cos^2\theta + \langle (\cos^2\theta) \rangle) d\xi} \right] = 1. \quad (3.25)$$

The WKB approximation breaks down near the classical boundary $\Theta_l(\theta_{\pm}) = 0$, where a separate treatment is required to extend the wave function outside this classical regime. In Fig. 2, we compare the wave function generated by Eq. (3.18) with exact spherical harmonics (for simplicity, we take $a = 0$). The dashed red line is predicted by Eq. (3.18). It fits the exact spherical harmonic function

FIG. 2 (color online). WKB approximated wave function for $l = 10, m = 6$ spherical harmonics. The red dashed line corresponds to the WKB wave function described by Eq. (3.18), which becomes singular at the classical boundary; values outside the boundary are set to zero. The blue dotted line is the exact $Y_{lm}$ function. The solid black line corresponds to the solution obtained by matching the Airy function near the classical boundary with Eq. (3.18). In order to generate this plot, we adopt the WKB function expression for $\sin \theta > \pi/L + m/L$ and the Airy function for the rest of the domain. The wave function resulting from the matching is smooth enough that the matching point cannot be discerned by eye.
The solution turns out to be an Airy function,

$$u_\theta \sim \text{Airy}[(2L^2\mu^2\sqrt{1-\mu^2})^{1/3}(x-x_\pm)], \quad (3.27)$$

which can be matched with Eq. (3.18) in a buffer zone $1/L \ll |x_\pm| - |x| \ll 1$, where both the WKB approximation and the linear expansion of $V_\theta$ are valid. In addition, following asymptotic behavior of the Airy function as $z \to -\infty$ is needed to complete the matching at, e.g., the right-hand side of the classical regime,

$$\text{Airy}(-z) \sim \frac{\sin[(3/2)z^{3/2} - \pi/4]}{\sqrt{\pi}z^{1/4}}. \quad (3.28)$$

The explicit details of the matching are straightforward but not directly relevant for the results of this paper, and we omit them for brevity. When needed, the Airy function in Eq. (3.27) can be used near the classical boundary in place of the WKB wave function [Eq. (3.18)] to obtain a better estimate for $S_{lm}$. The solid black line in Fig. 2 is generated using this method, and the result fits well with the spherical harmonic $Y_{lm}$ globally. Since one can show that the boundary treatment only contributes subleading WKB terms for Green function, in the remainder of the paper we use Eq. (3.18) to approximate the angular wave function.

**IV. MATCHED EXPANSIONS**

Given the frequency and wave function of each QNM, the last quantity that needs to be computed is the black hole excitation factor $B_{lmn}$ defined in Eq. (2.16). This quantity determines the weight of each QNM’s contribution to the Green function [cf. Eq. (2.14)]. Because the amplitude of the wave can be expressed as the convolution between the Green function and the source, this excitation factor also contributes to the weight of each QNM excitation due to a source distribution.

According to Eq. (2.16), in order to compute $B_{lmn}$, we have to obtain the frequency dependence of the reflection coefficients of both ingoing and outgoing wave solutions (i.e. $C_{lmn}^-$ and $C_{lmn}^+$). As we recall from the WKB analysis on the radial Teukolsky equations in Sec. III, the scattering potential $Q(\omega_R, r)$ is approximately zero near its peak, and that is where the WKB expansions fail. In fact, the WKB approximation works in two separate regions: one on each side of the scattering potential. In order to relate the boundary conditions at the horizon to those at spatial infinity, we have to connect the WKB solutions on both sides of the potential. This can be done by writing down a separate solution near the peak of the potential and then matching it with WKB solutions on each side. This matched expansion procedure is illustrated in Fig. 3.

**A. The wave function near the peak of the scattering potential**

We start the matching procedure by solving the radial Teukolsky in the near-peak regime (regions II, III, and IV in Fig. 3). Suppose the peak is located at $r = r_p$, or equivalently, $r_s = r_p$. By definition, we have

$$\frac{\partial Q(\omega_R, r)}{\partial r} \bigg|_{r=r_p} = 0. \quad (4.1)$$

Combining this with the fact that the potential term also equals zero at its peak $Q(\omega_R, r_p) = 0$ [24],2 we can Taylor-expand $Q(\omega, r)$ around the peak of the potential (assuming $\omega = \omega_R - i\omega_I + \epsilon)$:

$$Q(\omega, r) = \frac{1}{2} Q_0''(r_s - r_p)^2 + \frac{\partial Q_0'}{\partial \omega} \bigg|_{\omega_0 = \omega_p} (\epsilon - i\omega_I)$$

$$\equiv \sqrt{k}z^2 + 2N\sqrt{k} \left( -i + \frac{\epsilon}{\omega_I} \right), \quad (4.2)$$

where $Q_0'' \equiv \frac{\partial^2}{\partial r^2} Q_{\omega_0 = \omega_p, r=r_p}$ is positive near the peak of the potential, and

$$z = k^{1/4}(r_s - r_p), \quad (4.3)$$

The geometric correspondence is that $Q = Q' = 0$ is the condition for a massless particle to stay in the unstable spherical photon orbit [12].
In arriving at the second line of Eq. (4.2), we have also used the fact that the WKB analysis gives for the decay rate [24]

$$\omega_I = N \frac{\sqrt{2Q^0}}{\partial Q / \partial \omega}_{\mid r_p, \omega_0}.$$  (4.5)

This expression for the decay rate is actually found by the matched expansions method outlined in this section, in the case where we set $c = 0$. For now, we consider Eq. (4.5) to be an ansatz and check its consistency at the end of the matching. The reason we require a nonzero $c$ here is that we are interested in $\partial C_{mn}/\partial \omega$ evaluated at the QNM frequency values, and so we need information about the wave functions in the vicinity of the QNM frequencies.

Since $k \propto L^2$, the rescaled radial parameter $z$ is proportional to $\sqrt{L}$. Therefore, for small but finite $r_s - r_p$ (where the leading-order Taylor expansion is accurate), the corresponding $z$ range ranges from $0$ to $\infty$ as we take the eikonal limit $L \to \infty$. In order to perform the matching, we need to set

$$
\psi_1 = \begin{cases} 
2^{n/2} e^{-in\pi/4} |z|^n e^{iz^2/2}, \\
2^{n/2} e^{in\pi/4} |z|^n e^{iz^2/2} + \eta \Gamma(n+1)(2\pi)^{1/2} e^{-3i\pi(n+1)/4} 2^{-(n+1)/2} |z|^{-(n+1)} e^{-iz^2/2},
\end{cases}
\quad z \to \pm \infty.
$$

For $z \to \infty$, the two terms in $\psi_1$ correspond to outgoing and ingoing waves, which we match to the WKB solutions in Sec. IV C. Meanwhile, $\psi_2$ has similar asymptotic behavior, but with both outgoing and ingoing parts as $z \to -\infty$. In order to satisfy the ingoing boundary condition at the horizon, we have to pick $\psi_1$ as the physical solution.

**B. The WKB wave functions away from the peak of the potential**

We must match $\psi_1$ with the WKB solution away from the peak of the potential. Let us recall the WKB solutions in Eq. (3.4) and single out part of the $r$ dependence for later convenience:

$$
u_\pm = \frac{1}{[Q(\omega R, r)]^{1/4}} |r_s - r_p|^{\pm N} e^{\pm S_0},$$

where $S_0$ is given by

$$
S_0 = \begin{cases} 
i \int_{r_p}^{r_s} \sqrt{Q(\omega R, r)} dr + \int_{r_p}^{r_s} \frac{Q_I - N}{r_s - r_p} dr, \\
i \int_{r_p}^{r_s} \sqrt{Q(\omega R, r)} dr + \int_{r_p}^{r_s} \frac{Q_I - N}{r_s - r_p} dr,
\end{cases}
\quad z > 0,
\begin{cases} 
i \int_{r_p}^{r_s} \sqrt{Q(\omega R, r)} dr + \int_{r_p}^{r_s} \frac{Q_I - N}{r_s - r_p} dr, \\
i \int_{r_p}^{r_s} \sqrt{Q(\omega R, r)} dr + \int_{r_p}^{r_s} \frac{Q_I - N}{r_s - r_p} dr,
\end{cases}
\quad z < 0.
$$

Note that these $\nu_\pm$ actually represent four distinct functions, two on each side of the peak. These WKB wave boundary conditions for the solution in region III. This can be done by taking $z \to \pm \infty$, which occurs in regions II and IV of Fig. 3.

We define $\psi \equiv u_\pm$, as the radial wave function in the nearpeak regime, and with the new set of variables defined above, the radial Teukolsky equation can be rewritten in the more compact form

$${d^2\psi \over dz^2} + \left[ z^2 + 2N \left(-i + c/n\right) \right] \psi = 0.$$  (4.6)

The solutions of the above equation can be expressed by parabolic cylinder functions [8,24,33]. The two independent solutions are given by

$$
\psi_1 = D_{n+\eta}[z(-1+i)],
$$
$$
\psi_2 = D_{n+\eta}[z(1-i)],
$$

where $\eta = ic/\Omega_I$, and $n$ is the overtone number. In regimes II and IV of Fig. 3, the asymptotic behavior of $\psi_1$ is [33]

$$
\psi_1 \to \begin{cases} 2^{n/2} e^{-in\pi/4} |z|^n e^{iz^2/2}, \\
2^{n/2} e^{in\pi/4} |z|^n e^{iz^2/2} + \eta \Gamma(n+1)(2\pi)^{1/2} e^{-3i\pi(n+1)/4} 2^{-(n+1)/2} |z|^{-(n+1)} e^{-iz^2/2},
\end{cases}
\quad z \to \infty.
$$

Functions can be used to construct a single homogeneous solution of the radial Teukolsky equation through matching across the peak. The $r \to r_p$ limit of these solutions is matched with the $z \to \pm \infty$ limit of $\psi_1$. As discussed in Sec. III, the first integral in the above expression (4.11) for $S_0$ corresponds the phase and the second integral contributes to the amplitude. With the $|r_s - r_p|^{\pm N}$ term factored out, the amplitude contribution in $S_0$ (the second term) asymptotes zero in the $r \to r_p$ limit. Taking the limit that $r \to r_p$, but keeping $|z| \to \infty$, i.e., in the buffer zones II and IV, the WKB solution in Eq. (4.10) can be greatly simplified using the rescaled radial position $z$:

$$
u_\pm = k^{-1/4} \left( |z|^{1/4} \right)^{-1/2 \pm N} e^{\pm iz^2/2}.$$  (4.12)

It is worth pointing out that $u_+$ is the outgoing solution when $r > r_p$ and the ingoing solution when $r < r_p$ (and vice versa for $u_-$). This is because $\sqrt{Q(\omega R, r)} \propto k^{1/4}z$ for $z > 0$ and $-k^{1/4}z$ for $z < 0$. For this reason, only $u_+$ is needed to construct the QNMs.

For generic frequencies, in order to compute the black hole excitation factor, we also have to know the asymptotic

\[ \text{For example, this can be achieved by requiring } r_s - r_p \propto L^{-1/4}. \text{ In the } L \to \infty \text{ limit, we then have } r \to r_p \text{ and } |z| \to \infty. \]
behavior of $u_\pm$ in the limit $r_s \to \pm \infty$. For later convenience we define the following phase factors:

$$L\alpha_1(\mu, a) \equiv \int_{r_p}^{\infty} (\sqrt{Q(\omega_R, r)} - \omega_R) dr_s - \omega_R r_{sp},$$

$$L\alpha_2(\mu, a) \equiv \int_{r_s}^{r_p} (\sqrt{Q(\omega_R, r)} - \omega_R) dr_s + \omega_R r_{sp}. \quad (4.13)$$

Here $\bar{\omega}_R = \omega_R - ma/(2Mr_s)$ is the radial frequency for QNMs near the horizon. The phases $\alpha_1$ and $\alpha_2$ are both finite numbers, which have the physical meaning of the accumulated phase factors at the position of the peak, if we were to extrapolate the $|r_s| \to \infty$ wave functions to the near zone. Similarly, we can define the accumulated amplitude factors as follows:

$$\gamma_1(\mu, a) \equiv \int_{r_{sp}}^{r_s} \left[ \frac{Q_l}{N} \left( \frac{1}{r_s - r_{sp}} \right) \right] dr_s + \log(r_1 - r_{sp})$$

$$+ \int_{r_s}^{\infty} \left[ \frac{Q_l}{N} - \Omega_l \right] dr_s - \Omega_l r_1, \quad (4.14)$$

$$\gamma_2(\mu, a) \equiv \int_{r_{sp}}^{r_2} \left[ \frac{Q_l}{N} \left( \frac{1}{r_s - r_{sp}} \right) \right] dr_s + \log(r_{sp} - r_2)$$

$$+ \int_{r_{sp}}^{\infty} \left[ \frac{Q_l}{N} - \Omega_l \right] dr_s + \Omega_l r_2. \quad (4.15)$$

where $r_1$ and $r_2$ are two constants satisfying $r_1 > r_{sp}$ and $r_2 < r_{sp}$. By taking the derivative of the above expressions with respect to $r_1$ and $r_2$, it is straightforward to show that $\gamma_1$ and $\gamma_2$ are independent of the choices of $r_1, r_2$. We introduce extra terms $(r_s - r_{sp})^{-1}$ and $\Omega_l$ into the integrands to ensure that the integrals are well defined in the $r \to r_p$ and $r_s \to \pm \infty$ limits. While all of the integrals are well defined, the first terms on the right-hand sides of Eqs. (4.14) and (4.15) are sensitive to errors when evaluating them numerically. In practice, we Taylor-expand $Q$ to the second order, so that its first-order piece exactly cancels with the $(r_s - r_{sp})^{-1}$ terms. We can then integrate the second-order part, which is independent of $r_s$, keeping $\delta r_s = r_1 - r_{sp}$ (or $r_{sp} - r_2$) small. Our expected fractional error on these integrals is then $\sim \delta r_s^2$, and we use $\delta r_s = 10^{-3}$.

We explore the dependence of $\alpha_1, \alpha_2, \gamma_1,$ and $\gamma_2$ on $a$ and $\mu$ in Fig. 4. For Schwarzschild black holes with $a = 0$, the corresponding $\alpha_1, \alpha_2, \gamma_1,$ and $\gamma_2$ are all constants, because the Schwarzschild radial wave functions do not depend on $\mu$ (or equivalently on the azimuthal quantum number $m$). With a nonzero spin parameter, these phase and amplitude factors develop a monotonic dependence on $\mu$. In addition, in the Schwarzschild limit we can explicitly compute the phase and amplitude factors. The results are

![Graphs showing the dependence of $\alpha_1, \alpha_2, \gamma_1,$ and $\gamma_2$ on $a$ and $\mu$.](image)

**FIG. 4** (color online). Accumulated amplitude and phase factors as a function of $\mu$, plotted for the cases $a = 0$ (black, solid lines), $a = 0.4$ (red, dashed lines), $a = 0.65$ (blue, dot-dashed lines), and $a = 0.9$ (purple, dotted lines). The Schwarzschild limit, $a = 0$, does not depend on $\mu$ because of the spherical symmetry of the spacetime.
\[ \alpha_1 = \Omega_R [3 - 3\sqrt{3} + 4 \log 2 - 6 \log (2 + \sqrt{3})] = \Omega_R \zeta_{DO}, \]  
\[ \alpha_2 = \alpha_1 + \Omega_R (3 + 4 \log 2), \]  
\[ \gamma_1 = 3\sqrt{3} \Omega_l [\log 2 + 3 \log 3 - \log (2 + \sqrt{3})] + \Omega_R \zeta_{DO}, \]  
\[ \gamma_2 = \gamma_1 + 3 + 4 \log 2 - 3\sqrt{3} \log (2 + \sqrt{3}). \]

Here, \( \zeta_{DO} \) is one of the “geometric constants” defined by Dolan and Ottewill in Ref. [8] and entering into their expressions for the black hole excitation factors. These limits allow us to compare our black hole excitation factors to those computed by Dolan and Ottewill, recalling that for \( a = 0, \Omega_R = \Omega_j = 1/\sqrt{27}. \)

### C. Matching solutions

The next step is to match the interior and exterior solutions in the buffer zones II and IV of Fig. 3. The solution \( \psi_1 \) of region III has asymptotic solutions

\[ \psi_1 \equiv \begin{cases} 
C_{in} u_+, & z \to -\infty, \\
B_{in} u_- + B_{out} u_+, & z \to \infty. 
\end{cases} \]  
\[ B_{in} = \eta n! (2\pi)^{1/2} e^{-3\pi(n+1)/4 - (n-1)/2} k^{-n/4}. \]  
By comparing this with Eq. (4.12), we can read off the coefficients \( C_{in}, B_{in}, B_{out}: \)

\[ C_{in} = k^{(n+1)/4} 2^n/2 e^{-\im \pi n/4}, \]  
\[ B_{out} = (-1)^n C_{in}, \]  
\[ B_{in} = \eta n! (2\pi)^{1/2} e^{-3\pi(n+1)/4 - (n-1)/2} k^{-n/4}. \]

For QNMs, both \( \eta \) and \( \varepsilon \) are zero. According to Eq. (4.21), \( B_{in} \) is then zero and \( u_+ \) is the only surviving solution, as we expect. Now we can write down the asymptotic behavior of \( u_+ \) near the horizon or spatial infinity:

\[ u_+ = \begin{cases} 
(\tilde{\alpha}_R)^{-1/2} e^{-\im \omega_0 r_+} & r_+ \to -\infty, \\
(\omega_R)^{-1/2} e^{\im \omega_0 r_+} & r_+ \to +\infty, 
\end{cases} \]  
\[ u_- = (\omega_R)^{-1/2} e^{-\im \omega_0 r_-} & r_- \to +\infty. \]

And similarly for \( u_- \) in the case \( r_+ \to +\infty \) (\( u_- \) in the limit \( r_+ \to -\infty \) turns out not to be useful in our case),

\[ B_{in} = \eta n! (2\pi)^{1/2} e^{-3\pi(n+1)/4 - (n-1)/2} k^{-n/4}. \]

By comparing Eqs. (4.24) and (4.25) with Eqs. (2.10), (4.20), and (4.21), we can show that
we give $r_0$ in Fig. 5. With this shift, the agreement is remarkable for all but the $l = 2$ excitation factors. The discrepancy in the $l = 2$ case for these generic values of $a$ is about the same as seen in the Schwarzschild case, cf. Ref. [8].

V. THE GREEN FUNCTION

In this section, we combine all previous results on QNM frequencies, wave functions and the black hole excitation factors to obtain an approximate analytical expression for the Green function.

A. Angular parts of the Green function

We begin by investigating the angular components of the Green function [Eq. (2.14)]. First, we focus on the spheroidal harmonic contributions:

\[
S^*_{lm0}(\theta')S_{lm0}(\theta) = \frac{C^2 \left( e^{-iS_0(\theta')} + (-1)^{l+m} e^{iS_0(\theta')} \right)}{\left[ \Theta_R(\theta') \sin^2 \theta' \right]^{1/4}} \\
\times \left[ e^{iS_0(\theta)} + (-1)^{l-m} e^{-iS_0(\theta)} \right] \\
\times \left[ \Theta_R(\theta) \sin^2 \theta \right]^{1/4} \\
= \frac{C^2 \left[ e^{i\Phi(\theta',\theta')-N\Phi(\theta',\theta')} + e^{-i\Phi(\theta',\theta')-N\Phi(\theta',\theta')} \right]}{\left[ \Theta_R(\theta') \sin^2 \theta' \Theta_R(\theta) \sin^2 \theta \right]^{1/4}} \\
+ (-1)^{l+m} (\theta' \rightarrow \pi - \theta'),
\]  

(5.1)
where we have defined
\[
\Phi(\theta, \theta') = \int_{\theta'}^{\theta} \sqrt{\Theta_R(\theta'')} \, d\theta'', \quad (5.2)
\]
and where the term \((\theta' \to \pi - \theta')\) indicates that the preceding expression is repeated with the given transformation.

The fact that this is true follows from the symmetry of \(S_{lmn}(\theta')\) under the given transform, and this can be explicitly shown by recalling that \(S_0(\pi - \theta) = -S_0(\theta)\), which separately requires that \(\nu(\pi - \theta) = -\nu(\theta)\) and that
\[
\int_{\pi/2}^{\pi - \theta} \sqrt{\Theta_R(\theta'')} \, d\theta'' = -\int_{\pi/2}^{\theta} \sqrt{\Theta_R(\theta'')} \, d\theta''. \quad (5.4)
\]
followed by expansion of the first equality in Eq. (5.1).

In fact, if we restore the \(\phi\) dependence \(e^{im\phi}\), the \((-1)^n\) factor can be generated by \(\phi' \to \phi' + \pi\), together with the transformation \(\theta' \to \pi - \theta'\), giving the parity transformation \(\tilde{P}\colon (\theta', \phi') \to (\pi - \theta', \phi' + \pi)\). The additional \((-1)^l\) arises from the symmetry property of spheroidal functions under the parity transformation: \((-1)^l S_{lmn}(\theta, \phi) = S_{lmn}(\pi - \theta, \phi + \pi)\). In what follows, we split the analysis of the Green function into multiple parts. First, we evaluate the summations in the Green function contribution involving the first term following the second equality in Eq. (5.1). The evaluation of the second set of terms, those indicated by \((\theta' \to \pi - \theta')\), follows in the same manner. A label \("P\) is used for this second set of terms, which enforce a parity symmetry for the \((\theta', \phi')\) coordinates.

### B. Summation over all QNM contributions

Now we are ready to evaluate the summation in Eq. (2.14) to obtain the Green function in the eikonal limit. We focus in this study on the case where both \(r > r_p\) and \(r' > r_p\), where the normalized ingoing radial function \(\tilde{u}_{in}(r)\) can be expressed as
\[
\tilde{u}_{in}(r) = U(r) |\rho(r)| \exp[-iL\tilde{\alpha}_1(r)], \quad (5.5)
\]
with \(U(r), \rho(r)\) and \(\tilde{\alpha}_1(r)\) given by
\[
\tilde{\alpha}_1(r) \equiv \int_{r_p}^{r} \left( \sqrt{Q(\omega_R, r)} - \Omega_R \right) \, dr_s, \quad (5.6)
\]
\[
\log |\rho(r)| \equiv -\int_{r_p}^{r} \Omega_2 \left[ \frac{\partial Q(\omega_R, r)}{2 \sqrt{Q(\omega_R, r)}} - 1 \right] \, dr_s, \quad (5.7)
\]
\[
U(r) \equiv \left( \frac{\omega_R \rho(r)}{\sqrt{Q(\omega_R, r)}} \right)^{1/2}. \quad (5.8)
\]
Note that \(\rho(r) \propto (r_s - r_{sp})\) and \(Q(\omega_R, r) \propto k(r_s - r_{ps})^2\) when \(r \to r_p\), so \(U(r)\) limits to a constant when \(r \to r_p\). Our analysis generalizes in a straightforward way to the other cases where either of \(r\) or \(r'\) is inside of \(r_p\) by the use of the appropriate expressions for \(\tilde{u}_{in}\) inside the peak.

Equation (2.14) contains a summation over all the indices \(n, m, l\), and we begin by evaluating the summation over overtone number \(n\). We split the Green function into two parts with two distinct terms each, as determined by the contribution of the angular functions in Eq. (5.1). The two terms in the first part differ only in the sign of the argument of the exponential, and so we can treat them at the same time as \(\pm\) cases of \(\Phi(\theta, \theta')\) and \(\mp\) cases of \(\Upsilon(\theta, \theta')\). The relevant parts of Eq. (2.14) are
\[
\sum_n \mathcal{B}_{lmn} e^{\mp n \Upsilon(\theta, \theta')} \tilde{u}_{in}(r) \tilde{u}_{in}(r') e^{-n \Omega_T T} = B \frac{i}{L} e^{i L z [\tilde{\alpha}_1(r) - \tilde{\alpha}_1(r')] - n \Omega_T T \mp n \Upsilon(\theta, \theta')} U(r) U(r') \times \sum_n \frac{-i \xi |\rho(r)| L |\tilde{\alpha}_1(r')|}{n!} e^{-n \Omega_T T \mp n \Upsilon(\theta, \theta')} + O(L^{n-1})
\approx B \frac{i}{L} e^{-n \Omega_T T \mp n \Upsilon(\theta, \theta')} U(r) U(r') \exp \left( i L [\tilde{\alpha}_1(r) + \tilde{\alpha}_1(r') - \xi |\rho(r)| \rho(r') e^{-n \Omega_T T \mp n \Upsilon(\theta, \theta')} \right),
\]
with
\[
\tilde{\alpha}_1(r) \equiv \int_{r_p}^{r} \frac{\sqrt{Q(\omega_R, r)}}{L} \, dr_s - \Omega_R r_s. \quad (5.10)
\]
After dealing with the summation over overtone \(n\), we compute the summation over \(m\). Now the relevant terms are
All the terms in the first line rapidly change in phase as $m$ varies, because the arguments of the exponentials are all proportional to $L$. The functions in the second line also depend on $m$, but they change slowly in amplitude with $m$. To compute the sum, we recall that $\mu = m/L$, and we apply the approximation that $\sum_m \to L \int dm$, as $L \gg 1$. We can then use the stationary phase approximation, also called the method of steepest descent, to evaluate the integral (see e.g. Ref. [37]). The approximation states that in the limit $L \gg 1$

$$\int \mu \to \frac{2i\pi}{L} g' (\mu) \eta (\mu_0) e^{iL g' (\mu_0)} \times e^{-i \arg \gamma (\mu_0)/2},$$

(5.12)

where $\mu_0$ is the extremum of $g(\mu)$: $g'(\mu)|_{\mu_0} = 0$. Here a prime indicates a derivative with respect to $\mu$, and $f(\mu)$ is a function which varies slowly with $\mu$. In fact, one can view the above integral as a simplified version of a path integral, and in the classical limit $L \gg 1$, we only pick the paths near the classical trajectory $g'(\mu) = 0$, where $g(\mu)$ here is the “geometric phase” explicitly given by

$$g_{\pm}(\mu) = -\Omega_{R}(\mu, a)T + \mu(\phi - \phi') \pm \frac{\Phi(\theta, \theta')}{L} + \bar{a}_1(r) + \bar{a}_1(r') - \xi \rho(r) \rho(r') e^{-\Omega_{R}(\mu, a)T+\gamma_{\mu}(\theta, \theta')}.$$  

(5.13)

Note that it is possible for $g_{\pm}(\mu)$ to have multiple extrema, in which case Eq. (5.12) must be extended to include contributions from all the stationary points. Physically this occurs when more than one null geodesic connects the points $x$ and $x'$, which corresponds to a caustic.

In addition to the two terms involving $g_{\pm}(\mu)$, we recall the other family of terms in Eq. (5.1), with $\theta' \to \pi - \theta'$ and an extra factor $(-1)^{l+m}$. The geometric phases associated with these terms are

$$g_{\pm}^{P}(\mu) = -\Omega_{R}(\mu, a)T + \epsilon W + \mu(\phi + \epsilon W - \phi') \pm \frac{\Phi(\theta, \theta')}{L} + \bar{a}_1(r) + \bar{a}_1(r') - \xi \rho(r) \rho(r') e^{-\Omega_{R}(\mu, a)T+\gamma_{\mu}(\theta, \theta')}.$$  

(5.14)

There are two contributions to the phases $g_{\pm}^{P}$ that require discussion. The first is the factor involving $W^{P} \equiv 2w + 1$ for $w \in \mathbb{Z}$, which arises from the $(-1)^m$ term when we notice that $(-1)^m = (-1)^{(2w+1)m}$. This multiplicity in $W^{P}$ is related to the multivalued nature of $f$ and $f'$. When we fix our convention so that $(\phi, \phi') \in [0, 2\pi)$ and vary $w$, there is at most one particular $w$ which allows for one (or both) of the phases $g_{\pm}^{P}$ to have an extremum. We refer to $w$ as the “winding number” of the geometric phase. We can see the need for such a winding number from the following argument: Consider the case where both $x$ and $x'$ lie on a null geodesic orbiting the black hole on the photon sphere. When we follow the geodesic $w$ times around the black hole, the term $-\omega_{R}T$ accumulates a phase factor $-\omega_{R}T_{\text{period}} = -2\pi w(1 - |\mu|)$ [12]. The $2\pi w|\mu|$ factor must be absorbed by the $\mu W^{P}$ term, or else we cannot find an extremum for either of $g_{\pm}^{P}$.

The second contribution to discuss is the factor $\mp \pi/2$. This term comes from the fact that $(-1)^l = (-1)^{-l}$ and can contribute a factor of $\pi$ with either sign when we convert the integer $l$ into the continuous variable $L$. While it might seem that we would require a second winding number to account for this ambiguity, our numerical investigations indicate that the choice of $\mp \pi/2$ is sufficient to guarantee the continuity of the Green function when we fix the source coordinates $(x', \theta')$ and the spatial coordinates $(r, \theta, \phi)$ of an observer but allow $t$ to grow. It may be that for some choices of $(x, x')$, additional phases are required to keep the phase of the Green function continuous for an observer. Note that while this extra ambiguity does not change the position of the extrema of the phases $g_{\pm}^{P}$, we must also keep track of the sign of the prefactor $\pm i$ which arises from $(-1)^{l+m} = \pm i \exp(\mp \pi i T_{L})$.

Following the same logic as above, we also need a “winding number” term in $g(\mu)$:

$$g_{\pm}(\mu) = -\Omega_{R}(\mu, a)T + \mu(\pi W + \phi - \phi') \mp \frac{\Phi(\theta, \theta')}{L} + \bar{a}_1(r) + \bar{a}_1(r') - \xi \rho(r) \rho(r') e^{-\Omega_{R}(\mu, a)T+\gamma_{\mu}(\theta, \theta')}.$$  

(5.15)

where $W = 2w$ and $w \in \mathbb{Z}$, and at any given moment, there is at most one particular “winding number” which gives an extremum of $g(\mu)$ for $\mu \in (-1, 1)$. We observe numerically that for reasonable $(x, x')$, at most one pair of $g_{\pm}(\mu)$ and $g_{\pm}^{P}(\mu)$ have extrema in $\mu \in (-1, 1)$. It could be true that in certain cases no extremum can be found. For each pair of phases with an

---

4It can be mathematically introduced by multiplying $(-1)^{2wm}$ and extracting the associated phase change.

5For example, $T$ has to be larger than zero for the contour integral to converge.
extremum, one has $g^p_±$ or $g^p_{−}$ greater than zero at the extremum, and the other has $g^p_±$ or $g^p_{−}$ less than zero at the other extremum. The sign of $g^p_±$ or $g^p_{−}$ determines whether there is an extra factor of $−i$ in Eq. (5.12), which determines how the related term contributes to the Green function (see Sec. VD). In practice, we numerically compute all four functions $g_±$, $g^p_±$ and search for possible extrema.

When searching for the extrema $μ_0$ for a fixed $θ$, $θ'$ it is useful to note that the function $Φ$ is only real in some range $μ_{min} ≤ μ ≤ μ_{max}$, and the search must be carried out in this range, which is determined by whichever of the angles $θ$ or $θ'$ is closer to the boundary values 0 and $π$. Next, we consider the behavior of the geometric phases as we fix $x'$ and $(r$, $θ$, $ϕ)$ and allow $r$ to increase. We find that the particular pair of geometric phases which achieve an extremum change over time. Each time that a particular pair of geometric phases which achieve an extremum leave the range $[μ_{min}, μ_{max}]$, another phase function takes its place. Matching of the phases at these points tells us how to fix the ambiguity $±π$, and over time we must iterate the winding number $w$ by 1 so that the phases which lose their extrema can again contribute to the stationary phase integral.

As argued in Ref. [8], the Schwarzschild Green function becomes singular when all terms in the summation over $l$ are resonant in phase. We can see that in our case, this can be translated into the condition that one of the geometric phases obeys $g(μ_0) = 2πj$, where $j$ is an integer. When this occurs, the summation over $l$ does not converge, and the Green function is singular. On the other hand, the Green function should be singular along any null geodesic connecting $x'$ to $x$ (see e.g. Refs. [9,14,38]). This observation gives a consistency check of our method, since it requires that when one of the phases obeys $g(μ_0) = 2πj$, the points $x$ and $x'$ are connected by a geodesic. In Sec. VI we carry out a numerical study to test this relation between the singular points of the Green function and null geodesics. We also discuss the geometric phases from the perspective of the geometric correspondence between QNMs and unstable null orbits.

Before proceeding to the final evaluation of the Green function, which reveals the singular structure discussed above explicitly, we verify that integration over $μ$ using the stationary phase approximation successfully recovers the results for Schwarzschild presented in Ref. [8].

C. Recovering the Green function for Schwarzschild

The Green function simplifies greatly in the Schwarzschild limit. With $a = 0$, we have that $Y = 0$, and

$$\Theta_R = L^2(1 - μ^2 \csc^2 θ),$$

$$\Phi(θ, θ') \over L = \int_0^θ \sqrt{1 - μ^2 \csc^2 θ'} dθ'.$$

The other terms are similarly reduced to their Schwarzschild limits. Aside from $Φ$, the only explicit $μ$ dependence in $g_±$ and $g^p_±$ are terms like $μ(ϕ - ϕ' + 2πW)$. Next, we use the rotational and reflection symmetries of the spacetime and set $ϕ = ϕ'$ and $π ≥ θ > θ' ≥ 0$. Then the stationary phase condition on $g^p_±$ reduces to

$$0 = g^p_± = ±\int_0^θ \frac{μ \csc θ}{\sqrt{\sin^2 θ - μ^2}} dθ + πW$$

$$= ±\tan^{-1}\left[\frac{μ \cos θ}{\sqrt{\sin^2 θ - μ^2}}\right]_θ^π + πW,$$  (5.18)

which is solved by setting $μ^p_0 = 0$ and requiring $W = 0$ for both cases. There is no need for the inclusion of the winding number in this case, because we have no $μ$-dependent term which monotonically grows with time, and because of our rotation to a fixed azimuthal plane. With this stationary point, $g^p_±(μ^p_0)$ is

$$g^p_±(μ = 0) = ±\int_0^θ \csc^2 θ dθ = ±[\cot(θ) - \cot(θ')],$$

$$= ±\frac{\sin(θ - θ')}{\sin θ \sin θ'}. $$  (5.19)

Further, $Φ(μ = 0)/L = θ - θ' = γ$, where again $γ$ is the angle between the position of the source and that of the receiver. In addition, $Θ_R(μ = 0) = 1$, $arg g^{−}(0) = π$, $arg g^{−}\prime(0) = 0$, and we can rewrite the relevant terms resulting from the stationary phase integrals involving $g_±$ as

$$\sqrt{\frac{2π}{L \sin γ}}(e^{-iπ/4}e^{-iLΨ} + e^{iπ/4}e^{-iLΨ'})$$  (5.20)

where $Ψ^±$ is the expression for the geometric phase derived by Dolan and Ottewill, Eq. (44) in Ref. [8], and reproduced here:

$$Ψ^± = \frac{T}{\sqrt{27}} ± γ - \frac{[R_{Sch}(r) + R_{Sch}(r') + 2ζ_{DO}]}{\sqrt{27}} + \xi_{Sch}R_{Sch}(r)ρ_{Sch}(r')e^{-T/\sqrt{27}}. $$  (5.21)

This fully recovers the results of Dolan and Ottewill, up to the final summation over the angular quantum number $l$, and the remainder of their results follow directly. This means that we expect $g^p_±$ to make no contribution.

To verify this, we consider the stationary phase condition for $g^p_±$.

$$g^p_± = ±\tan^{-1}\left[\frac{μ \cos θ}{\sqrt{\sin^2 θ - μ^2}}\right]_θ^π \mp πW^p = 0.$$  (5.22)

Recalling that $−π/2 ≤ \tan^{-1} x ≤ π/2$, the condition can only be met if we take the argument of $\tan^{-1} x$ to $±∞$. This
is possible if we take \( \theta' = \theta = 0 \) or \( \pi \), along with \( \mu = 0 \) and \( W^p = 1 \). In this case, the physical picture is the evaluation of the Green function at a caustic after some number of full revolutions about the black hole. We make no attempt in this study to evaluate the Green function near a caustic, where multiple geodesics connect \( x \) and \( x' \), and additional care is required.

### D. The Green function

Following the stationary phase integral, the four parts of the QNM Green function involving the four phases \( g_\pm \) and \( g_\pm^p \) reduce to two surviving parts, which we denote “even” and “odd” for reasons which will become clear momentarily. We label those parts with subscripts \( e \) for even and \( o \) for odd. In order to compute the Green function (and not necessarily. We label those parts with subscripts \( e \) for even and \( o \) for odd. In order to compute the Green function (and not necessarily)

\[
G_{\text{ei}} = \sum_{s=\pm} \left[ \chi_{e}(x,x') e^{iLg_{e}(\mu_{e})} + i\chi_{o}(x,x') e^{iLg_{o}(\mu_{o})} \right]
\]

where \( \chi_{e}(x,x') \), \( \chi_{o}(x,x') \) are positive definite functions defined below. As we can see from the above equation, the criterion to separate even and odd contributions to the

\[
I_{k} = \begin{cases} 
\text{Re} \int_{0}^{\infty} dL e^{iL \left[ \chi_{e} e^{iLk} + g_{e}(\mu_{e}) \right]} + i\chi_{o} e^{iL \left[ \pi k - g_{o}(\mu_{o}) \right]}, & \text{even}, \\
\text{Re} \int_{0}^{\infty} dL e^{iL \left[ \chi_{o} e^{iL(k+1)} + g_{o}(\mu_{o}) \right]} + \chi_{e} e^{iL \left[ \pi(k+1) - g_{e}(\mu_{e}) \right]}, & \text{odd}.
\end{cases}
\]

The integral can be evaluated using the identity

\[
\int_{0}^{\infty} dL e^{iL \left[ q + i\epsilon \right]} = \frac{i}{q} + \pi \delta(q),
\]

where \( \epsilon \) is a positive infinitesimal running constant used to regulate the integral. The Green function is singular when the phase factor \( g \) becomes zero. Here we are only interested in the case where \( T > 0 \) (which is required for the QNM sum to converge) and those parts of the Green function which become singular. With \( T > 0 \), the Green function can only become singular when the factors \( g_{e} \) or \( g_{o} \), which are negative and decreasing with increasing \( T \), can cancel with the positive terms \( \pi k \) or \( \pi(k+1) \). Therefore, we drop the second term in each line of Eq. (5.27), and it becomes

Green function is to check whether there is a prefactor of \( i \) in the otherwise real amplitude. The overall prefactor receives contributions from the \( i^{1/2} \) factor in Eq. (4.28), the \( (-1)^{T} \) factor in Eq. (5.1), and the \( i^{1/2} \) factor and the possible \( \epsilon^{\tau} \) factor in Eq. (5.12). This means that after searching for the extrema of the phases \( g_{\pm} \) and \( g_{\pm}^p \), we have to check whether there is an overall prefactor of \( i \) in that term before assigning it an even or odd label. Once we do this, we label the phase evaluated at its extremum \( g_{e}(\mu_{e}) \) or \( g_{o}(\mu_{o}) \) as appropriate. The functions \( \chi \) are given by

\[
\chi_{e}(x,x') = \frac{8 \pi}{\sqrt{r^2 + a^2} \sqrt{r'^2 + a^2}} \frac{2 \pi}{|g_{e}(\mu_{e})|} \left[ B C^{2U(r)U(r') e^{-\Omega(T/2)+\pi(\theta'/2)}} \right]
\]

where the sign in front of \( Y \) depends on which \( g_{\pm} \) or \( g_{\pm}^p \) functions they originate from. Since \( C \propto L^{1/2} \) and \( \Theta_{R} \propto L^{2} \), \( \chi \) and \( \chi_{p} \) are independent of \( L \). We manipulate the sum over \( s \) in order to rewrite Eq. (5.23) in the form

\[
G_{\text{ei}} = \sum_{k=0}^{\infty} I_{k},
\]

where

\[
I_{k} = \begin{cases} 
\left( -1 \right)^{k/2} \pi \chi_{e} \delta \left[ \pi k + g_{e}(\mu_{e}) \right], & \text{even}, \\
\left( -1 \right)^{(k+1)/2} \frac{x_{o}}{\pi(k+1) - g_{o}(\mu_{o})}, & \text{odd}.
\end{cases}
\]

which explains our use of the labels “even” and “odd” for the various contributions to the Green function. This expression recovers the fourfold singular structure seen in the Schwarzschild case [8,11] and in other spacetimes [9,13,14]. In addition, it confirms our earlier argument that the Green function becomes singular when one of the phases obeys \( g(\mu_{0}) = 2\pi j \), where \( j \) is an integer.

In reality, as suggested by Ref. [8] in the Schwarzschild case and more generally by Ref. [11], the \( g_{e} \) related terms are turned on not only after \( T > 0 \), but also after the previous \( g_{e} \) pulse. We notice that this feature is not captured by our method. Adopting this understanding, the \( I_{k} \) factor of the Green function should be
null geodesics. We first review the geometric correspondence between the singular structure of the Green function and null geodesics. We also present the geodesic equations in Kerr for reference throughout this section.

A null geodesic in Kerr has three associated conserved quantities: the energy $E$, the angular momentum about the spin axis of the black hole $L_z$, and the Carter constant $Q$. A family of null geodesics in Kerr orbit the black hole at a constant radius on unstable orbits. We call the sphere these orbits are confined to the “photon sphere.” In the eikonal limit, the conserved quantities of these unstable null orbits correspond to the QNM parameters: $\omega_R$ to $E$, $m$ to $L_z$, and $A_R$ to $Q + L_z^2$ [12]. We can also associate an inclination measure $\tilde{\mu}_0 = L_z/L$ to the corresponding photon orbit, where $L$ is implicitly defined through

$$L^2 = Q + L_z^2 + a^2E^2/2 \left(1 - \frac{L_z^2}{L^2}\right).$$

The analogue of angular momentum $L$ is therefore also conserved. In the Kerr spacetime, the quantity $L$ does not have a geometric correspondence, or indeed any physically relevant meaning, unless we use the additional supplemental approximation for $A_R$ in the eikonal limit [12]:

$$A_R \approx L^2 \left[1 - \frac{a^2\Omega_R^2}{2}(1 - \mu^2)\right].$$

Using this supplemental approximation, the geometric correspondence of $L$ is to the parameter $L$ of the corresponding QNM.

Also associated with a null geodesic is the Hamilton-Jacobi principal function [39,40].
SCALAR GREEN FUNCTION OF THE KERR SPACETIME

\[ S = S_t + S_r + S_\theta + S_\phi \]
\[ = -\mathcal{E}t + \int \frac{\mathcal{R}}{\Delta} dr + \int \sqrt{\Theta} d\theta + \mathcal{L}_c \phi, \quad (6.3) \]

where

\[ \mathcal{R}(r) = [\mathcal{E}(r^2 + a^2) - \mathcal{L}_c a] - \Delta [(\mathcal{L}_c - a\mathcal{E})^2 + \mathcal{Q}], \quad (6.4) \]
\[ \Theta(\theta) = Q - \cos^2 \theta \left( \frac{\mathcal{L}_c^2}{\sin^2 \theta} - a^2 \mathcal{E}^2 \right). \quad (6.5) \]

The resemblance between the principal function \( S \) and the geometric phases \( g_\pm \) and \( g_\pm^P \) indicates that these two are in correspondence when a null geodesic connects \( x \) and \( x' \), with the additional terms in the phase involving \( \Omega_t \) and \( \Upsilon \) correcting for the fact that the spacetime points \( x \) and \( x' \) are not necessarily on the photon sphere. In particular, one can show that if the null geodesic touches the photon sphere, the principal function \( S \) and the phase function \( g_\pm \) or \( g_\pm^P \) are exactly the same; if not, but assuming that the classical turning point of the radial motion is close to the photon sphere radius, the null geodesic can still be mapped to a “parallel” geodesic on the photon sphere with appropriate \( \mu_0 \), and the terms in the phase functions involving \( \Omega_t \) and \( \Upsilon \) effectively account for the correction of the additional phase in the vicinity of the photon sphere. It is also reasonable to expect that \( g_\pm \) and \( g_\pm^P \) will not be able to accurately describe the phase of a null geodesic if the geodesic is nowhere close to the photon sphere. We build some evidence for this understanding in subsequent sections.

Finally, by extremizing \( S \) with respect to the conserved quantities, we can derive the equations of motion for null geodesics in Kerr:

\[ \frac{dt}{d\xi} = \frac{r^2 + a^2}{\Delta} \left[ \mathcal{E}(r^2 + a^2) - \mathcal{L}_c a \right] - a(\mathcal{E}\sin^2 \theta - \mathcal{L}_c), \quad (6.6) \]
\[ \frac{d\phi}{d\xi} = - \left( a\mathcal{E} - \frac{\mathcal{L}_c}{\sin^2 \theta} \right) \frac{a}{\Delta} \left[ \mathcal{E}(r^2 + a^2) - \mathcal{L}_c a \right], \quad (6.7) \]
\[ \frac{dr}{d\xi} = \pm \sqrt{\mathcal{R}}, \quad \frac{d\theta}{d\xi} = \pm \sqrt{\Theta}, \quad (6.8) \]

where \( \xi \) is the Mino time along the geodesic, and we note that \( \xi \) has units of inverse length.

We now turn to a discussion of the relationship between the stationary phase extrema \( \mu^0_\pm \) and the inclination measure \( \tilde{\mu}_0 \) of null orbits.

B. Extremum \( \mu_0 \) vs the geodesic inclination measure

The \( \mu_0 \) parameter originates from the stationary phase integral, so its physical significance is that quasinormal modes whose \( m/L \) ratio match this value contribute the most to the (QNM part of the) Green function. Given the correspondence between QNMs and the spherical photon orbits, if our \( x \) and \( x' \) points are connected by a spherical photon orbit, we would therefore naively expect the QNMs corresponding to that orbit to dominate the Green function, and that the stationary phase \( \mu_0 \) would be equal to the inclination measure \( \tilde{\mu}_0 \) of the connecting geodesic.

We can see this is indeed true for the Schwarzschild case by noting that the spherical photon orbit condition \( r = r' \) implies \( \tilde{\alpha}_1(r) = -\Omega_r r_p, \tilde{\alpha}_1(r') = -\Omega_r r'_p \), and \( \rho(r) = 0 = \rho(r') \). Consequently,

\[ L_g(\mu) = -\omega_R(t - t') + S_\phi \pm S_\theta, \quad (6.9) \]

where here \( S_\phi \) and \( S_\theta \) are the \( \phi \)- and \( \theta \)-dependent parts of the principal function \( S \), using the geometric correspondence. In this case, the requirement that \( g_\pm(\mu)|_{\mu_0} = 0 \) for stationary-phase trajectories is the same as the requirement that \( S \) be maximized for geodesics, and this ensures that the trajectories are the spherical photon geodesics. The case with a spinning black hole is more complicated, because \( r_p \) has a \( \mu \) dependence, so the \( r \)-dependent terms appear in \( g'(\mu) \) expression. This \( \mu \) independence of \( r_p \) for Schwarzschild black holes (a result of spherical symmetry) in fact ensures \( \mu_0 = \tilde{\mu}_0 \) even when \( x \) and \( x' \) are moved off of the spherical geodesics. Namely, when \( \alpha = 0 \), only

\[ m(\phi - \phi') \pm \Phi(\theta, \theta') = S_\phi \pm S_\theta \quad (6.10) \]

in Eq. (5.13) depends on \( m \), so as far as the derivatives \( g_\pm^P \) are concerned, we have the same situation as the spherical photon geodesic case, and \( \mu_0 \) should be equal to the \( \mu_0 \) of the connecting geodesic, which is determined by the same two terms in the principal function.

When the spherical symmetry is broken by a nonvanishing spin, more terms in the phases \( g_\pm \) and \( g_\pm^P \) pick up \( \mu \) dependence, so the situation is more complicated. Nevertheless, the similarity between the phases and the principal function indicate that they are still approximated by the principal function provided the geodesic gets close to \( r_p \) at some stage. We verify this numerically, both for the slowly spinning limit of Kerr with \( a = 0.01 \) and for a generic spin of \( a = 0.65 \), which we call the rapidly spinning case.\(^6\) A spherical photon orbit has only one free parameter, which can be taken to be the photon sphere

\( ^6\)We use \( a = 0.01 \) instead of exactly \( a = 0 \), in order to avoid having to treat indeterminacy in expressions such as Eq. (2.17) with special codes. This allows us to test the effectiveness of the same numerical implementation as is used in the faster-spinning Kerr case.
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radius \( r \), which lies between the corotating and counterrotating equatorial radii, from

\[
2M(1 + \cos[(2/3)\arccos(-|a|/M)])
\]

to

\[
2M(1 + \cos[(2/3)\arccos(|a|/M))].
\]

For simplicity, we choose \( x' \) on the equatorial plane, \( \theta' = \pi/2 \), in which case the constants of motion are related to \( r \) by

\[
\frac{L_z}{\mathcal{E}} = -\frac{(r^3 - 3Mr^2 + a^2r + a^2M)}{a(r - M)},
\]

\[
\frac{Q}{\mathcal{E}^2} = -\frac{r^3(r^3 - 6Mr^2 + 9M^2r - 4a^2M)}{a^2(r - M)^2}.
\]

the geodesic initially has \( dr/da = 0 \), and

\[
\frac{d\theta}{d\phi} = \frac{\sqrt{Q/\mathcal{E}^2}\Delta}{-(a - L_z/\mathcal{E}) + a(r^2 + a^2 - aL_z/\mathcal{E})}.
\]

We launch geodesics in this direction for various choices of \( r \) in the \( a = 0.01 \) and \( a = 0.65 \) cases and allow the geodesics to evolve for a Boyer-Lindquist time of \( 3M \) in order to acquire our \( x \), which then supplies us with the function \( g(\mu)|_{x',r} \) and the value \( \mu_0 \) as its extremum.

To obtain an approximation for \( \bar{\mu}_0 \), on the other hand, we note that in the Schwarzschild limit, \( \sqrt{Q} \) is the projection of the total angular momentum into the plane orthogonal to \( z \), so \( L^2 = L_z^2 + Q \) [this can also be seen by setting \( a = 0 \) in Eq. (6.1)], and we have

\[
\bar{\mu}_0 = \frac{L_z/\mathcal{E}}{\sqrt{L_z^2/\mathcal{E}^2 + Q/\mathcal{E}^2}}.
\]

Furthermore, for equatorial \( x' \), the geodesic equations give us \( df/\theta = \pm L_z/\sqrt{Q} = \mp \bar{\mu}_0/\sqrt{1 - \bar{\mu}_0} \). This means \( \bar{\mu}_0 \) is just \( \cos \beta \), with \( \beta \) being the angle between the projection of the initial velocity into the \((\partial_\theta, \partial_\phi)\) plane and the \( \partial_\phi \) direction. For non-negligible spin \( a \), the calculation of \( L \) is less straightforward, but we can nevertheless be assured that \( \bar{\mu}_0 = 0 \) if we set \( L_z = 0 \). For \( a = 0.65 \), this corresponds to a radius \( r = 2.79473M \).

We plot in Fig. 7 the function \( g_+(\mu) \) for both \( a = 0.01 \) and \( a = 0.65 \) (top and bottom panels, respectively). We have chosen two generic inclinations in the case where \( a = 0.01 \) and used the Schwarzschild expressions to calculate their \( \bar{\mu}_0 \). For the case \( a = 0.65 \), we pick \( \bar{\mu}_0 = 0 \). In the figures, the predicted values of \( \bar{\mu}_0 \) are shown as vertical lines, and they agree with \( \mu_0 \) for both the slowly spinning and rapidly spinning cases.

Next, we examine the case when \( x \) is moved off the photon sphere, while \( x' \) is left on it. Such a scenario still satisfies the condition that the geodesic be close to \( r_p \) at some stage of its history, so we expect \( \mu_0 = \bar{\mu}_0 \) to remain a valid prediction for \( \mu_0 \). To numerically study this case, we need to give the geodesics a nonvanishing radial velocity.

For the slowly spinning case, this entails nothing more than adding in a radial component while keeping the transverse spatial components unchanged (with the temporal component of the four-velocity tuned accordingly so the geodesic remains null). This way, the angle \( \beta \) is unchanged, as is \( \bar{\mu}_0 \).

For the rapidly spinning case, we need to adjust the radial and angular components in sync in order to maintain \( \bar{\mu}_0 = 0 \). When \( L_z = 0 \), the geodesics form a one-parameter family, and we choose to use \( \mathcal{E}/\sqrt{Q} \) as our parameter. Explicitly, the geodesic equations are given by

\[
\frac{1}{\sqrt{Q}} \frac{d\phi}{d\xi} = \frac{a}{\Delta} \frac{\mathcal{E}}{\sqrt{Q}},
\]

\[
\frac{1}{\sqrt{Q}} \frac{dr}{d\xi} = \pm \sqrt{(r^3 + a^2r^2 + 2a^2Mr)^2 - \frac{\mathcal{E}^2}{Q} - \Delta},
\]

\[
\frac{1}{\sqrt{Q}} \frac{d\theta}{d\xi} = \pm 1.
\]
The parameter $E = \sqrt{Q}$ essentially determines the angle that the initial velocity makes with the radial direction, and in solving these equations we can absorb $\sqrt{Q}$ into the definition of $\xi$.\footnote{In practice, we actually use the angular momentum $\mathcal{L}$ in our codes in place of $Q$ in these equations, because of its correspondence to $L$ and our eikonal equations. When $\mathcal{L}_z = 0$, Eq. (6.1) guarantees that these methods are equivalent.} If we restrict to the special angle that gives the spherical photon orbits, $E$ reduces to $\omega R$, and the geodesic’s initial velocity as given by these expressions reduces to Eq. (6.13). We in fact choose a value of $E$ slightly larger than $\omega R$ and pick the sign choices appropriately, so that the geodesic moves outwards away from the photon sphere.

The initial and terminal Boyer-Lindquist $r$ are $(2.993M, 3.381M)$ and $(3.01M, 3.554M)$ in the two slowly spinning cases and $(2.798M, 3.701M)$ in the rapidly spinning case. The corresponding $g_+ (\mu)$ plots are shown in Fig. 8. Once again, we observe $\mu_0 = \tilde{\mu}_0$ as expected.

Lastly, we look at the case when no part of the geodesics is close to $r_p$. We expect the equality between $\mu_0$ and $\tilde{\mu}_0$ to be broken for the rapidly spinning case, and to a lesser extent for the slowly spinning case. We launch the geodesics from an $x'$ on the equatorial plane at a radius of $r' = 8M$, and with initial velocities such that $\tilde{\mu}_0$ has the same values as in the earlier scenarios. The $g_+ (\mu)$ plots are given in Fig. 9. We observe a significant mismatch between $\mu_0$ and $\tilde{\mu}_0$ even with a very small spin of 0.01. For comparison, and to rule out some numerical errors as the source of the mismatch (e.g. numerical error in the geodesic integrator), we also plot only the part of $g_+$ that has $\mu$ dependence in the Schwarzschild limit, which shows $\mu_0 = \tilde{\mu}_0$ as expected.

### C. Coincidence of singular set with geodesics

In this section, we numerically study the singular structure of the QNM contribution to the Green function. We use a different measurement from that used in Ref. [8] to examine whether the singular set of the QNM part of the Green function, as given by

$$g(\mu_0) = 2\pi j$$ (6.18)

for one of the geometric phases introduced in Sec. V B, matches the null wave front emanating from the source point $x'$ (see Fig. 1 in Ref. [8] for an illustration of such a wave front). Namely, we do not solve Eq. (6.18) (which is numerically expensive) to try to find the $x$ coordinates of the singular set and compare it to the wave front location. Instead, we use the terminal coordinates of the geodesics...
constituting the wave front to calculate \( g_{\pm}(\mu_0) \) and \( g^P_{\pm}(\mu_0) \), and subsequently their residuals \( [g_{\pm}(\mu_0)]_{2x} \) and \( [g^P_{\pm}(\mu_0)]_{2x} \) modulo 2\(\pi\). If the residual vanishes for either of the + or - sign choices of \( g \) or \( g^P \), then we know that there exists \( j \in \mathbb{Z} \) such that Eq. (6.18) is satisfied, and the solution matches the geodesics. By adopting this alternative method, we bypass the problem that Eq. (6.18) does not have a solution when the approximations underlying it break down. This allows us to extend the study throughout the entire wave front.

In what follows, we will denote by \( [g(\mu_0)]_{2x} \) whichever of \( [g_{+}(\mu_0)]_{2x} \) and \( [g_{-}(\mu_0)]_{2x} \) has the smallest absolute value, and similarly for \( g^P \).

1. Singular structure of the slowly spinning limit

To demonstrate the numerical techniques adopted, we begin with the slowly spinning limit. According to the discussion in Sec. V.C, we expect our geometric phases from Sec. V.B to limit to \( \Psi^\pm \) from Eq. (5.21). Therefore, the condition (6.18) for the Green function to be singular reduces to

\[
\Psi^\pm = 2\pi j,
\]

matching the expression in Ref. [8]. In this section, in addition to calculating the geometric phases, we also calculate \( \Psi^\pm \) directly for comparison. To construct the null wave front, we launch a bundle of null geodesics in directions on the outgoing celestial sphere that are confined to a plane \( \Sigma \) containing the line \( \ell_{OD} \) joining the coordinate origin \( O \) to the initial launch point \( x' \). The initial directions make angles between 0 and \( 2\pi \) with \( \ell_{OD} \). In the exact Schwarzschild limit, all other geodesics launched from the same \( x' \) can be obtained from this bundle through symmetry arguments. For convenience, we adapt our coordinates such that \( \Sigma \) is the equatorial plane.

Just as for Fig. 5 in Ref. [8], we place \( x' \) at a Boyer-Lindquist radius of \( 8M \) from the coordinate origin and let the geodesics evolve for a Boyer-Lindquist time of 41.84M. For our current case, where \( \Sigma \) is the equatorial plane, we use \( \mu_0^x = \mu_0^\Sigma \) instead of trying to search for \( \mu_0 \) numerically near the boundaries of the range of valid values of \( \mu \) (we consider a case later where we do search for \( \mu_0 \)). To find \( \tilde{\mu}_0^+ \), we use the the geometric correspondence equation for \( Q \),

\[
Q \approx L^2 \left[ 1 - \mu^2 - \frac{a^2 \Omega_R^2}{2} (1 - \mu^2) \right],
\]

which shows that when \( \tilde{\mu}_0 = \pm 1 \), we have \( Q = 0 \). For our chosen launching point on the equatorial plane, this translates into \( \Theta = 0 \) and subsequently \( d\theta/d\lambda = 0 \). In other words, the choice \( \tilde{\mu}_0^x = \pm 1 \) corresponds to launching...
geodesics in the equatorial plane (whatever the spin of the black hole). Furthermore, for these geodesics and values, \( \frac{g}{C_{138}^2 \pi} \) becomes degenerate, and so we only calculate \( \frac{g}{C_{138}^2 \pi} \).

In Fig. 10, we plot both the resulting \( \frac{g(\mu_0)}{C_{138}^2 \pi} \) and \( \frac{\Psi}{C_{138}^2 \pi} \) (the one among \( \frac{\Psi^+}{C_{138}^2 \pi} \) and \( \frac{\Psi^-}{C_{138}^2 \pi} \) with the smaller absolute value) in the Boyer-Lindquist Cartesian coordinates on \( \Sigma \) as red and blue dots, respectively. The black dots are reference points that have the same spatial coordinates as the red and blue points, but with \( \frac{g(\mu_0)}{C_{138}^2 \pi} \equiv 0 \). The figure on the top right is a portrait of the wave front on the \( \Sigma \) plane. The bottom panels are the same as the top-left figure, but concentrating on the connecting segment and horizon, as well as zooming in on the \( \frac{g(\mu_0)}{C_{138}^2 \pi} \) direction in the case of the bottom-right panel.

FIG. 11 (color online). For \( a = 0.65 \), the residual \( \frac{g(\mu_0)}{C_{138}^2 \pi} \) vs the Boyer-Lindquist Cartesian coordinates on the equatorial \( \Sigma \) are shown as red dots in the figure on the top left. The black dots are reference points that have the same spatial coordinates as the red points, but with \( \frac{g(\mu_0)}{C_{138}^2 \pi} \equiv 0 \). The figure on the top right is a portrait of the wave front on the \( \Sigma \) plane. The bottom panels are the same as the top-left figure, but concentrating on the connecting segment and horizon, as well as zooming in on the \( \frac{g(\mu_0)}{C_{138}^2 \pi} \) direction in the case of the bottom-right panel.

2. The singular structure for a generic Kerr black hole

Next, we turn to a Kerr black hole of a generic spin \( a = 0.65 \), which we call our rapidly rotating case. We first consider the situation when the geodesics are confined to the equatorial plane, with the launching point \( x_0 = (8M, \pi/2, 0) \). In this simpler case, we once again have \( \mu_0^\pm = \pm 1 \), and we use these values for \( \mu_0^\pm \) instead of numerically searching for them. We also only calculate \( \tilde{g} \), as \( g \) and \( \tilde{g} \) functions again share the same residuals. In addition, we do not need to restrict \( \phi \) to within \( [0, 2\pi) \), because extra winding numbers simply introduce integer multiples of \( 2\pi \) to \( g \) when \( \mu_0 = \pm 1 \). The residuals \( \frac{g(\mu_0)}{C_{138}^2 \pi} \) are plotted in Fig. 11, which demonstrates the same behavior as in the Schwarzschild case, indicating that the relationship between the singular structure of the Green function and the null wave front as observed in Ref. [8] generalizes to the Kerr case, at least for the equatorial plane.
FIG. 12. For \( a = 0.65 \), the wave front is more complicated when we launch the geodesics in the poloidal directions. Plotted above is the wave front viewed from different angles.

FIG. 13 (color online). For \( a = 0.65 \) with \( \Sigma \) being the poloidal plane, the residuals \( \frac{g}{g' (\mu_0)} \) vs the projection of the wave front onto the \( x-z \) plane are shown as red dots in the figure on the top left. The black dots are reference points that have the same spatial coordinates as the red points, but with \( \frac{g}{g' (\mu_0)} = 0 \). The figure on the top right shows the \( \mu_0 \) corresponding to the residual values in the top-left panel. The bottom panels are the same as the top-left figure, but concentrating on the connecting segment and horizon, as well as zooming in on the \( \frac{g}{g' (\mu_0)} \) direction in the case of the bottom-right panel.
Finally, we show that this generalization remains valid when we move out of the equatorial plane for the $a = 0.65$ Kerr black hole. To this end, we examine a different choice of the plane $\Sigma$ in which we initially fire our geodesics. Our choice of $\Sigma$ is the poloidal plane, meaning that initially the tangents to the geodesics have zero $\partial_\phi$ components. We do not otherwise select these geodesics to have particular characteristic parameters. We note that our choice of poloidal $\Sigma$ does not lead to geodesics with $\vec{\mu}^\Sigma = 0$ [such geodesics equate to those launched in the poloidal plane only in the Schwarzschild limit; see discussion surrounding Eq. (6.15)]. Instead, we now search for $\vec{\mu}_0^\Sigma$ directly by solving $g_\phi(\mu_0^\Sigma) = 0$ or $g_\phi^P(\mu_0^\Sigma) = 0$ for each geodesic. Since there is no longer a degeneracy between $g_\mu$ and $g_\phi^P$, we calculate both and select the minimal residual amongst the four possibilities ($g \propto g^P + \text{vs} - g^P$), which we denote as $|g/g^P(\mu_0)|_{2\pi}$. We also restrict $\phi$ to be within $[0, 2\pi]$, which was not necessary in the equatorial plane case.

The wave front for this initially poloidal $\Sigma$ plane case is not restricted to any particular plane and is shown in Fig. 12. In order to achieve comparable accuracy for this wave front as in the equatorial plane case, a much smaller step size for the geodesic integrator is required. We therefore expect the uncertainty in the wave front location (limited by our computational resources) to constitute a significant proportion of the error in the residual. In order to present the residual $|g/g^P(\mu_0)|_{2\pi}$ in a three-dimensional figure, we replace the terminal points of the geodesics with their projection into the $x$-$z$ plane and leave the third dimension for $|g/g^P(\mu_0)|_{2\pi}$. Figure 13 shows $|g/g^P(\mu_0)|_{2\pi}$ (and the corresponding $\mu_0$) plotted in this form, as in Fig. 11. Once again, we observe a small residual for the “connecting” segment of the wave front, consistent with a generalization of the case of the Schwarzschild black hole.

VII. CONCLUSION AND FUTURE WORK

In this study, we applied the WKB method to obtain an approximate expression for the QNM part of the Kerr spacetime’s scalar Green function, which arises due to waves scattering off the strong-field region of the Kerr black hole. An immediate next step of this work would be to compare our analytical formula with numerical Green functions such as those presented in Ref. [11].

In addition, this study represents the first step in a future program whose aim is to extend the self-force calculation of Ref. [15] to the Kerr spacetime. At the moment, fewer self-force results are available for Kerr black holes than for Schwarzschild black holes, and any new method of attack on the problem is valuable. The development of the self-force approximation in Kerr is necessary for the modeling of sources for future space-based gravitational wave detectors. There is also growing interest in the possibility that self-force effects can accurately model binary black hole systems whose mass ratios would not normally be considered extreme [41–43].

Besides the application in EMRI modeling, the Kerr Green function is useful for understanding any kind of wave propagation and emission in the strong-field region of the black hole. This includes electromagnetic (EM) radiation from stars, compact objects, and accretion disks near SMBHs. For example, it has been suggested that the phase front of EM waves can be distorted if the waves pass near the vicinity of a rotating black hole, and that this distortion can be characterized by the so-called “photon orbital angular momentum” carried by the wave [44]. By measuring the orbital angular momentum, one may be able to infer information such as the spin of the host black hole. In order to generate an asymmetry in the orbital angular momentum expansion of a wave front, interference from the QNM part of the Green function is needed. Our approximation for the Green function can be directly applied in this case to compute the signal emitted from a coherent source near a Kerr black hole, scattered in the strong-field region, and eventually observed by a distant observer. It enables us to build a map between the spacetime near the source and the EM observations at far distances. We leave a description of this for a future study.

ACKNOWLEDGMENTS

We thank Marc Casals and Sam Dolan for helpful discussions on the Schwarzschild Green function, and Anıl Zenginoğlu on the numerical Kerr Green function. We also would like to thank Marc Casals for his advice on an early draft of this paper. This research is funded by NSF Grants No. PHY-1068881 and No. PHY-1005655, CAREER Grants No. PHY-0956189 and No. PHY-1055103, NASA Grant No. NNX09AF97G, the Sherman Fairchild Foundation, the Brinson Foundation, and the David and Barbara Groce Startup Fund at Caltech. H. Y. acknowledges support from the Perimeter Institute of Theoretical Physics and the Institute for Quantum Computing. Research at Perimeter Institute is supported by the government of Canada and by the province of Ontario through Ministry of Research and Innovation.

APPENDIX: WKB QUASINORMAL-MODE FREQUENCIES

Analytic formulas for finding the QNM frequencies in Kerr were given in Ref. [12]. For completeness, we review the formulas here. In addition, note that the expression for $\Omega_R$ given in Ref. [12] becomes singular at both $a \rightarrow 0$ and $\mu \rightarrow 0$, which can cause difficulties in the evaluation of the various WKB quantities presented in this study. When the limits are taken carefully, the correct results for Schwarzschild and polar ($\mu = 0$) QNMs can be recovered, but for convenience we develop here an improved analytic
The WKB method applied to the radial equation gives

$$\Omega_R = \frac{\mu a(r_p - 1)}{(3 - r_p)r_p^2 - a^2(r + 1)}. \quad (A1)$$

As in the main text, $r_p$ is the WKB peak, which corresponds to the radius of the unstable null orbit associated with the high-frequency QNM. Both the numerator and the denominator of Eq. (A1) vanish when either $\mu = 0$ (in which case the denominator is the cubic polynomial whose root is the position of the peak) or $a = 0$ (where $r_p = 3$). With the supplemental approximation (6.2), $r_p$ is found for generic $\mu$ and $a$ by solving the sixth-order polynomial

$$0 = 2[(3 - r_p)r_p^2 - a^2(r_p + 1)]^2 - \mu^2 a^2 (4r_p^2[r_p^2 - 3] + a^2[3r_p^2 + 2r_p + 3 - \mu^2(r_p - 1)^2]), \quad (A2)$$

where we have separated Eq. (2.36) of Ref. [12] into $\mu$-dependent and $\mu$-independent parts. We see that the $\mu$-independent part is proportional to the square of the denominator in Eq. (A1), which confirms that this cubic vanishes at $r_p$ when $\mu = 0$. Solving Eq. (A2) for this $\mu$-independent cubic allows us to rewrite Eq. (A1) in a less compact but more useful form:

$$\Omega_R = \frac{\sqrt{2}(r_p - 1)}{\sqrt{4r_p^2(r_p^2 - 3) + a^2[3r_p^2 + 2r_p + 3 - \mu^2(r_p - 1)^2]}}. \quad (A3)$$

It is straightforward to check that for $a = 0$, Eq. (A3) gives $\Omega_R = 1/\sqrt{27}$. The equation is also regular at $\mu = 0$. It is not obvious that it approximates the value for $\Omega_R$ for the polar modes ($\mu = 0$) computed without the approximation (6.2), which is [26]

$$\Omega_R = \frac{\pi \sqrt{\Delta(r_p)}}{2(r_p^2 + a^2)\text{EllipE}\left[\frac{a^2 \Delta(r_p)}{(r_p^2 + a^2)^{3/2}}\right]}. \quad (A4)$$

We have checked numerically that the two expressions are nearly identical when evaluated at the peak $r_p$. In fact, Eq. (A3) provides a simpler analytic expression for this case. The drawback of Eq. (A3) for $\Omega_R$ is that the numerator and denominator vanish in the extremal limit $a \to 1$ for those modes where $r_p \to 1$ (see Refs. [12,30,31] for a thorough discussion of the eikonal limit of nearly extremal Kerr black holes). For the study of nearly extremal Kerr black holes, Eq. (A1) is the preferred form.

For completeness, we also give the analytic expression for $\Omega_I$ taken from Ref. [12]:

$$\Omega_I = \Delta(r_p) \sqrt{\frac{4(6r_p^2\Omega_R^2 - 1) + 2a^2\Omega_R^2(3 - \mu^2)}{2r_p^2\Omega_R - 4ar_p\mu + a^2r_p\Omega_R[r_p(3 - \mu^2) + 2(1 + \mu^2)] + a^2\Omega_R(1 - \mu^2)}}. \quad (A5)$$

Again, for the Schwarzschild case, the equation immediately gives $\Delta = 1/\sqrt{27}$, and there are no issues with the case $\mu = 0$, provided $\Omega_R$ is well behaved.

In Sec. VI, we use a more accurate expansion in orders of $a \omega/\ell R$, taken from Ref. [18] for the angular eigenfunction $A_{lm}$. Consequently, in that section we also use Eq. (A1) for $\Omega_R$, although we still solve for the position of the peak using Eq. (A2). We find that the additional accuracy in parts of our geometric phases that depend on $A_{lm}$ make no impact on the residuals of the geodesics, as compared to early tests where Eq. (6.2) was used.