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ABSTRACT

Circuits, Perfect Matchings and Paths in Graphs

Wenliang Tang

We primarily consider the problem of finding a family of circuits to cover a bridgeless graph (mainly on cubic graph) with respect to a given weight function defined on the edge set. The first chapter of this thesis is going to cover all basic concepts and notations will be used and a survey of this topic.

In Chapter two, we shall pay our attention to the Strong Circuit Double Cover Conjecture (SCDC Conjecture). This conjecture was verified for some graphs with special structure. As the complement of two factor in cubic graph, the Berge-Fulkerson Conjecture was introduced right after SCDC Conjecture. In Chapter three, we shall present a series of conjectures related to perfect matching covering and point out their relationship.

In last chapter, we shall introduce the saturation number, in contrast to extremal number (or known as Turán Number), and describe the edge spectrum of saturation number for small paths, where the spectrum was consisted of all possible integers between saturation number and Turán number.
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Chapter 1

Circuit Cover

1.1 Notation and Terminology

We use [6] for terminology and notations not defined here. Graphs in this dissertation are finite and may have multiple edges but no loops. Let $G$ be a graph. We use $V(G)$ and $E(G)$ to denote the set of vertices and the set of edges of $G$, respectively. Two vertices $u, v$ are adjacent if $uv \in E(G)$.

For a graph $G$ and for $v \in V(G)$, the neighborhood $N_G(v)$ denotes the set of all vertices adjacent to $v$ in $G$. The cardinality of $N_G(v)$ is called the degree of $v$ in $G$, and is denoted by $d_G(v)$ or $d(v)$. For a vertex subset $A$ of $G$.

Let $X \subseteq E(G)$. The contraction $G/X$ is the graph obtained from $G$ by identifying the two ends of each edge in $X$ and then deleting the resulting loops. If $H$ is a subgraph of $G$, we write $G/H$ for $G/E(H)$. Note that even if $G$ is a simple graph, contracting some edges of $G$ may result in a graph with multiple edges.

Let $G = (V, E)$ be a graph with vertex set $V$ and edge set $E$. A circuit is a connected 2-regular graph. A graph (subgraph) is even (also called cycle sometimes in this paper) if the degree of each vertex is even. A bridge (or, cut-edge) of a graph $G$ is an edge whose removal increases the number of components of $G$ (equivalently, a bridge is an edge that is not contained in any circuit of $G$).
1.2 Circuit Double Cover

Definition 1.2.1 Let $\mathcal{F}$ be a family of circuits (or, cycles) of a graph $G$.

1. $\mathcal{F}$ is called a circuit cover (or a cycle cover) if every edge of $G$ is contained in some members of $\mathcal{F}$.

2. A circuit cover (or, a cycle cover) $\mathcal{F}$ of a graph $G$ is called a double cover of $G$ if every edge is contained in precisely two members of $\mathcal{F}$.

The following is one of the most well-known open problems in graph theory.

Conjecture 1.2.2 (Circuit Double Cover Conjecture) Every bridgeless graph $G$ has a family $\mathcal{F}$ of circuits that every edge of $G$ is contained in precisely two members of $\mathcal{F}$.

Figure 1.1 shows an example of circuit covers of $K_4$.

Figure 1.1: A circuit double cover of $K_4$.

The circuit double cover (CDC) conjecture is obviously true for 2-connected planar graphs by taking the set of the boundaries of all faces. The conjecture also holds for the family of 3-edge-colorable cubic graphs since any three-edge-colorable cubic graph is covered by the family of bi-colored circuits. The same observation will be further extended to all bridgeless graphs (not necessary cubic) admitting nowhere-zero 4-flows.

We would like to establish some properties of bridge less graphs which have no circuit double covers. In studying such counterexamples to the CDC conjecture, one gains insight toward the natural of the conjecture.

With some straightforward observations, the following theorem summarizes some structure of a minimal counterexample to the CDC conjecture.
A standard technique involves taking a smallest counterexample $G$, one which has a minimum number of edges. From $G$ we can obtain a smaller bridgeless graph by deleting an edge, or by some operation such as contraction. By the choice of $G$, the smaller new graph has a double cover. We then attempt to modify the family of circuits in order to obtain a circuit double cover of $G$.

**Theorem 1.2.3** Let $G$ be a minimal counterexample to CDC conjecture, then

1. $G$ is simple, 3-connected and cubic;
2. $G$ has no nontrivial 2 or 3-edge-cut;
3. $G$ is not 3-edge-colorable;
4. $G$ is not planar;

There are more structural properties about the minimal counterexample to CDC conjecture. The detail proofs of those properties can be found in [66].

### 1.3 Faithful Circuit Cover

The concept of faithful circuit cover is not only a generalization of the circuit double cover, but also an inductive approach to the CDC conjecture in a very natural way. Let $\mathbb{Z}^+$ be the set of all positive integers, and $\mathbb{Z}^*$ be the set of all non-negative integers.

**Definition 1.3.1** Let $G$ be a graph and $\omega : E(G) \rightarrow \mathbb{Z}^+$. A family $\mathcal{F}$ of circuits (or, cycles) of a graph $G$ is a faithful circuit (or, cycle) cover with respect to $\omega$ if each edge $e$ of $G$ is contained in precisely $\omega(e)$ members of $\mathcal{F}$.

Figure 1.2 shows an example of faithful circuit covers of $(K_4, \omega)$, where $\omega$ assigns 2 to the pair of diagonals and 1 to 4 sides.

It is obviously that the CDC conjecture is a special case of the faithful circuit cover problem with $\omega(e) = 2$ for each edge of $G$. 
Definition 1.3.2 Let $G$ be a graph and $\omega : E(G) \mapsto \mathbb{Z}^+$ be a weight. Then,

1. $(G, \omega)$ is called an Eulerian weighted graph if $\omega$ is eulerian, i.e. the total weight of every edge-cut of $G$ is even;

2. An eulerian weight $\omega$ is called admissible if, for every edge-cut $T$ and every $e \in E(T)$,

$$\omega(e) \leq \frac{\omega(T)}{2}.$$ 

The requirements of being eulerian and admissible are necessary for faithful circuit covers based on the observation that each circuit crosses every edge-cut with even times. A question would be asked naturally as follows.

Question 1.3.3 Let $G$ be a graph and $\omega : E(G) \mapsto \mathbb{Z}^+$ be an admissible and eulerian weight. Does $G$ have a faithful circuit cover with respect to $\omega$?

Unfortunately, the answer is NOT always true. The Petersen graph $P_{10}$ with an eulerian weight $\omega_{10}$, assigning 2 to the perfect matching connecting two pentagons, does not have a faithful circuit cover with respect to $\omega_{10}$ (See Figure 1.3).

Definition 1.3.4 Let $G$ be a bridge less graph and $\omega$ be an admissible eulerian weight of $G$. The eulerian weighted graph $(G, \omega)$ is a contra pair if $G$ does not have a faithful circuit cover with respect to the weight $\omega$.

For a given weight $\omega : E(G) \mapsto \mathbb{Z}^+$, denote $E_{\omega=i} = \{e \in E(G) : \omega(e) = i\}$. An admissible pair $(G, \omega)$ is a contra pair if it has no faithful circuit cover, and a contra pair
is minimal if $G$ is cubic and $(G, \omega)$ has no removable circuit, but, for every edge $e$ with weight 2, the graph $G - \{e\}$ has a faithful circuit cover with respect to $\omega$.

It is proved by Alspach et al. [1] that if $(G, \omega)$ is a minimal contra pair, then the graph $G$ must contain a Petersen minor. It is further conjectured by Fleischner and Jackson ([20], also see [31]) that this graph $G$ must be Petersen graph itself (not just as a minor).

1.4 Strong Circuit Double Cover

One may note in above figure that $E_{\omega=1}$ induces two disjoint circuits in Petersen graph. What if for an eulerian $(1,2)$-weighted graph $(G, \omega)$ the induced graph $E_{\omega=1}$ is a single circuit? The next conjecture is the main problem we paid much attention.

Conjecture 1.4.1 (Strong Circuit Double Cover (SCDC) Conjecture, Seymour, see [21] p. 237, and [23], also see [29] ) Let $\omega : E(G) \mapsto \mathbb{Z}^+$ be an admissible and eulerian weight of a bridge less graph $G$. If the subgraph induced by the weight one edges is a circuit, then $(G, \omega)$ has a faithful circuit cover $\mathcal{F}$.

The above conjecture can also be presented in terms of circuit as follows.

Conjecture 1.4.2 Strong Circuit Double Cover Conjecture Let $C$ be a circuit of a bridgeless cubic graph $G$. Then there exists a family $\mathcal{F}$ of circuits of $G$ covers every edge of $G$ twice and contains $C$ also. $\mathcal{F}$ is called a strong circuit double cover of $G$ with respect to $C$. 
Chapter 2

Strong Circuit Double Cover Conjecture

2.1 Introduction

The strong circuit double cover conjecture has been recognized as one of the major open problems in graph theory. Let’s restate it to start this chapter:

Let $G$ be a bridgeless cubic graph and $C$ be any given circuit in $G$, then the graph $G$ has a circuit double cover $F$ containing $C$.

The SCDC conjecture has been verified for various families of graphs, such as, 3-edge-colorable cubic graphs [54], snarks of order at most 36 [9], a circuit $C$ of length at least $|V(G)| - 1$ [26], and some special families of graphs with given circuits described in [24], [37] (see Theorems 2.1.2, 2.1.5), etc.

Note that the SCDC Conjecture is not true if the given circuit $C$ is replaced with a family of edge-disjoint circuits (the Petersen graph is a counterexample).

The next conjecture has been verified by Tarsi for graphs with Hamilton paths.

**Theorem 2.1.1** (Tarsi [57]) Every bridgeless cubic graph containing a Hamilton path has a circuit double cover.
Theorem 2.1.1 is further strengthened in [37] with respect to Conjecture 1.4.2 (the SCDC Conjecture).

**Theorem 2.1.2** (Fleischner and Häggkvist[37]) Let $G$ be a bridgeless cubic graph with a Hamilton path $v_1 \ldots v_n$ and $v_1v_h \in E(G)$ ($h > 2$). Then $G$ has a CDC $\mathcal{F}$ that contains the circuit $v_1 \ldots v_h v_1$.

In this chapter, we are interested in extending Theorems 2.1.1 and 2.1.2 as follows.

**Problem 2.1.3** Let $G$ be a bridgeless cubic graph with a given circuit $C$. If $G - V(C)$ contains a Hamilton path $P$, can we find a CDC $\mathcal{F}$ of $G$ that contains the circuit $C$?

![Graphs](image.png)

(a) Theorems 2.1.2  
(b) Problem 2.1.3

Figure 2.1: A Hamilton path $v_1v_2 \ldots v_h v_{h+1} \ldots v_n$ can be found on left figure. There is no Hamilton path on right figure, i.e. two end vertices $v_{h+1}$ and $v_n$ are not adjacent to the circuit $v_1v_2 \ldots v_h$.

Or, a more general question as following.

**Problem 2.1.4** Let $G$ be a bridgeless cubic graph with a given circuit $C$. If $G - V(C)$ is connected, can we find a CDC $\mathcal{F}$ of $G$ that contains the circuit $C$?

For Problem 2.1.4, Fleischner and Häggkvist has the following partial result.
Theorem 2.1.5 (Fleischner and Häggkvist [24]) Let $G$ be a bridgeless cubic graph with a given circuit $C$. If $G - V(C)$ is connected and of order at most 4, then $G$ has a CDC $F$ that contains the circuit $C$.

Note that the difference between Theorem 2.1.2 and Problem 2.1.3 is whether there is an edge joining an endvertex of $P$ and some vertex of $C$. If yes, the lollipop method (Section 2.2) is applied and Theorem 2.1.2 follows [37]. However, if the circuit $C$ and the path $P$ are not connected in such way, more structural studies are necessary beyond the application of the lollipop method (see Figure 2.1).

In this chapter, we obtained some partial results (Theorems 2.1.8, 2.1.9) related to both problems that strengthen some of those results by Fleischner and Häggkvist.

Almost all results in this paper are presented for cubic graphs only. However, they all can be converted to results for general graphs by applying vertex splitting methods [19].

For the sake of convenience, we denote $(G, C)$ a pair of a cubic graph $G$ and a given circuit $C$ of $G$.

Definition 2.1.6 Let $G$ be a graph. The suppressed graph of $G$ is the graph obtained from $G$ by replacing each maximal subdivided edge with a single edge, and is denoted by $\overline{G}$.

Definition 2.1.7 A spanning tree $T$ of the graph $H$ is called a spanning Y-tree if $T$ consists of a path $v_1, \ldots, v_{t-1}$ and $v_{t-2}v_t \in E(T)$. (See Figure 3.2.1.)

![Figure 2.2: Hamilton Path and Y-tree (solid line) spanning in H.](image)

The following are main results of this chapter.
Theorem 2.1.8 Let $C$ be a given circuit of a bridgeless cubic graph $G$. If $H = G - C$ contains a Hamilton path or a $Y$-tree of order $\leq 20$, then $G$ has a circuit double cover containing $C$.

Theorem 2.1.9 Let $C$ be a given circuit of a bridgeless cubic graph $G$. If $H = G - C$ is connected and of order $\leq 6$, then $G$ has a circuit double cover containing $C$.

2.2 Lollipop method and its applications

Definition 2.2.1 Let $P = v_1v_2\cdots v_t$ be a path of a cubic graph. Let $v_i \in N(v_t) \cap \{v_2, v_3, \ldots , v_t-1\}$. The subgraph $P' = v_1v_2(P)v_iv_t(P)v_{i+1}$ is a path obtained from $P$ via a lollipop detour (see Figure 2.3).

![Figure 2.3: Lollipop Detour $P \Rightarrow P'$](image)

The following lemma shall be proved by the technique of lollipop method, which was first introduced by Thomason [58].

Lemma 2.2.2 Let $G$ be a cubic graph of order $n$ and $C = v_1v_2\cdots v_rv_1$ be a circuit of $G$. Then

1. either there is another circuit $C' = v_1v_2\cdots v_1$ containing the edge $v_1v_2$ with $V(C) = V(C')$ and $E(C) \neq E(C')$;

2. or there is a path $P = v_1v_2\cdots z$ starting at the vertex $v_1$ and the edge $v_1v_2$, and $V(P) = V(C) \cup z$ for some vertex $z \in V(C)$. 
**Proof.** Construct an auxiliary graph \( A \). Each vertex of \( A \) is a path \( P \) of \( G \) starting at the vertex \( v_1 \) and the edge \( v_1v_2 \) with \( V(P) = V(C) \). And \( P_1 \) is connected to \( P_2 \) if and only if \( P_1 \) is obtained from \( P_2 \) via a lollipop detour. Therefore every vertex in \( A \) has degree 2 or 1.

Note that \( P = v_1v_2 \cdots v_r \) is a degree one vertex in the auxiliary graph \( A \). Since the component of \( A \) containing the vertex \( P \) is a path and must have another degree one vertex \( P' = v_1v_2 \cdots x \). The case \( v_1 \in N(x) \) implies that \( P' \) can be extended to a distinct circuit \( C' \), and otherwise \( N(x) \) contains a new vertex \( z \) not in \( V(C) \), as we desired. ■

**Definition 2.2.3** A \( Y \)-tree \( v_1 \cdots v_{t-1} + v_{t-2}v_t \) and a Hamilton path \( v_1 \cdots v_t \) of \( H \) is small end if \( d_H(v_1) \leq 2 \).

In Figure 2.4, a small end Hamilton path and a small end spanning \( Y \)-tree are illustrated in \( G - V(C) \).

![Figure 2.4: Small end Hamilton path and small end \( Y \)-tree.](image)

Here, Theorem 2.1.2 is extended as follows, which not only includes the proof of Theorem 2.1.2 but also a result for small end \( Y \)-trees.

**Theorem 2.2.4** For a pair \((G, C)\), if \( H = G - V(C) \) has either a small end Hamilton path \( P_0 = x_1 \cdots x_t \) with \( d_H(x_1) \leq 2 \), or a small end \( Y \)-tree consisting of a path \( x_1 \cdots x_{t-1} \) and an edge \( x_{t-2}x_t \), then the pair \((G, C)\) has a CDC containing the circuit \( C \).

**Proof.** Induction on \(|V(G)|\). Let \( C = v_1v_2 \cdots v_rv_1 \) be the given circuit and \( T \) be the small end Hamilton path or small end spanning \( Y \)-tree with an end-vertex \( x_1 \) that \( x_1v_1 \in E(G) \). By the Lemma 2.2.2, either \( G \) has a circuit \( C' \) with \( V(C) = V(C') \) and \( E(C) \neq E(C') \)
or $G$ has a path $P = v_1v_2 \cdots v_jx_h$ with $V(P) = V(C) \cup x_h$ for some vertex $x_h$ of $T$. The path $P$ extends $C$ to a longer circuit $C' = v_1v_2 \cdots v_jx_hx_1v_1$.

Let $G' = G - (E(C) - E(C'))$. In either case, the reduced pair $(G', C')$ inherits the same property from $(G, C)$: $G' - V(C')$ has either a small end Hamilton path or a small end spanning $Y$-tree $T - V(P)$.

By applying induction, let $F'$ be a circuit double cover of the suppressed graph $G'$ with $C' \in F'$. Hence, $F = F' - C' + \{C'\Delta C, C\}$ is a strong circuit double cover containing the circuit $C$.  

### 2.3 $G - V(C')$ has a Hamilton path or $Y$-tree

Note that if $G - V(C)$ contains a Hamilton path $P$, then either $P$ is small end or $G - V(C)$ contains a circuit (since each endvertex of $P$ must adjacent to some other vertex in $P$).

**Definition 2.3.1** Let $g_2$ be a largest integer such that, for every pair $(G, C)$ and for some edge $e$ contained in a circuit $D$ of $G - V(C)$ of length less than $g_2$, the fact that $G - e$ has a CDC containing $C$ implies that $G$ has a CDC containing $C$.

In Section 2.5, we will estimate the value $g_2$ ($g_2 \geq 9$ in Lemma 2.5.1).

**Theorem 2.3.2** For a pair $(G, C)$, if $H = G - V(C)$ contains a Hamilton path and is of order less than $3k-3$, where $k = g_2(G) \geq 6$, then $G$ has a CDC containing the circuit $C$.

**Proof.** Suppose that $(G, C)$ is counterexample to the theorem with $|V(H)|$ as small as possible.

**Claim 1.** We claim that every Hamilton path in $H$ has no small-end.

If there exists a small end Hamilton path $P$ in $H$, then the theorem is true by Theorem 2.2.4 and $(G, C)$ is not a counterexample.

Since a Hamilton path $P$ is acyclic, every circuit of $H$ contains a chord of $P$. Furthermore, by deleting a chord $e$ of $P$, the pair $(G - e, C)$ remains satisfying the theorem.
but smaller. Thus, $(G - e, C)$ has a CDC containing $C$. By the definition of $g_2$, we have the following conclusion.

**Claim 2.** The girth of $H = G - V(C)$ is at least $g_2$.

Claim 2 will be used frequently in the remaining part of the Proof.

Let $P = x_1x_2 \cdots x_i \cdots x_s \cdots x_t$ be any Hamilton path in $H$ with $N(x_1) = \{x_2, x_i, x_s\}$ and $2 < i < s \leq t < 3k - 3$. If $s = t$, then $H$ contains a Hamilton circuit and any vertex on the circuit having a neighbor in $C$ is a small end of some Hamilton path. Thus assume that $s < t$. We choose such a Hamilton path that $s$ is maximized. By Claim 1, all neighbors of $x_{s-1}$ are contained in $P$. Furthermore, by the maximality of the integer $s$, $N(x_{s-1}) = \{x_j, x_{s-2}, x_s\}$, where $j < s - 2$. (See Figure 2.5.)

![Figure 2.5: The local structure of $H$.](image)

(a) Case 1: $i < j$

(b) Case 2: $i > j$

Notation: Let $p < q$ be two positive integers, denote by $|(p, q)|$ the number of integers contained in this open interval. For example, $|(3, 5)| = 1$.

**Case 1:** $i < j$. By the Definition of $g_2$ ($g_2 = k$), we know that $|(1, i)| \geq k - 2$, $|(i, j)| \geq k - 5$ and $|(j, s - 1)| \geq k - 2$. Therefore, $s \geq (k - 2) + (k - 5) + (k - 2) + 5 = 3k - 4$ and $t \geq s + 1 \geq 3k - 3$. 
Case 2: $i > j$. The fact that $|\langle j, i \rangle| \geq k - 5 \geq 1$ comes from the circuit $x_j \cdots x_i x_s x_{s-1} x_j$. The Hamilton path $x_{j+1} \cdots x_{s-1} x_j \cdots x_1 x_s \cdots x_i$ implies that $N(x_{j+1}) \subset \{x_1, \cdots, x_s\}$ by the maximality of $s$, and denote $x_p = N(x_{j+1}) \setminus \{x_j, x_{j+2}\}$. (See Figure 2.6.)

Case 2(a): $x_p \in \{x_2, \cdots, x_{j-1}\}$. The circuit $x_1 \cdots x_s$ and two chords $x_1 x_i, x_{j+1} x_p$ imply that $s \geq 3k - 4$ and $t \geq 3k - 3$.

Case 2(b): $x_p \in \{x_{j+2}, \cdots, x_{s-2}\}$. The circuit $x_1 \cdots x_s$ and two chords $x_j x_{s-1}, x_{j+1} x_p$ imply that $s \geq 3k - 4$ and $t \geq 3k - 3$.

![Figure 2.6: The local structure of $H$.](image)

No matter in which case, a contradiction that $t \geq 3k - 3$ is obtained. ■

Immediately, we get the next corollary by Lemma 2.5.1.

**Corollary 2.3.3** For a pair $(G, C)$, if $H = G - V(C)$ contains a hamilton path and is of order less than 24, then $(G, C)$ has a CDC containing the circuit $C$.

**Theorem 2.3.4** For a pair $(G, C)$, if $H = G - V(C)$ contains a spanning $Y$-tree and is of order less than $3k-3$, where $k = g_2(G) \geq 6$, then $(G, C)$ has a CDC containing the circuit $C$. 
Proof. It can be proved by Theorem 2.2.4 if there exists a small end spanning Y-tree in $H$. Thus we may assume that any spanning Y-tree in $H$ has no small end vertex.

Let $Y = x_1x_2 \cdots x_{t-2}x_{t-1} + x_{t-1}x_t$ be any spanning Y-tree with $N(x_1) = \{x_2, x_i, x_s\}$ with $2 < i < s \leq t < 3k - 3$. If $s \in \{t - 1, t\}$, then $G - V(C)$ has a Hamilton path and is proved by Theorem 2.3.2. So assume that $s < t - 2$. We can choose such a Y-tree that $s$ is maximized.

With a similar Proof of Theorem 2.3.2 (detail omitted), we can prove that

$$s \geq 3k - 4,$$

which implies that $t \geq (3k - 4) + 3 = 3k - 1$ and contradicts the fact $t < 3k - 3$. 

Corollary 2.3.5 For a pair $(G, C)$, if $H = G - V(C)$ contains a spanning Y-tree and is of order less than 24, then $(G, C)$ has a CDC containing the circuit $C$.

The combination of Corollaries 2.3.3 and 2.3.5 yields Theorem 2.1.8

The next corollary can be derived straightly from the above two theorems, and slightly improves an early result by Fleischner and Häggkvist [24] for $|V(H)| \leq 4$ and $H$ is connected.

Corollary 2.3.6 For a pair $(G, C)$, if $H = G - V(C)$ is connected and of order at most 5, then $(G, C)$ has a CDC containing the circuit $C$.

Proof. Let $R$ be the spanning tree of $H$. Since $V(R) \leq 5$, every spanning tree is either a Hamilton path or a Y-tree. Then apply the above two Theorems we may find a CDC containing the circuit $C$. 

2.4 $H = G - V(C)$ is connected

The following Lemma will be used in the proof of Theorem 2.1.9.
Lemma 2.4.1 (Fleischner and Häggkvist [24]) For a pair \((G, C)\) with \(|V(G) - V(C)| \leq 2\), and in the case of \(|V(G) - V(C)| = 2\), the distance between two vertices of \(V(G) - V(C)\) is 3. (See Figure 2.7). Then \(G\) has a CDC containing \(C\).

![Figure 2.7: Missing two vertices](image)

Now, we are ready to prove Theorem 2.1.9.

**Proof of Theorem 2.1.9.** Induction on \(|V(H)| = |V(G) - V(C)|\). By Theorem 2.5.1, \(g_2(G) \geq 9\), \(H\) is a tree. By Corollary 2.3.6, it is sufficient to consider trees of order 6, which are all illustrated in Figure 2.8.

![Figure 2.8: All possible spanning trees with 6 vertices](image)

The case that \(H\) is a Hamilton path (Figure 2.8 (a)) or spanning \(Y\)-tree (Figure 2.8 (b)) can be proved by Corollary 2.3.3 and Corollary 2.3.5.

Let \(C = v_1v_2 \cdots v_rv_1\) be the circuit. Since \(H\) is acyclic, each leaf of \(H\) must be adjacent to some vertex of \(C\). Let \(x_1\) be a leaf of \(H\) such that \(x_1\) is adjacent to a degree 2 vertex in \(H\) for the case of (c) in Figure 2.8, and a leaf of \(H\) for the case (d) in Figure 2.8. It
is evident that $x_1v_1 \in E(G)$ for some vertex $v_1$ of $C$. By the Lemma 2.2.2, either $G$ has a circuit $C'$ with $V(C) = V(C')$ and $E(C) \neq E(C')$ or $G$ has a path $P = v_1v_2 \cdots v_jx_h$ with $V(P) = V(C) \cup x_h$ for some vertex $x_h \in V(H)$, which extends $C$ to a longer circuit $C' = v_1v_2 \cdots v_jx_h \cdots x_1v_1$. In either case, the reduced pair $(G', C')$ has one of the following properties, where $G' = G - (E(C) - E(C'))$.

1. $H' = G' - C'$ remains connected and is of order at most 5,

2. or $|V(H')| = |V(G') - V(C')| = 2$ and the distance between those two vertices is 3.

By applying induction hypothesis or Lemma 2.4.1, let $F'$ be a circuit double cover of the suppressed graph $G'$ with $C' \in F'$. Hence, $F = F' - C' + \{C'\Delta C, C\}$ is a circuit double cover containing the circuit $C$.

### 2.5 Girth requirement for counterexample to SCDC

The girth of a smallest counterexample to the circuit double cover was first studied by Goddyn [32], in which, a lower bound 7 of girth was found. Later, this bound was improved as follows: at least 8 by McGuinness [50], and at least 9 by Goddyn [29].

Although the CDC and SCDC are different Problems and the description of $g_2$ is even more complicated, proofs in some earlier articles still can be adapted for the proof of the following Lemma for SCDC problem.

**Lemma 2.5.1** Let $G$ be a cubic graph, $C$ be a given circuit of $G$ and $e_0 \in E(G - V(C))$. Assume that $G - e_0$ has a CDC containing the given $C$ but $G$ does not. Then the edge $e_0$ is not contained in any circuit of $G - V(C)$ of length $\leq 8$. That is,

$$g_2(G) \geq 9.$$

**A note about the adaption of old proofs.** In the studies of smallest counterexample to the CDC Conjecture (such as, [32], [50] and [29]), let $e_0$ be an edge of $G$ contained in
a shortest circuit \( D \). Let \( \mathcal{F} \) be a CDC of \( G - e_0 \). And let
\[
\mathcal{F}' = \{ J \in \mathcal{F} : E(J) \cap E(D) \neq \emptyset \}.
\]
Let \( G' \) be the subgraph of \( G \) induced by edges
\[
\{e_0\} \cup \{ e \in J : J \in \mathcal{F}' \}.
\]
In the proofs in [32], [50] and [29], by modifying circuits of \( \mathcal{F}' \) (inside of \( G' \)), a new family \( \mathcal{F}'' \) of circuits of \( G' \) is obtained such that \( \mathcal{F}'' \) covers each edge \( e \) of \( G' - \{ e_0 \} \) precisely the same as \( \mathcal{F}' \) does, and, covers the missing edge \( e_0 \) precisely twice. Hence, \( \mathcal{F} - \mathcal{F}' + \mathcal{F}'' \) is a CDC of \( G \).

Note that, in the proof of Lemma 2.5.1, since the shortest circuit \( D \) is completely contained in \( G - V(C) \), \( C \notin \mathcal{F}' \). That is, the given circuit \( C \) is not involved in the above modification, and, therefore, the given circuit \( C \) remains in \( \mathcal{F} - \mathcal{F}' + \mathcal{F}'' \). This explains how we are able to adapt those old proofs for Lemma 2.5.1.

**Remarks.** We also notice that a girth bound 10 for smallest CDC counterexample was also announced in [29], and, a computer aided result by Huck [39] further shows a best girth bound of 12. Since we are not able to convince ourselves whether the given circuit \( C \) is ever involved in the circuit covering modification, we, therefore, are only able to announce the bound \( g_2 \geq 9 \) in the lemma.

### 2.6 Open Problems

**Theorem 2.6.1** (Fleischner [26], also see [24]) *Let \( G \) be a bridgeless cubic graph of order \( n \) and \( C \) be a circuit of \( G \) of length at least \( n - 1 \). Then \( G \) has a CDC containing the circuit \( C \).*

However, the following problem remains open.

**Conjecture 2.6.2** (Fleischner [27]) *Let \( G \) be a bridgeless cubic graph of order \( n \) and containing a circuit of length at least \( n - 1 \). Then SCDC Conjecture is true for \( G \). (That is, \( G \) has a CDC containing a circuit \( C \) where \( C \) is an arbitrary circuit of \( G \).)*
Note that if $C$ is contained in a circuit of length $n - 1$, then, by Theorem 2.6.1, $(G, C)$ has a SCDC. However, it remains open if $C$ is not contained a any circuit of length $n - 1$.

**Definition 2.6.3** Let $G$ be a cubic graph and $F$ be a spanning even subgraph of $G$. The oddness of $F$ is the number of odd-components of $F$. The oddness of $G$ is the minimum oddness of all spanning even subgraphs of $G$.

It is trivial that $G$ is 3-edge-colorable if and only if it is of zero oddness. Seymour proved [54] that SCDC conjecture holds for zero-oddness graphs.

Note that a graph with a Hamilton path is of oddness at most two, a graph described in Theorem 2.3.2 (containing a spanning subgraph consisting of a circuit and path) is of oddness at most four. Although the CDC conjecture have been verified for oddness two or four graphs ([40], [41], [36]), the SCDC Conjecture remains open for such small oddness graphs.

**Conjecture 2.6.4** Let $G$ be a bridgeless graph of oddness at most 2. Then the SCDC conjecture is true for $(G, C)$, where $C$ is a circuit of $G$.

Conjecture 2.6.2 is obviously an extreme case of Conjecture 2.6.4.

For a specified circuit, the following is a weak version of Conjecture 2.6.4.

**Conjecture 2.6.5** Let $G$ be a bridgeless graph containing a spanning even subgraph of oddness at most 2. Then the SCDC conjecture is true for $(G, C')$, where $C'$ is a component of $F$. 
Chapter 3

Berge-Fulkerson Conjecture

3.1 Introduction

In this chapter, we shall take a different view on cubic graph through perfect matching, the complement of a 2-factor of the cubic graph.

Definition 3.1.1 A family $F$ of even subgraphs of a graph $G$ is called an even subgraph $k$-cover if each edge of $G$ is contained in $k$ even subgraphs of $F$.

Naturally, for an odd integer $k$, a graph $G$ has an even subgraph $k$-cover if and only if $G$ itself is an even graph. The observation comes from the symmetric difference of a family of even graphs is still even.

For the special case $k = 2$, the problem of even subgraph $k$-cover is the CDC conjecture. For an even integer greater than two, we have the following results on this topic.

Theorem 3.1.2 (Bermond, Jackson and Jaeger [5]) Every bridgeless graph has a 7-even subgraph 4-cover.

Theorem 3.1.3 (Fan [16]) Every bridgeless graph has a 10-even subgraph 6-cover.
Armed with above two theorems, it is straightforward to get the next theorem.

**Theorem 3.1.4** (Fan [16]) *For each even integer k greater than two, every bridgeless graph has an even subgraph k-cover.*

The following two equivalent conjectures were pointed out by Jaeger in [44].

**Conjecture 3.1.5** *Every bridgeless graph has a 6-even subgraph 4-cover.*

**Conjecture 3.1.6** *Every bridgeless cubic graph has a 6-even subgraph 4-cover.*

Each vertex in a cubic graph is incident to three edges, which are covered four times by the Conjecture 3.1.6, and thus belongs to each member of the covering. That means every even subgraph is spanning and therefore is a 2-factor. Note that the complement of a 2-factor in a cubic graph is a perfect matching. We have the following equivalent statement, also known as Berge-Fulkerson Conjecture.

**Conjecture 3.1.7** (Berge and Fulkerson [28]) *Let G be a bridgeless cubic graph. Then there exists 6 perfect matchings cover each edge of G twice.*

Following the definition introduced in [46] we define \( m_t(G) \) as the maximum ratio of edges in \( G \) that can be covered by \( t \) perfect matchings, and by \( m_t \) the minimum of all \( m_t(G) \) running over all bridgeless cubic graphs. More precisely:

\[
m_t(G) = \max \left\{ \frac{\left| \bigcup_{i=1}^{t} M_i \right|}{|E(G)|} \right\} \text{ for all sets } \{M_1, \ldots, M_t\} \text{ of } t \text{ perfect matchings of } G \};
\]

\[
m_t = \inf \{ m_t(G) | \text{ for all bridgeless cubic graphs } G. \}
\]

By the above definition, \( m_1 = \frac{1}{3} \). Kaiser et al. [46] have proved that \( m_2 = \frac{3}{5} \), \( \frac{27}{35} \leq m_3 \leq \frac{4}{5} \). Kaiser’s results in [46] implies a lower bound for \( m_5 \) is \( \frac{215}{231} \), which is also proved by Mazzuccolo in [49]. Mazzuoccolo has proved that the Berge-Fulkerson Conjecture is equivalent to conjecture that \( m_5 = 1 \) (Berge Conjecture) [48].

Let \( P_{10} \) denote the Petersen graph. They proposed the following conjecture:
Conjecture 3.1.8 (Kaiser, Král and Norine [46]) For $i = 3, 4, 5$, $m_i = m_i(P_{10})$.

It is proved by Patel in [51] that the Berge-Fulkerson Conjecture implies Conjecture 3.1.8. The following concepts and conjectures generalize the definitions of $m_t(G)$, $m_t$ and Conjecture 3.1.8 for weighted cubic graphs.

**Definition 3.1.9** Let $G$ be a bridgeless cubic graph associated with a weight $\omega : E(G) \mapsto R^+$, where $R^+$ is the set of positive real numbers. Let $t$ be a positive integer. Define:

$$m_t^*(G; \omega) = \max \left\{ \frac{\sum_{e \in \bigcup_{i=1}^{t} M_i} \omega(e)}{\sum_{e \in E(G)} \omega(e)} \right\} \text{ for all sets } \{M_1, \ldots, M_t\} \text{ of } t \text{ perfect matchings of } G;$$

$$m_t^*(G) = \inf \{m_t^*(G; \omega)\} \text{ for all weights } \omega : E(G) \mapsto R^+$$

and

$$m_t^* = \inf \{m_t^*(G)\} \text{ for all bridgeless cubic graphs } G.$$ 

By their definitions, $m_t \geq m_t^*$. By the definition of $m_t^*$, $m_t^* = \frac{1}{3}$. Following the same argument in [46], we have determined that $m_2^* = m_2^*(P_{10}) = \frac{3}{5}$, $m_3^* \geq \frac{27}{35}$, $m_4^* \geq \frac{55}{63}$ and $m_5^* \geq \frac{215}{231}$ in Proposition 3.4.3. A natural problem is raised as follows: whether or not the Petersen graph $P_{10}$ attain the worst case for each $m_t^*$?

**Conjecture 3.1.10** For $i = 3, 4, 5$, $m_i^* = m_i^*(P_{10})$.

In Proposition 3.2.4, we will show that $m_t^*(P_{10})$ and $m_t(P_{10})$ have the same value for $1 \leq t \leq 5$. Hence, the following statement is equivalent to Conjecture 3.1.10.

**Conjecture 3.1.10’**

(a) $m_3^* = \frac{4}{5}$; (b) $m_4^* = \frac{14}{15}$; (c) $m_5^* = 1$.

Obviously, Conjecture 3.1.10 implies Conjecture 3.1.8. The following is another major open problem in graph theory.
Conjecture 3.1.11 (Fan and Raspaud [17]) Every bridgeless cubic graph contains three perfect matchings $M_1, M_2, M_3$ such that

$$\bigcap_{i=1}^{3} M_i = \emptyset.$$ 

For the case of unweighted cubic graphs, it has been proved [51] [48] that the Berge-Fulkerson Conjecture is equivalent to the Berge Conjecture ($m_5 = 1$) and the Fan-Raspaud Conjecture is implied by the Berge-Fulkerson Conjecture.

In Section 3.2, some of these results for unweighted graphs are further extended. For weighted bridgeless cubic graphs, we are able to show the logical relations among those conjectures. The Berge-Fulkerson Conjecture ($m_5 = 1$) and Conjecture 3.1.10’-(c) ($m^*_5 = 1$) are equivalent to each other; And they all imply Conjecture 3.1.10’-(a) and (b) ($m^*_5 = \frac{4}{5}$ and $m^*_4 = \frac{14}{15}$); Furthermore, each of Conjecture 3.1.10’-(a) and (b) implies the Fan-Raspaud Conjecture.

Finally, in Section 3.3, we introduce the 3-PM coverage index and prove that the determination of this index is NP-complete.

### 3.2 Perfect matching covering for weighted graphs

The following two lemmas are well-known and will be used in the proofs of this paper.

**Lemma 3.2.1** Let $G$ be a bridgeless cubic graph and $T$ be an edge-cut. For any perfect matching $M$ of $G$, we have

$$|M \cap T| \equiv |T| \pmod{2}.$$ 

**Lemma 3.2.2** In the Petersen graph $P_{10}$, we have the following properties.

1. $P_{10}$ has precisely 6 different perfect matchings;
2. The intersection of each pair of distinct perfect matchings has exactly 1 edge.
3. The intersection of any three distinct perfect matchings is empty;
(4) Let $k$ be an integer between 2 and 5, then the union of any $k$ distinct perfect matchings has $15 - \frac{(6-k)(5-k)}{2}$ edges.

Parts (1), (2) and (3) of Lemma 3.2.2 can be seen in [54] (also see [63, 66]). Part (4) is a corollary of (1), (2) and (3).

Similar to the proof of Theorem 2.1 of [51], the relation of the Berge-Fulkerson Conjecture and Conjecture 3.1.10 can be obtained as follows.

**Theorem 3.2.3** The Berge-Fulkerson Conjecture implies Conjecture 3.1.10.

Since the Petersen graph $P_{10}$ has precisely six perfect matchings (by Lemma 3.2.2), the same proof of Theorem 3.2.3 can be adapted to show the following proposition.

**Proposition 3.2.4**

\[ m_1^*(P_{10}) = \frac{1}{3}; \quad m_2^*(P_{10}) = \frac{3}{5}; \quad m_3^*(P_{10}) = \frac{4}{5}; \quad m_4^*(P_{10}) = \frac{14}{15}; \quad m_5^*(P_{10}) = 1. \]

### 3.2.1 Fan–Raspaud Conjecture and matching coverage conjectures

#### $\oplus_2$-sum with Petersen graph

The $\oplus_2$-sum with Petersen graph is frequently used in the following proofs.

Let $G_1$, $G_2$ be two bridgeless cubic graphs and $e_1 = uv \in E(G_1)$, $e_2 = xy \in E(G_2)$. Construct a new graph, called the $\oplus_2$-sum of $G_1$ and $G_2$ associated with $e_1$ and $e_2$ (see Figure 1):

\[ G_1 \oplus_2 G_2 = [G_1 - \{e_1\}] \cup [G_2 - \{e_2\}] \cup \{ux, vy\}. \]

In the remainder of this paper we call those two new edges $ux, vy$, the substitution edges of $uv$ or $xy$ in the resulting graph $G_1 \oplus_2 G_2$.

Let $G$ be a cubic bridgeless graph with $m$ edges, denote by $\{e_1, e_2, \ldots, e_m\}$ the edge set of $G$. Let us construct a new cubic graph $G'$ obtained by applying a $\oplus_2$-sum operation
on each edge of $G$ with a copy of the Petersen graph $P_{10}$ (see Figure 2). Denote by $P^e_{10}$ the corresponding copy of the Petersen graph in a $\oplus_2$-sum operation by substituting an edge $e \in E(G)$. That is,

$$G' = (((G \oplus_2 P^{e_1}_{10}) \oplus_2 P^{e_2}_{10}) \cdots \oplus_2 P^{e_m}_{10})$$

It is evident that (1), for each $e \in E(G)$, the copy $P^e_{10}$ can be obtained from $G'$ by identifying all vertices of $V(G') - V(P^e_{10})$ and suppressing the resulting degree-2-vertices; (2) and the original graph $G$ can be obtained from $G'$ by contracting all non-substitution-edges and suppressing all resulting degree-2-vertices. Hence, we have the following observations.

**Lemma 3.2.5** Let $G$ be a cubic bridgeless graph and $G'$ be the graph obtained by applying $\oplus_2$-sum operation as described above, then
(1) For a set of perfect matchings \( \{M'_1, \ldots, M'_t\} \) of \( G' \) and, for each \( e \in E(G) \), each \( M'_i \) must contain both substitution edges of \( e \) or contain none of them.

(2) For each \( e \in E(G) \), and each set of \( t \) perfect matchings \( \{M'_1, \ldots, M'_t\} \) of \( G' \), the corresponding set of perfect matchings \( \{M^e_1, \ldots, M^e_t\} \) of \( P_{10}^e \) can be obtained by identifying all vertices of \( V(G') - V(P_{10}^e) \) and suppressing the resulting degree-2-vertices.

(3) For a set of \( t \) perfect matchings \( \{M'_1, \ldots, M'_t\} \) of \( G' \), its corresponding set of perfect matchings \( \{M_1, \ldots, M_t\} \) of \( G \) can be obtained by contracting all non-substitution-edges of \( G' \) and suppressing all resulting degree-2-vertices.

**Proof.** Part (1) is an immediate corollary of Lemma 3.2.1. Parts (2) and (3) are straightforward conclusions of (1). □

**Fan–Raspaud Conjecture and Perfect Matching Covering**

**Theorem 3.2.6** If Conjecture 3.1.10’-(a) is true for all weighted cubic graphs, then Fan–Raspaud Conjecture is also true.

**Proof.** Let \( G \) be a bridgeless cubic graph. We are going to prove that there exist three perfect matchings \( M_1, M_2, M_3 \) in \( G \) with the property that \( \cap_{i=1}^3 M_i = \emptyset \).

Define a weight function \( \omega' \) on \( G' \) (where \( G' \) is defined in Section 3.2.1) as follows:

\[
\omega'(f) = \begin{cases} 
\frac{1}{2} & \text{if } f \text{ is a substitution edge of an edge } e \in E(G) \\
1 & \text{if } f \text{ is not a substitution edge.}
\end{cases}
\]

The total weight of \( \omega' \) on the new graph \( G' \) is \( \omega'(G') = 15|E(G)| \). By the assumption that Conjecture 3.1.10’-(a) is true, for the newly defined weight function, there are three perfect matchings \( M'_1, M'_2, M'_3 \) in \( G' \) such that \( \omega'((\cup_{i=1}^3 M'_i)) \geq \frac{4}{5} \omega'(G') = 12|E(G)| \).

Each edge of \( G \), after a \( +_2 \)-sum operation, is replaced by a 2-edge cut consisting of its two substitution edges. By Lemma 3.2.1, every perfect matching intersects every such 2-edge cut an even number of time. Let \( E_0 \) be the set of edges in \( G \) whose two substitution edges in \( G' \) are covered by all three perfect matchings \( \{M'_1, M'_2, M'_3\} \).
Let \( \{M_1, M_2, M_3\} \) be the set of perfect matchings of \( G \) corresponding to \( \{M'_1, M'_2, M'_3\} \) (see Lemma 3.2.5-(3)). Here, \( E_0 = \bigcap_{i=1}^3 M_i \), and we are to show that \( E_0 = \emptyset \).

For each \( e \in E_0 = \bigcap_{i=1}^3 M_i \), let \( \{M^e_1, M^e_2, M^e_3\} \) be the set of perfect matchings of \( P_{10}^e \) corresponding to \( \{M'_1, M'_2, M'_3\} \) (see Lemma 3.2.5-(2)). Therefore, those three perfect matchings in \( P_{10}^e \) intersect in at least one edge and \( |\{M^e_1, M^e_2, M^e_3\}| \leq 2 \) since there are no three distinct perfect matchings in Petersen graph with nonempty intersection by Lemma 3.2.2-(2).

By Lemma 3.2.2-(4), two distinct perfect matchings cover exactly 9 edges of the Petersen graph and three distinct perfect matchings cover exactly 12 edges, we have that

\[
\omega'(\bigcup_{i=1}^3 M'_i) \leq 9|E_0| + 12(|E(G)| - |E_0|) = 12|E(G)| - 3|E_0|. 
\]

Then, by the fact that \( \omega'(\bigcup_{i=1}^3 M'_i) \geq 12|E(G)| \), we have \( |E_0| = 0 \), as we desired. \( \blacksquare \)

**Theorem 3.2.7** If Conjecture 3.1.10’-(b) is true for all weighted cubic graphs, then Fan–Raspaud Conjecture is also true.

**Proof.** The proof is similar to the argument used in above Theorem. The only difference is the definition of edge set \( E_0 \), which consisting of all edges in \( G \) whose two substitution edges are covered by three or four perfect matchings in \( G' \). We shall get a similar inequality

\[
14|E(G)| \leq \omega'(\bigcup_{i=1}^4 M'_i) \leq 12|E_0| + 14(|E(G)| - |E_0|) 
\]

which implies that \( |E_0| = 0 \), as we desired. \( \blacksquare \)

### 3.3 3PM-Coverage Index - a rank for snarks

**Definition 3.3.1** Let \( G \) be a bridgeless cubic graph, we call \( m_3(G) \) the 3PM-coverage index of \( G \), denoted by \( \tau(G) \); Similarly we call \( m^*_3(G) \) the weighted 3PM-coverage index of \( G \), denoted by \( \tau^*(G) \).

According to Conjectures 3.1.8 and 3.1.10’-(a), the lower bound for both \( \tau \) and \( \tau^* \) is expected to be at least \( \frac{4}{5} \). A graph has the 3PM-coverage index \( \tau = 1 \) if and only if it is
3-edge-colorable. Hence, the graph invariant $\tau$ (as well as its weighted version $\tau^*$) can be considered as a ranking for snarks.

The following figure (Figure 3.3) illustrates two examples with 3PM-Coverage indices between $\frac{4}{5}$ and 1. For the Tietze’s snark $T$, $\tau(T) = \frac{5}{6}$ and, for the Blanuša snark $B$, $\tau(B) = \frac{8}{9}$.

![Figure 3.3: Two snarks with 3PM-Coverage indices $\frac{5}{6}$ and $\frac{8}{9}$ respectively](image)

In Figure 3.3, each snark has a set of 3 perfect matchings $\{M_a, M_b, M_c\}$ where edges labeled with $x$ ($x \in \{a, b, c\}$) belong to the matching $M_x$, and dashed edges are not covered by $M_a \cup M_b \cup M_c$.

Just like the determination of 3-edge-colorability [38], the determination of the invariant $\tau^*$ for $\tau^* > \frac{4}{5}$ is also an $NP$-complete problem (see Theorem 3.3.3).

**Instance.** A bridgeless cubic graph $G$ associated with a positive weight $\omega : E(G) \rightarrow R^+$, and a real number $\eta$: $\frac{4}{5} < \eta < 1$.

**Problem 3.3.2** Does the graph $G$ have a set of three perfect matchings $\{M_1, M_2, M_3\}$ with the property that $\omega(\bigcup_{i=1}^{3} M_i) \geq \eta \omega(G)$?

**Theorem 3.3.3** Question 3.3.2 is an $NP$-Complete problem.

**Proof.** It is known that the 3-edge-coloring problem is an $NP$-complete problem [38]. In this proof, we will use contradiction to prove this theorem. Let us suppose that the problem is not an $NP$-Complete problem, then there exists a polynomial time algorithm
that determines for any cubic bridgeless graph $H$, whether there exists a set of 3 perfect matchings \( \{M_1, M_2, M_3\} \) of $H$ such that $\omega(\cup_{i=1}^{3} M_i) \geq \eta \omega(H)$ where $1 > \eta > \frac{4}{5}$. In the following we will show such a polynomial time algorithm can be used to construct a polynomial time algorithm to determine if a cubic bridgeless graph $G$ is 3-edge-colorable.

Since $\eta > \frac{4}{5}$, there exists an $\epsilon > 0$ such that $\eta = \frac{12 + 1.2\epsilon}{15}$.

Let $G$ be a bridgeless cubic graph with $m$ edges, and $G'$ be as defined in Section 3.2.1. Define the weight function $\omega'$ on $G'$ as follows.

$$\omega'(f) = \begin{cases} 
\frac{1}{2} & \text{if } f \text{ is a substitution edge of some } e \in E(G); \\
1 + \epsilon & \text{if } f \text{ is incident with a substitution edges of } e; \\
1 - 0.4 \epsilon & \text{else}
\end{cases}$$

Therefore, $\omega'(G') = 15m$.

Since $G'$ is also a bridgeless cubic graph, the polynomial time algorithm can determine if there exist 3 perfect matchings \( \{M'_1, M'_2, M'_3\} \) covering all edges of $G'$ such that $\omega'(\cup_{i=1}^{3} M'_i) \geq \eta(G') = \frac{12 + 1.2\epsilon}{15} \omega'(G') = (12 + 1.2 \epsilon) m$

**Case 1.** If the polynomial time algorithm determines that there exist three perfect matchings \( \{M'_1, M'_2, M'_3\} \) of $G'$ such that $\omega'(\cup_{i=1}^{3} M'_i) \geq \eta(G') = \frac{12 + 1.2\epsilon}{15} \omega'(G') = (12 + 1.2 \epsilon) m$, then we will prove that the algorithm can be used to find a 3-edge coloring of $G$.

By Lemma 3.2.5-(3), let \( \{M'_1, M'_2, M'_3\} \) be the corresponding set of perfect matchings in $P'_{10}$ for an edge $e \in E(G)$.

**Claim** For each edge $e \in E(G)$, $\omega'(x) = 1$ where $x$ is the edge of $P$ arisen from two substitution edges and

$$\sum_{f \in P'_{10} \cap (\cup_{i=1}^{3} M'_i)} \omega'(f) = \sum_{f \in \cup_{i=1}^{3} M'_i} \omega'(f) \leq (12 + 1.2 \epsilon).$$

The equality holds if and only if each substitution edge of $e$ and all edges in $P'_{10}$ incident with substitution edges of $e$ are covered precisely once by $\{M'_1, M'_2, M'_3\}$.

**Proof of the Claim.** By Lemma 3.2.2, the set of perfect matchings \( \{M'_1, M'_2, M'_3\} \) covers at most 12 edges of $P'_{10}$. So the total weight of the edges they covered is at most

$$15 - 3(1 - 0.4 \epsilon) = 12 + 1.2 \epsilon$$
since a least weighted edge is of weight \((1 - 0.4\varepsilon)\). Notice that those least weighted edges are not incident with substitution edges of \(e\). The total weight \(\omega'(\bigcup_{i=1}^{3} M_i^e)\) reaches its maximum if and only if \(\{M_1^e, M_2^e, M_3^e\}\) are distinct in \(P_{10}^e\) and misses precisely three edges of weight \((1 - 0.4\varepsilon)\). (Figure 4 is an example showing a set of three perfect matchings \(\{M_a, M_b, M_c\}\) of \(P_{10}^e\) missing three dashed edges with weight \((1 - 0.4\varepsilon)\).) This completes the proof of the Claim.

![Figure 3.4: Three perfect matchings \(\{M_a, M_b, M_c\}\) reach the maximum coverage in \(P_{10}^e\).](image)

Since \(\omega'(\bigcup_{i=1}^{3} M_i^e) \geq \frac{12 + 1.2\varepsilon}{15} \omega'(G') = (12 + 1.2\varepsilon) m\), by the above Claim, each corresponding \(\{M_1^e, M_2^e, M_3^e\}\) must reach its maximum total weight in \(P_{10}^e\). Thus, we have that

(1) Each substitution edge of \(e\) is covered once in \(G'\)

(2) All edges in \(P_{10}^e\) incident to substitution edges are also covered once.

By Lemma 3.2.5, the corresponding set of perfect matchings \(\{M_1, M_2, M_3\}\) of \(G\) is a 1-factorization of \(G\). This way we can find a 3-edge coloring of the graph \(G\).

**Case 2.** If the polynomial time algorithm determines that any set of 3 perfect matchings of \(G'\) doesn’t have the property. Then we claim that \(G\) is not 3-edge colorable.

Suppose not, let \(\{M_1, M_2, M_3\}\) be a 1-factorization of \(G\). Then we can construct 3 distinct perfect matchings \(\{M_1', M_2', M_3'\}\) of \(G'\) just as in the above analysis. It’s easy to check that the total weight of edges covered by the 3 perfect matching is of \(\eta\) ratio of the total weight of \(G'\), a contradiction.
By the above analysis, if Question 3.3.2 is solvable with a polynomial time algorithm, then the algorithm can be used to determine if a cubic bridgeless graph is 3-edge-colorable. A contradiction to the fact that determining if a cubic bridgeless graph is 3-edge-colorable is an NP-Complete problem. Thus Question 3.3.2 is an NP-complete problem.

3.4 Remarks

1. NP-completeness of the invariant \( \tau \)

Theorem 3.3.3 shows that the determination of the invariant \( \tau^* \) is an NP-complete problem. However, the computational complexity of the unweighted invariant \( \tau \) remains unknown.

**Conjecture 3.4.1** Given a real number \( 1 > \eta > \frac{4}{5} \), the decision problem whether \( \tau(G) \geq \eta \) for an unweighted cubic bridgeless graph \( G \) is also an NP-complete problem.

2. Shortest cycle covers and the invariant \( \tau \)

An even subgraph of a graph \( G \) is a subgraph such that all the degrees of its vertices are even. A 3-even subgraph cover of \( G \) is a set \( \{F_1, F_2, F_3\} \) of three even subgraphs such that every edge of \( G \) is contained in at least one of \( \{F_1, F_2, F_3\} \). In [17], it is proved that Conjecture 3.1.11 implies that every bridgeless cubic graph \( G \) has a 3-even subgraph cover with total length at most \( \frac{22|E(G)|}{15} \). The following is a problem proposed from that result and some observations about the invariant \( \tau \).

**Problem 3.4.2** Is there a non-increasing function \( f : [\frac{4}{5}, 1] \mapsto [\frac{4}{5}, \frac{22}{15}] \) such that every graph with \( \tau(G) = t \) has a 3-even subgraph cover of total length at most \( f(t)|E(G)| \)?

3. Some results about the invariants \( m^*_i \).

In [46], et al. have proved that \( m_2 = m_2(P_{10}) = \frac{3}{5}, \frac{27}{35} \leq m_3 \leq \frac{4}{5} \). Mazzuoccolo [49] further determined that \( \frac{410}{231} \leq m_5 \). The proofs of these results can be modified for weighted cubic graphs as follows.
Proposition 3.4.3

\[ m^*_1 = m^*_1(P_{10}) = \frac{1}{3}; \quad m^*_2 = m^*_2(P_{10}) = \frac{3}{5}; \]

\[ \frac{27}{35} \leq m^*_3 \leq \frac{4}{5}; \quad \frac{55}{63} \leq m^*_4; \quad \frac{215}{231} \leq m^*_5. \]

3.5 Appendix

In this appendix, we prove Proposition 3.4.3.

Proposition 3.4.3

\[ m^*_1 = m^*_1(P_{10}) = \frac{1}{3}; \quad m^*_2 = m^*_2(P_{10}) = \frac{3}{5}; \]

\[ \frac{27}{35} \leq m^*_3 \leq \frac{4}{5}; \quad \frac{55}{63} \leq m^*_4; \quad \frac{215}{231} \leq m^*_5. \]

3.5.1 The perfect matching polytope

Let \( G \) be a graph. An edge subset \( C \) of \( G \) is called an edge cut if \( G - C \) has more components than \( G \) does, and \( C \) is inclusion-wise minimal with this property. A \( k \)-cut is an edge cut of cardinality \( k \). Let \( S \) be a vertex subset of \( G \), we denote by \( \partial S \) the set of edges incident to exactly one vertex in \( S \). Let \( \omega \) be a vector in \( R^{E(G)} \). The entry of \( \omega \) corresponding to an edge \( e \) is denoted by \( \omega(e) \), and for \( A \subset E(G) \), we define the weight \( \omega(A) \) of \( A \) as \( \sum_{e \in A} \omega(e) \). The vector \( \omega \) is said to be a fractional perfect matching of \( G \) if it satisfies the following properties:

(a) \( 0 \leq \omega(e) \leq 1 \), for each \( e \in E(G) \),

(b) \( \omega(\partial\{v\}) = 1 \) for each vertex \( v \in V \), and

(c) \( \omega(\partial X) \geq 1 \) for each \( X \subset V(G) \) of odd cardinality.

Given an edge subset \( F \subset E(G) \), \( \chi^F \in R^{E(G)} \) is defined as follows: \( \chi^F(e) = 1 \) if and only if \( e \in F \).
The proof of our results is based on the following fundamental theorem in graph theory.

**Lemma 3.5.1** (Edmonds [14]) If $\omega$ is a fractional perfect matching in a graph $G$ and $c \in R^{E(G)}$, then $G$ has a perfect matching $M$ such that

$$c \cdot \chi^M \geq c \cdot \omega$$

where $\cdot$ denotes the scalar product. Moreover, there exists such a perfect matching $M$ that contains exactly one edge of each cut $C$ with $\omega(C) = 1$.

**Lemma 3.5.2**

$$m_1^* = \frac{1}{3}, \quad m_2^* = \frac{3}{5}$$

**Proof.** By our discussion in main part of the paper, it suffices to prove that for any cubic bridgeless graph $G$ with any positive weight function $\omega$ we have

$$m_1(G; \omega) \geq \frac{1}{3}, \quad m_2(G; \omega) \geq \frac{3}{5}$$

Define $c_1, \omega_1 \in R^{E(G)}$ such that $c_1$ has value $\omega(e)$ and $\omega_1$ has the value $1/3$ on each $e \in E$. It is easy to verify that $\omega_1$ is a fractional perfect matching of $G$. Moreover, $\omega_1(C) = 1$ for each 3-cut $C$ of $G$. Hence, by Lemma 3.5.1, there is a perfect matching $M_1$ intersecting each 3-cut in a single edge such that $\omega(M_1) = c_1 \cdot \chi^{M_1} \geq c_1 \cdot \omega = \frac{1}{3} \omega(G)$. So $m_1(G; \omega) \geq \frac{1}{3}$.

Thus $m_1^* = \frac{1}{3}$.

We now use $M_1$ to define the following vector $\omega_2 \in R^{E(G)}$: $\omega_2(e) = \begin{cases} 
\frac{1}{5} & \text{if } e \in M_1 \\
\frac{2}{5} & \text{otherwise} 
\end{cases}$

Again, it can be verified that $\omega_2$ is a fractional perfect matching of $G$ (it is important that $M_1$ contains exactly one edge of each 3-cut of $G$). For each $e \in E$, set $c_2(e) = (1 - \chi^{M_1}(e))\omega(e)$. By Lemma 3.5.1, there exists a perfect matching $M_2$ such that $c_2 \cdot \chi^{M_2} \geq c_2 \cdot \omega = \frac{2}{5}(\omega(G) - \omega(M_1))$. Since $c_2 \cdot \chi^{M_2}$ is just $\omega(M_2) - \omega(M_1)$, it follows that $\omega(M_1 \cup M_2) = \omega(M_1) + (\omega(M_2) - \omega(M_1)) \geq \omega(M_1) + \frac{2}{5}(\omega(G) - \omega(M_1)) = \frac{2}{5} \omega(G) + \frac{3}{5} \omega(M_1) \geq \frac{3}{5} \omega(G)$. We conclude that $m_2^*(G; \omega) \geq \frac{3}{5}$. So $m_2^* = \frac{3}{5}$. ■
Lemma 3.5.3 For any bridgeless cubic graph $G$ with a positive weight function $\omega$, let $t$ be a positive integer between 1 and 5 and $a_t$ be the sequence defined by the law $a_t = \frac{t}{2t+1}(1 - a_{t-1}) + a_{t-1}$ and $a_0 = 0$, we have $m_t(G; \omega) \geq a_t$.

Proof. In [49], Mazzuoccolo further studied the problem of covering a bridgeless cubic graph with perfect matchings. The following proof is similar to his proof, here we just mention some parts that is important and different from his proof.

By Lemma 3.5.2, the proposition holds for $t = 1, 2$, we will use induction to prove this. Suppose the proposition holds for $t$, in the following we will prove that it holds for $t + 1$.

Let $M^t = \{M_1, \ldots, M_t\}$ be a set of $t$ perfect matchings, define a weight $\omega_{M^t}$ of $G$ as follows:

$$\omega_{M^t}(e) = \frac{t + 1 - \sum_{i=1}^{t} |M_i \cap \{e\}|}{2t + 3}$$

Observe that when $t = 0, 1,$ we obtain $\omega_1, \omega_2$ as defined in Lemma 3.5.2 and they are both fractional perfect matching of $G$.

Let $M^t = \{M_1, \ldots, M_t\}$ be a set of $t$ perfect matchings such that $\omega_{M^t}$ is a fractional perfect matching of $G$. For each $e \in E$, set $c_t(e) = (1 - \chi_{\bigcup_{i=1}^{t} M_i(e)}) \omega(e)$. By Lemma 3.5.1, there exists a perfect matching $M_{t+1}$ such that

$$c_t \cdot \chi_{M_{t+1}} \geq c_t \cdot \omega_{M^t}$$

and $M_{t+1}$ contains exactly one edge for each cut $C$ with $\omega_{M^t}(C) = 1$. In [49], G. Mazzuoccolo proved that $\omega_{M^{t+1}}$, where $M^{t+1} = M^t \bigcup \{M_{t+1}\}$, is a fractional perfect matching of $G$.

By Lemma 3.5.2, the basic step $\omega_{M^0} = \frac{1}{3}$ is trivially a fractional perfect matching, we have that $\omega_{M^t}$ (with $M^t$ constructed as described above) is a fractional perfect matching for each value of $t$. Therefore, the following holds for each positive integer $t$:

$$c_t \cdot \chi_{M_{t+1}} \geq c_t \cdot \omega_{M^t}$$

The left side of the previous inequality is exactly the total weights of edges of $M_{t+1}$ not covered by $M^t$, while the right side is $\frac{t+1}{2t+3}$ times the total weights of edges not covered
by $M^t$. Denoting by $b_t$ the fraction of the total weights of edges covered by $M^t$, we obtain

$$b_{t+1} - b_t \geq (1 - b_t) \cdot \frac{t + 1}{2t + 3}$$

$$m_{t+1}(G; \omega) \geq b_{t+1} \geq (1 - b_t) \cdot \frac{t + 1}{2t + 3} + b_t = \frac{t + 1 + (t + 2)b_t}{2t + 3} \geq \frac{t + 1 + (t + 2)a_t}{2t + 3} = a_{t+1}$$

and the assertion follows.

By Lemma 3.5.3, the following theorem follows.

**Theorem 3.5.4** Let $a_t$ be defined as above, then $m_t^* \geq a_t$.

By a straightforward calculation, $a_3 = \frac{27}{35}$, $a_4 = \frac{55}{63}$, $a_5 = \frac{215}{231}$ and the following corollary holds:

**Corollary 3.5.5**

$$m_3^* \geq \frac{27}{35}, \quad m_4^* \geq \frac{55}{63}, \quad m_5^* \geq \frac{215}{231}.$$
Chapter 4

Saturation Number for Paths

4.1 Introduction and Notation

A fixed graph $G$ is called an $H$-saturated graph if the graph $H$ is not a subgraph of $G$, but adding any missing edge to $G$ will produce a copy of $H$. The collection of all $H$-saturated graphs of order $n$ is denoted by $SAT(n, H)$, and the saturation number, denoted $sat(n, H)$, is the minimum number of edges of a graph in the set $SAT(n, H)$. The graphs in $SAT(n, H)$ with the minimum number of edges will be denoted by $\overline{SAT}(n, H)$. The saturation number was introduced by Erdős, Hajnal, and Moon in [15] in which the authors proved $sat(n, K_p) = (p-2) + (n-p+2)(p-2)$ and $SAT(n, K_p) = \{K_{p-2} + K_{n-p+2}\}$, where $+$ is the standard graph joining operation. The maximum number of edges of a graph from $SAT(n, H)$ is the well known Turán extremal number (see [59]), and is usually denoted by $ex(n, H)$. The parameters $sat(n, H)$ and $ex(n, H)$ have been investigated for a range of graphs $H$. Generalization to hypergraphs also exist (see [52]).

A natural question is to find, if possible, an $H$-saturated graph with $m$ edges for any integer $m$ between the saturation number and extremal number. Barefoot et. al [4] studied the edge spectrum of $K_3$-saturated graphs and proved the following result.

**Theorem 4.1.1** [4] Let $n \geq 5$ and $m$ be nonnegative integers. There is an $(n,m)$ $K_3$-saturated graph if and only if $2n - 5 \leq m \leq \lfloor (n - 1)^2/4 \rfloor + 1$ or $m = k(n-k)$ for some
positive integer \( k \).

Theorem 4.1.1 says that a \( K_3 \)-saturated graph is either a complete bipartite graph or its size falls in the given range and all values in this range are possible. Later Amin [2] extended this result from \( K_3 \)-saturated graphs to any complete graph \( K_p \) at her Ph.D. thesis, which is the starting point of this chapter.

### 4.2 Known Results about Extremal Number on Paths

In [33] Kászonyi and Tuza proved several general results concerning saturated graphs including an upper bound for \( \text{sat}(n,H) \) for any connected graph \( H \) by constructing an \( H \)-saturated graph.

**Theorem 4.2.1** [33] Saturation Numbers for Paths:

(a) For \( n \geq 3 \), \( \text{sat}(n,P_3) = \lfloor n/2 \rfloor \).

(b) For \( n \geq 4 \), \( \text{sat}(n,P_4) = \begin{cases} n/2 & \text{if } n \text{ is even}, \\ (n+3)/2 & \text{if } n \text{ is odd}. \end{cases} \)

(c) For \( n \geq 5 \), \( \text{sat}(n,P_5) = \lceil \frac{5n-4}{6} \rceil \).

(d) Let \( a_k = \begin{cases} 3 \cdot 2^{t-1} - 2 & \text{if } k = 2t, \\ 4 \cdot 2^{t-1} - 2 & \text{if } k = 2t + 1. \end{cases} \) If \( n \geq a_k \) and \( k \geq 6 \), then \( \text{sat}(n,P_k) = n - \lfloor \frac{n}{a_k} \rfloor \).

In this paper, we will mainly consider the case of \( P_5 \) and \( P_6 \). By Theorem 4.2.1 we have \( \text{sat}(n,P_6) = \lceil 9n/10 \rceil \) for any \( n \geq 10 \).

Next let us recall a result about the Turán extremal number, which was proved by Faudree and Schelp [18] in 1975.

**Theorem 4.2.2** [18] If \( G \) is a graph with \( |V(G)| = kt + r, 0 \leq r < k \), containing no path on \( k+1 \) vertices, then \( |E(G)| \leq t\binom{k}{2} + \binom{r}{2} \) with equality if and only if \( G \) is either...
(tK_k) \cup K_r \text{ or } ((t-l-1)K_k) \cup (K_{(k-1)/2} + \overline{K_{(k+1)/2+t+k+r}}) \text{ for some } l, 0 \leq l < t, \text{ where } k \text{ is odd, } t > 0, \text{ and } r = (k \pm 1)/2.

**Corollary 4.2.3 [55]** For all integer \( n, n \geq 3, \)

(a) \( ex(n, P_4) = \begin{cases} 
    n & n \equiv 0 \pmod{3} \\
    n-1 & n \equiv 1, 2 \pmod{3}
\end{cases} \)

(b) \( ex(n, P_5) = \begin{cases} 
    3n/2 & n \equiv 0 \pmod{4} \\
    3n/2 - 2 & n \equiv 2 \pmod{4} \\
    3(n - 1)/2 & n \equiv 1, 3 \pmod{4}
\end{cases} \)

(c) \( ex(n, P_6) = \begin{cases} 
    2n & n \equiv 0 \pmod{5} \\
    2n - 2 & n \equiv 1, 4 \pmod{5} \\
    2n - 3 & n \equiv 2, 3 \pmod{5}
\end{cases} \).

Considering the fact that for any \( P_3 \)-saturated graph \( G \), no two edges can be incident to each other and \( G \) contains at most one isolated vertex, therefore \( \text{sat}(n, P_3) = \text{ex}(n, P_3) = \lfloor n/2 \rfloor \). As for the case of \( P_4 \)-saturated graphs, the following figures clearly show how we can evolve a \( P_4 \)-saturated with least edges to most ones.

Figure 4.1: Description of \( P_4 \)-saturated graphs
From the Figure 4.1 we can evolve a $P_4$-saturated graph, a perfect matching or a matching union a triangle, to one with $n-1$ edges for any integer $n$. In addition, when $n = 3p$ we can take $G = pK_3$ and find one more $P_4$-saturated graph of size $n$.

4.3 Edge Spectrum of $P_5$-Saturated Graphs

If $G$ is a $P_5$-saturated graph with order less than 5, then $G$ must be a complete graph. What’s more, the order of the union of any two components of $G$ must be at least 5 since otherwise we can add an edge joining those two components and have no copies of $P_5$ in the resulting graphs. Therefore the structure of every component of a $P_5$-saturated graph becomes important and we have the following lemma concerning it.

**Lemma 4.3.1** If $H$ is a connected $P_5$-saturated graph with order at least 5, then each block of $H$ is a clique of order 2 or 3.

**Proof.** If $H$ is 2-connected, i.e. $H$ consists of only one block, $H$ can not be a complete graph since $H$ is $P_5$-saturated graph. Hence we may take two vertices $u$ and $v$ with $uv \notin E(H)$. There is no circuit with length more than 4 since otherwise a subgraph $P_5$ will be found. Therefore, we can find a circuit of length 4. Considering that $n \geq 5$, there is a vertex $w$ connecting to some vertex on this circuit and forming a path $P_5$. Thus $H$ can not be 2-connected.

Let $B$ be a block of $H$, then the order of $B$ must be less than 4 since otherwise we may find a circuit of length at least 4 within block $B$, which forms a $P_5$ with any one edge outside $B$. Thus the order of each block in $H$ is either 3 or 2, as we desired. ■

Let $H$ be a connected $P_5$-saturated graph. It is trivial for the case $|V(H)| \leq 4$ that $H$ must be a complete graph. Hence we may assume that $|V(H)| \geq 5$. If $H$ contains two triangles $T_1$ and $T_2$, which are connected by a path $Q$, then a path of order at least 5 is naturally contained as a subgraph. Hence $H$ contains at most one triangle. Therefore, by Lemma 4.3.1 either $G$ is a tree or a graph obtained by adding exactly one edge to a star (See Figure 4.2 ). Then we get the following Lemmas.
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Figure 4.2: Two possible structures for a connected $P_5$-saturated graph

Lemma 4.3.2 If $H$ is a component of $P_5$-saturated graph other than $K_4$, then the size of $H$ is either $n' - 1$ or $n'$, where $n' = |V(H)|$.

Let $G$ be a $P_5$-saturated graph and $S_\mu^+$ be a graph obtained from the star $S_\mu$ by adding one edge. If we denote by $\alpha_1$ the number of acyclic components of $G$, $\alpha_2$ the number of $S_\mu^+$'s, $\alpha_3$ the number of $K_4$'s in $G$, then by applying the above lemma we have the next lemma immediately.

Lemma 4.3.3 If $G \in SAT(n, P_5)$, then $|E(G)| = n - \alpha_1 + 2\alpha_3$, where $\alpha_1, \alpha_3$ are defined above.

The key idea of our method is constructing a new $P_5$-saturated graph from an existing smaller $P_5$-saturated graph. Our main result on $P_5$ is heavily dependent on the following lemmas.

Lemma 4.3.4 Let $m \geq n \geq 5$. There is an $(n, m)$ graph $G$ in $SAT(n, P_5)$ if and only if there exists an $(n + 4, m + 6)$ graph $G'$ in $SAT(n + 4, P_5)$.

Proof. It is trivial that $G \in SAT(n, P_5)$ implies $G' = G \cup K_4 \in SAT(n + 4, P_5)$. For the necessity, we assume that $G'$ is an $(n + 4, m + 6)$ graph in $SAT(n + 4, P_5)$. If there exists a component $K_4$ in $G'$, then $G = G' - K_4$ will be an $(n, m)$ graph in $SAT(n, P_5)$. Hence, we may suppose that $G'$ contains no $K_4$'s, i.e. $\alpha_3 = 0$. By Lemma 4.3.3, $m + 6 = |E(G')| = |V(G')| - \alpha_1 \leq |V(G')| = n + 4$, contradicting that $m \geq n$. $lacksquare$

So far we have figured out $P_5$-saturated graph with $m \geq n$. The next lemma will tell us more information about $P_5$-saturated graph with less edges.
Lemma 4.3.5 Let \( n \) be an integer at least 5 and \( \lceil \frac{5n-4}{6} \rceil \leq m \leq n - 1 \). There exists a \( P_5 \)-saturated \((n,m)\) graph.

Proof. If \( n = 5 \), then \( \lceil \frac{5n-4}{6} \rceil = n - 1 = 4 \) and take \( G = K_2 \cup K_3 \in SAT(n, P_5) \). Next we assume that \( n > 5 \) and write \( n = 6k + i \), where \( 0 \leq i \leq 5 \).

First we construct a \( P_5 \)-saturated graph of size \( m = \lceil \frac{5n-4}{6} \rceil \). Let \( T_{a,b} \) be a graph obtained from two stars \( S_a \) and \( S_b \) by adding an edge joining the two centers (see Figure 2). We can construct the following graphs: \( kT_{2,2} \), \( (k-1)T_{2,2} \cup T_{2,3} \), \( kT_{2,2} \cup K_2 \), \( (k-1)T_{2,2} \cup T_{3,3} \cup K_2 \), \( (k-1)T_{2,2} \cup T_{4,3} \cup K_2 \) in line with \( i \)-values. For example, we can take \( G = T_{2,2} \cup T_{4,3} \cup K_2 \) if \( n = 17 \).

Then for the values of \( m \in (\lceil \frac{5n-4}{6} \rceil, n) \), we can build a \( P_5 \)-saturated \((n,m)\) graph by the following process starting with saturated graphs with \( \lceil \frac{5n-4}{6} \rceil \) edges: \( T_{a,b} + T_{x,y} \Rightarrow T_{a+x+1,y+b+1} \) or \( T_{x,y} + K_2 \Rightarrow T_{x+1,y+1} \). This process is shown on Figure 4.3. At the end of this process we shall get a \( P_5 \)-saturated with \( n - 1 \) edges in this type of tree \( T_{a,n-a-2} \).

Figure 4.3: The Evolution of \( P_5 \)-saturated Trees

Now we are ready to give the edge spectrum of \( P_5 \)-saturated graphs and present one of the main theorems. The interval \([A, B] = [sat(n, P_5), ex(n, P_5)]\) can be obtained from Theorem 4.2.1 and Corollary 4.2.3. We want to determine whether this interval is the spectrum of \( P_5 \) or are there any missing values within this interval.

It is worth noting here that at each induction process we jump 4 steps. First we give the results on four initial values of \( n \), which are listed in the table, then apply the induction process to get results on the next four \( n \) values.

Theorem 4.3.6 Let \( n \geq 5 \) and \( sat(n, P_5) \leq m \leq ex(n, P_5) \) be integers. There exists an
(n, m) graph $G \in SAT(n, P_5)$ if and only if $n = 1, 2 \pmod{4}$, or

$$m \notin \begin{cases} \{\frac{3n-5}{2}\} & \text{if } n \equiv 3 \pmod{4} \\ \{\frac{3n}{2} - 3, \frac{3n}{2} - 2, \frac{3n}{2} - 1\} & \text{if } n \equiv 0 \pmod{4} \end{cases}$$

**Proof.** The proof of this result follows from Lemma 4.3.1 through Lemma 4.3.5 and the next table, by induction on $n$.

<table>
<thead>
<tr>
<th>n</th>
<th>[A, B]</th>
<th>$SAT(n, P_5)$</th>
<th>n</th>
<th>[A, B]</th>
<th>$SAT(n, P_5)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>[4, 6]</td>
<td>$4: K_3 \cup K_2$</td>
<td>6</td>
<td>[5, 7]</td>
<td>$5: T_{2,2}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$5: S_4^+$</td>
<td></td>
<td></td>
<td>$6: 2K_3$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$6: K_4 \cup K_1$</td>
<td></td>
<td></td>
<td>$7: K_4 \cup K_2$</td>
</tr>
<tr>
<td>7</td>
<td>[6, 9]</td>
<td>$6: T_{2,3}$</td>
<td>8</td>
<td>[6, 12]</td>
<td>$6: T_{2,2} \cup K_2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$7: 2K_3$</td>
<td></td>
<td></td>
<td>$7: T_{3,3}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$8: \emptyset$</td>
<td></td>
<td></td>
<td>$8: K_3 \cup S_4^+$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$9: K_4 \cup K_3$</td>
<td></td>
<td></td>
<td>$9 - 11: \emptyset$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$12: 2K_4$</td>
</tr>
</tbody>
</table>

In the above table, the symbol '$\emptyset$' stands for no $(n, m)$ $P_5$-saturated graph exists and $A = sat(n, P_5)$, $B = ex(n, P_5)$. The nonexistent of $P_5$-saturated graphs comes from Lemma 3.3 by counting the edges.

The initial results for $n = 5, 6, 7, 8$ are listed in the above table. By the induction hypothesis suppose we have the result on $n$, then we shall apply Lemma 4.3.4 to get some result on $n + 4$. Once we determined all possible $P_5$-saturated graph with $n$ vertices, we could also determine the $P_5$-saturated graph with $n + 4$ vertices according to Lemma 4.3.4. Therefore we can cover the interval $[sat(n, P_5) + 6, ex(n, P_5) + 6]$ which is exactly the interval $[sat(n, P_5) + 6, ex(n + 4, P_5)]$. In order to finish the argument that we can determine all integers between $sat(n + 4, P_5)$ and $ex(n + 4, P_5)$, we also need to deal with the subinterval $[sat(n + 4, P_5), sat(n, P_5) + 5]$, which is fortunately covered by Lemma 4.3.5 since $sat(n, P_5) + 5 \leq (n + 4) - 1$ for any integer $n \geq 9$. ■
4.4 Edge Spectrum of $P_6$-Saturated Graphs

If $G$ is a $P_6$-saturated graph with order less than 6, then $G$ must be a complete graph. What’s more, the order of the union of any two components of $G$ must be at least 6. Let $B_n$ denote the Book graph, the union of triangles sharing one edge. A $\theta$-graph is the union of three internally disjoint (simple) paths that have the same two distinct end vertices. As we did on the case of $P_5$-saturated graph, we shall pay attention to each connected component of $G$.

**Lemma 4.4.1** Let $H$ be a 2-connected $P_6$-saturated graph of order at least 6. Then $H$ must be a book.

**Proof.** Let $C$ be the longest circuit in $H$. The length of $C$ must be less than 5 since otherwise $P_6$ would be found in subgraph obtained by $C$ and any other edge touching it. On the other hand, the length of $C$ can not be less than 4 since $H$ is 2-connected and every vertex outside of the circuit $C$ is connected to $C$ by two edge-disjoint paths. Therefore $C$ is a circuit of length 4 and denote $C = uxvy$, where $e = uv \notin E(H)$ is a missing edge in $H$ since $H$ is not complete.

Considering the fact that every edge in $H$ must have an endpoint in $C$, then the vertex set $H_C = H - C$ is an independent set. Take $w \in H_C$, then $w$ is adjacent to at least two vertices in $C$ from the fact that $H$ is 2-connected, and $w$ can not be connected to consecutive two vertices in $C$ since otherwise we can find a circuit larger than $C$. Thus $w$ is connected to either $u$ and $v$ or $x$ and $y$. Since we need to avoid the appearance of $P_6$, all vertex from $H_C$ must be connected to either $u$ and $v$ or $x$ and $y$.

If all the vertices are connected to $u$ and $v$, then $H$ is a $\theta$-graph and we can add the edge $e$ to $H$, the resulting graph $H + e$ does not contain $P_6$. Therefore all the other vertices are connected to $x$ and $y$. By the same argument the edge $xy$ must be in $H$, hence $H$ contains the subgraph $H_{xy}$, where $H_{xy}$ is a book with common edge $xy$. In addition, any other edge added to $H$ will result to a copy of $P_6$, i.e. $H$ is a book, as desired.

**Lemma 4.4.2** Let $H$ be a connected $P_6$-saturated graph with cut vertices, then each block of $H$ must be a clique. What’s more, if $H_1$ and $H_2$ are two blocks in $H$, then $|V(H_1)| + |V(H_2)| \leq 6$. 
Proof. The result is trivial if $H$ is a tree. Let $v$ be the cut vertex and $H_v$ be one of nontrivial blocks containing $v$ in $H$. If $|H_v| \leq 4$, then $H_v$ is complete.

Hence we may assume that $|H_v| \geq 5$, and let $C$ be the longest circuit in block $H_v$ with $|C| = k$. It’s easy to find a path with length at least 6 if $k \geq 5$. Let $C = uxyv$ be a circuit of length 4. Considering the fact that $H$ is $P_6$-saturated and $v$ is its cut vertex, every vertices in the block $H_v$ but not in $C$ is connected to $u$ and $v$. In addition, the edge $e = uv$ must be in block $H_v$ since otherwise one may put it back, and the resulting graph is still $P_6$-free, contradicting the fact that $H$ is $P_6$-saturated. Hence the block $H_v$ is a book with common edge $e = uv$ and any other block containing $u$ is trivial. By the way, $H$ contains no more cut vertex since otherwise $P_6$ will pop up. That is to say, $H - H_v$ is an independent set. Now we can completely connect $v$ to this independent set and the resulting graph is still $P_6$-free graph, a contradiction. ■

According to the above lemmas, any connected $P_6$-saturated graph with order at least 6 is either a book or one of the following types, where $B_n$ is the book with $n$ triangles sharing one common edge, $F_n$ is obtained from $K_4$ by gluing to the center of star $S_n$, $T_n$ is the union of $n$ triangles by sharing one common vertex and $T'_n$ is obtained from $T_n$ by adding one more edge, $T_{i,j,k}$ is a rooted three-level tree.

![Figure 4.4: All possible structures for connected $P_6$-saturated graphs](image)

Let $G$ be a $P_6$-saturated graph. Denote by $a, b, c, \alpha, \beta_1, \beta_2, \gamma, \delta$ be the number components isomorphic to the various structures $K_3$, $K_4$, $K_5$, $F_i$, $T_j$, $T'_j$, trees and books in $G$ for the remainder of this section. For any graph $G$, we denote by $r(G) = |E(G)| - |V(G)|$ the rank of $G$. Thus $r(K_4) = r(F_i) = 2$, $r(K_5) = 5$. 
Lemma 4.4.3 Let \( m = 2n - 4 \) and \( n \geq 10 \) be positive integers. There exists an \((n, m)\) graph in \( SAT(n, P_6)\) if and only if \( n \equiv 1, 3 \pmod{5} \).

Proof. Let \( n \equiv 1 \pmod{5} \) and \( m = 2n - 4 \). We can construct an \((n, m)\) graph \( G = F_2 \cup \alpha K_5 \), where \( \alpha = (n - 6)/5 \). Then \(|V(G)| = 5\alpha + 6\) and \(|E(G)| = 10\alpha + 8 = 2n - 4\).

If \( n \equiv 3 \pmod{5} \), we build an \((n, m)\) graph \( G = 2K_4 \cup \alpha K_5 \), where \( \alpha = (n - 8)/5 \). Then \(|V(G)| = 5\alpha + 8\) and \(|E(G)| = 10\alpha + 12 = 2n - 4\).

Next we shall prove by way of contradiction that there is no \((n, m)\) graph in \( SAT(n, P_6)\) with \( m = 2n - 4 \) if \( n \not\equiv 1, 3 \pmod{5} \). Suppose \( G \) is such a graph with components \( H_1, H_2, \ldots, H_l \) and \( h_1 \leq h_2 \leq \cdots \leq h_l \), where \( h_i = |H_i| \). If \( h_1 = 1 \), then each component \( H_i \) would be a \( K_5 \) for every \( i \neq 1 \). Therefore we have \( n = 1 \pmod{5} \), a contradiction. If \( c_1 = 2 \), the remaining components of \( G \) would be either a \( K_4, K_5, F_i \) or a book \( B_j \). Then we have

\[
\begin{align*}
    n &= 2 + 4b + 5c + \sum_{i=1}^{\alpha} |V(F_i)| + \sum_{j=1}^{\delta} |V(B_j)| \\
    m &= 1 + 6b + 10c + \sum_{i=1}^{\alpha} (|V(F_i)| + 2) + \sum_{j=1}^{\delta} (2|V(B_j)| - 3),
\end{align*}
\]

where \(|V(F_i)|, |V(B_j)| \geq 6\). Hence \( 4 = 2n - m = 3 + 2b + \sum_{i=1}^{\alpha} (|V(F_i)| - 2) + 3\delta \). Simplifying it we have

\[
2b + \sum_{i=1}^{\alpha} (|V(F_i)| - 2) + 3\delta = 1.
\]

It’s easy to see that there is no integer solution to this equation.

So far we may suppose that \( h_1 \geq 3 \), and the remaining components of \( G \) are \( K_3, K_4, K_5, F_i, T_j, T'_j \), trees \( T^{(k)} \) and books \( B_l \). By counting the number of vertices and edges of each component, we have

\[
\begin{align*}
    n &= 3a + 4b + 5c + \sum_{i=1}^{\alpha} |V(F_i)| + \sum_{j=1}^{\beta_1} |V(T_j)| + \sum_{j'=1}^{\beta_2} |V(T'_j)| + \sum_{k=1}^{\gamma} |V(T^{(k)})| + \sum_{l=1}^{\delta} |V(B_l)|,
\end{align*}
\]

and
\[ m = 3a + 6b + 10c + \sum_{i=1}^{\alpha} (|V(F_i)| + 2) + \sum_{j=1}^{\beta_1} \frac{3(|V(T_j)| - 1)}{2} + \sum_{j'=1}^{\beta_2} \left( \frac{3|V(T_{j'}^\prime)|}{2} - 2 \right) + \gamma + \sum_{k=1}^{\delta} (|V(T^{(k)})| - 1) + \sum_{l=1}^{\delta_1} (2|V(B_l)| - 3), \]

where \(|V(F_i)|, |V(T_j)|, |V(T_{j'}^\prime)|, |V(B_l)| \geq \gamma \) and \(|V(T^{(k)})| \geq 10\). Then we have

\[ 4 = 2n - m = 3a + 2b + \sum_{i=1}^{\alpha} (|V(F_i)| - 2) + \sum_{j=1}^{\beta_1} \frac{|V(T_j)| + 3}{2} + \sum_{j'=1}^{\beta_2} \left( \frac{|V(T_{j'}^\prime)|}{2} + 2 \right) + \sum_{k=1}^{\gamma} (|V(T^{(k)})| + 1) + 3\delta, \]

which implies that \( \beta_1 = \beta_2 = \gamma = 0 \), and \( \alpha \leq 1 \). Plugging into the above equation we have \( 4 = 2b + 3(a + \delta) + \alpha(|V(F)| - 2) \). The integer solution to this equation is either \( \alpha = 1, |V(F)| = 6, a = b = \delta = 0 \) or \( b = 2, a = \delta = \alpha = 0 \). The first case implies that \( G \) is \( F_2 \) with 6 vertices and 8 edges, a contradiction. For the latter case, \( G \) is the union of two \( K_4 \)'s and some \( K_5 \)'s, implying that \( n = 8 + 5c \), contradicting the assumption that \( n \not\equiv 1, 3 \pmod{5} \). \( \blacksquare \)

By a similar argument we have the following lemma.

**Lemma 4.4.4** If \( n \) is an integer and divisible by 5, then there is no \((n, m)\) graph in \( SAT(n, P_6) \) with \( m = 2n - 2 \) or \( m = 2n - 1 \).

**Proof.** We prove this by way of contradiction. Suppose \( G \) is such an \((n, m)\) graph in \( SAT(n, P_6) \) with \( 2n - m \in \{1, 2\} \). Then \( h_1 \geq 2 \). If \( h_1 = 2 \), then \( 2n - m = 3 + 2b + \sum_{i=1}^{\alpha} (|V(F_i)| - 2) + 3\beta \geq 3 \), a contradiction. Hence we may assume that \( h_1 \geq 3 \). Arguing as we did in the previous lemma we have

\[ 2n - m = 3a + 2b + \sum_{i=1}^{\alpha} (|V(F_i)| - 2) + \sum_{j=1}^{\beta_1} \frac{|V(T_j)| + 3}{2} + \sum_{j'=1}^{\beta_2} \left( \frac{|V(T_{j'}^\prime)|}{2} + 2 \right) + \sum_{k=1}^{\gamma} (|V(T^{(k)})| + 1) + 3\delta. \]

The constraint \( 2n - m \in \{1, 2\} \) implies that \( b = 1, a = \alpha = \beta_1 = \beta_2 = \gamma = \delta = 0 \) and hence \( G \) is the union of \( K_4 \) and some \( K_5 \)'s. Therefore we have \( n = 4 + 5c \), contradicting the fact that \( 5|n \). \( \blacksquare \)
Lemma 4.4.5 Let \( n \) be an integer at least 15, then there is a \( P_6 \)-saturated \((n, m)\) graph for all \( \left\lceil \frac{9n}{10} \right\rceil \leq m \leq n + 5 \).

Proof. For those values of \( m \) in \([n, n + 5]\), we can construct \( P_6 \)-saturated graphs as : \( T'_2 \cup T_{2,2,n-14}, \ K_2 \cup F_{n-6}, \ F_{n-4}, \ K_2 \cup K_4 \cup F_{n-10}, \ K_4 \cup F_{n-8}, \ B_4 \cup F_{n-10} \).

Let \( n = 10k + i \), where \( i = 0, 1, \ldots, 9 \). we can construct an \((n, m)\) graph in SAT\((n, P_6)\) as follows: \( G_0 = (k-1)T_{2,2,2} \cup T_{2,2,2+i} \), then \( m = |E(G)| = 9(k-1)+9+i = 9k+i = \left\lceil \frac{9n}{10} \right\rceil \).

Next we shall define an operation as follows: \( T_{a,b,c} + T_{x,y,z} \Rightarrow T_{x,y,z} + a + b + c + 4 \). Under this operation we built a new \( P_6 \)-saturated graph \( T_{x,y,z+a+b+c+4} \) from a given \( P_6 \)-saturated graph \( T_{a,b,c} \cup T_{x,y,z} \) with one more edge. Continuing this process by starting from \( G_0 \), we can end this process with \( T_{2,2,n-8} \), which has \( n-1 \) edges. Hence we find \( P_6 \)-saturated graphs with \( m \) edges for \( \left\lceil \frac{9n}{10} \right\rceil \leq m \leq n - 1 \). □

Combining Lemma 4.4.1 through 4.4.5 we shall get the next main theorem about the edge spectrum of \( P_6 \). But this time we jump 5 steps at each induction process.

Theorem 4.4.6 Let \( n \geq 10 \) be an integer. Then there is a \( P_6 \)-saturated \((n, m)\) graph if and only if \( m \) is in the following interval:

\[
\begin{align*}
\text{sat}(n, P_6) & \quad \text{ex}(n, P_6) \\
\text{n} & \quad 2n \quad 2n+2 \quad 2n-1 \quad 2n-4 \quad 2n-4 \quad \text{n=0 (mod 5)} \\
& \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \ quad
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graph. On the base case of induction process, it is easy to check the graph listed in the table. While for those not list in the table we can count all possible combinations of basic structures of $P_6$-saturated graph for corresponding $(n, m)$-values.

By the induction hypothesis suppose we have the result on $n \leq 14$. By adding a complete graph $K_5$, we may get some partial results on $n + 5$. For those missing values on the interval $[A, B]$, we shall refer to Lemma 4.4.3 up to Lemma 4.4.4. So far we have covered the interval $[sat(n, P_6) + 10, B]$ since $ex(n, P_6) + 10 = B$. The remaining interval $[A, sat(n, P_6) + 9]$ will be covered by Lemma 4.4.5 since $sat(n, P_6) + 9 \leq (n+5)+5 = n+10$ for any integer $n$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$[A, B]$</th>
<th>$SAT(n, P_6)$</th>
<th>$n$</th>
<th>$[A, B]$</th>
<th>$SAT(n, P_6)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>$[9, 20]$</td>
<td>9: $T_{2,2,2}$</td>
<td>11</td>
<td>$[10, 20]$</td>
<td>10: $T_{2,2,3}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10: $\emptyset$</td>
<td></td>
<td></td>
<td>11: $\emptyset$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>11: $K_2 \cup F_4$</td>
<td></td>
<td></td>
<td>12: $K_2 \cup F_5$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12: $F_6$</td>
<td></td>
<td></td>
<td>13: $F_7$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>13: $T_4'$</td>
<td></td>
<td></td>
<td>14: $\emptyset$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>14: $K_2 \cup B_6$</td>
<td></td>
<td></td>
<td>15: $K_3 \cup 2K_4$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>15: $K_4 \cup B_4$</td>
<td></td>
<td></td>
<td>16: $2K_3 \cup K_5$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16: $\emptyset$</td>
<td></td>
<td></td>
<td>17: $T_2' \cup K_5$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>17: $B_8$</td>
<td></td>
<td></td>
<td>18: $K_5 \cup F_2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>18-19: $\emptyset$</td>
<td></td>
<td></td>
<td>19: $B_9$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20: $2K_5$</td>
<td></td>
<td></td>
<td>20: $2K_5 \cup K_1$</td>
</tr>
<tr>
<td>12</td>
<td>[ 11, 21 ]</td>
<td>13</td>
<td>[ 12, 23 ]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-----------</td>
<td>-----</td>
<td>------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>[A, B]</td>
<td>SAT(n, P_6)</td>
<td>n</td>
<td>SAT(n, P_6)</td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-----------</td>
<td>-------------</td>
<td>-----</td>
<td>-------------</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>11: T_{2,3,3}</td>
<td>12: T_{3,3,3}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>12: 4K_3</td>
<td>13: Ø</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>13: F_6 ∪ K_2</td>
<td>14: K_2 ∪ F_7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>14: F_8</td>
<td>15: F_9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>15: F_2 ∪ K_4 ∪ K_2</td>
<td>16: F_3 ∪ K_4 ∪ K_2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>16: K_4 ∪ F_4</td>
<td>17: K_4 ∪ F_5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>17: F_2 ∪ B_4</td>
<td>18: T_6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>18: K_2 ∪ B_8</td>
<td>19: F_2 ∪ B_5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>19: K_3 ∪ K_4 ∪ K_5</td>
<td>20: K_2 ∪ B_7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>20: Ø</td>
<td>21: K_4 ∪ B_7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>21: 2K_5 ∪ K_2</td>
<td>22: 2K_4 ∪ K_5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>23: K_3 ∪ 2K_5</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>14</th>
<th>[ 13, 19 ]</th>
<th>15</th>
<th>[ 20, 26 ]</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>[A, B]</td>
<td>SAT(n, P_6)</td>
<td>n</td>
</tr>
<tr>
<td>-----</td>
<td>-----------</td>
<td>-------------</td>
<td>-----</td>
</tr>
<tr>
<td>13</td>
<td>13: T_{3,3,4}</td>
<td>20: F_3 ∪ B_5</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>14: Ø</td>
<td>21: F_5 ∪ K_5</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>15: K_2 ∪ F_8</td>
<td>22: K_2 ∪ B_10</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>16: F_{10}</td>
<td>23: K_4 ∪ B_8</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>17: T'_2 ∪ F_4</td>
<td>24: Ø</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>18: K_3 ∪ T_5</td>
<td>25: B_{12}</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>19: T'_6</td>
<td>26: 2K_5 ∪ K_4</td>
<td></td>
</tr>
</tbody>
</table>
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