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 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 

1 
-.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

2 
0 -.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

3 
0 0 -.01 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

4 
0 0 0 -.01 0 0 0 0 .04 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

5 
0 0 0 0 -.01 0 .02 .02 .04 .04 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

 6 
0 0 0 0 0 -.01 .02 .02 .04 .04 .04 0 0 0 0 0 0 0 0 0 0 0 0 0 

7 
0 0 0 0 0 0 -.01 .02 .025 .03 .035 .035 0 0 0 0 0 0 0 0 0 0 0 0 

8 
0 0 0 0 0 0 0 -.02 .02 .028 .03 .03 .035 0 0 0 0 0 0 0 0 0 0 0 

9 
0 0 0 0 0 0 0 0 -.02 .022 .028 .028 .03 0.03 0 0 0 0 0 0 0 0 0 0 

10 
0 0 0 0 0 0 0 0 0 -.02 .02 .02 .02 0.024 .035 0 0 0 0 0 0 0 0 0 

11 
0 0 0 0 0 0 0 0 0 0 -.03 0 .018 0.02 .034 .025 0 0 0 0 0 0 0 0 

12 
0 0 0 0 0 0 0 0 0 0 0 -.03 .018 0.02 .02 .025 .026 0 0 0 0 0 0 0 

13 
0 0 0 0 0 0 0 0 0 0 0 0 -.04 .018 .02 .022 .024 .02 0 0 0 0 0 0 

14 
0 0 0 0 0 0 0 0 0 0 0 0 0 -.16 .018 .02 .022 0 0 0 0 0 0 0 

15 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 -0.2 .018 .02 0 0 0 0 0 0 0 

16 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -.25 .019 0 0 0 0 0 0 0 

17 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -.45 0 0 0 0 0 0 0 

18 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 .02 0 .025 -.16 0 0 .02 0 0 0 

19 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 .02 0 .025 0 -.16 0 .02 0 0 0 

20 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 .025 .02 .03 .02 0 -.2 .03 0 0 0 

21 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 .02 0 .019 0 -.22 0 0 0 

22 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 .032 .022 0 .016 .03 -.1 0 0 

23 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 .025 .022 .019 .032 .019 -.05 0 

24 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 .025 .035 .035 .035 .018 -.05 

Table 3-6: PEM of RW Mixed Consumer 

Consumer 
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3.2 Microgrid Market Optimization 

The proposed microgrid market optimization has been formulated as a threefold linear programming 

problem for 24 hours that includes DR models, charge/discharge schedule for a BESS and other demand 

side resources to determine the optimum dispatch schedules for an islanded microgrid.  

Microgrid controller determines the overall dispatch after the DR aggregator has determined the 

maximum levels of DR that it can bid into the microgrid market and also, the charge/discharge schedule 

of the BESS in the microgrid is determined.  

3.2.1 DR Aggregator 

For a successful bidding at the microgrid, DR Aggregators use the comprehensive DR models of their 

consumers which are now available in the form of PEM. For a given DR Aggregator, given its 

consumer‟s PEM, objective function is to maximize demand reduction. It can be formulated as: 

Maximize 

  
 

    

   

                                                                     

Subject to  

  
      

 
     

                                                     

Where, 

 
 
= Price bid for load reduction at time τ 

   = Elasticity coefficient corresponding to position τt in the PEM of the DR Aggregator 

3.2.2 BESS 

The objective of BESS is maximizing revenue by optimal charging/discharging of power (   ) according 

to the available utility real time price signal (    ) over the 24 hour period. This optimization is 



34 
 

constrained by the charge/discharge power (   ) and energy storage (  ) capabilities of the battery in 

addition to its SOC and DOD. 

Maximize 

    

    

   

                                                         

Subject to  

            

 

          

 

          
    
                         (During charging) 

                 
    
                                      (During discharging) 

 

3.2.3 DER, DR and BESS Dispatch   

The optimization problem aims at minimizing the operating cost of the microgrid and formulated as: 

Minimize 
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      Subject to 

            
             

                                 

             
              

                                 

    

   

   

      

   

   

                                                 

   Where 

   
         

 

 

   

                                                       

    Price bid by Resource i per KWH 

   = Price bid by DR Aggregator j per KWH load reduced 

   = KW output of Resource i at time t 

   = KW load reduced by DR Aggregator j at time t 

    = Total number of bidding resources and total number of bidding DR Aggregators respectively. 

  
      

    = Maximum and minimum output of resource i 

   
   = Minimum load reduced by DR Aggregator j 

   
   = Maximum allowable KW reduction by DR Aggregator j at time t 

   
 = Elasticity coefficient corresponding to position tτ in the PEM of DR Aggregator j 

   = Base aggregated load at DR Aggregator j 

  = Gross demand (before DR) of the microgrid network at time t 
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Chapter 4 

SIMULATION TOOLS AND SOFTWARE 

This chapter briefly describes various software packages used in this thesis for modeling the electric 

distribution system, to study the effects of the DR models developed and formulating and solve the 

microgrid market optimization. 

Several tools are available both commercially and as open source for modeling power distribution 

networks. Some of the software tools that are capable of solving 3-phase unbalanced distribution power 

flow are OpenDSS, Cymdist, Milsoft Windmil and RDAP. Each of these tools has their own advantages 

and limitations. After careful analysis and comparative studies, OpenDSS was chosen for distribution 

power flow for distribution systems and microgrid.  The mathematical models developed for Demand 

Response have to be integrated with the distribution power flow in OpenDSS utilizing MATLAB. 

The proposed microgrid market optimization has been formulated as a linear programming problem. 

Again, LP problems can be formulated in a variety of optimization engines namely MATLAB‟s Linprog, 

IBM ILOG CPLEX Optimizer, General Algebraic Modeling System (GAMS), etc. Out of these available 

solvers, CPLEX was initially used to demonstrate the proposed microgrid optimization for a smaller test 

scenario. Matlab linear programming toolbox was further used for the 24 hour microgrid market 

optimization with demand side resources of DGs, BESS and DR. Matlab was more convenient to run the 

24 hour microgrid optimization for the larger system since the DR models were already developed in it. 

The tools used in this research work are described with their capabilities and their specific significance in 

the subsequent sections. 

4.1 Open Distribution System Simulator (OpenDSS) 

OpenDSS (also called DSS) is a comprehensive electrical power system tool for electric utility 

distribution systems developed by Electric Power Research Institute (EPRI) [56]. OpenDSS is an open 

source tool for simulating distribution systems and performs various analyses namely power flow, 

harmonics and dynamics in frequency domain. OpenDSS provides a flexible research platform and scope 

for distribution planning and analysis, general multiphase AC circuit analysis, distributed generation 

interconnection analysis, annual load and generation profiles.  Time series distribution analysis is 

supported by OpenDSS by which we can run annual load simulations along with daily/yearly power flow 
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solution modes. The simulator can also be interfaced and driven from tools like Matlab through its 

command interface (COM interface). In addition, OpenDSS has developed test cases for all IEEE 

benchmark test feeders. The harmonic flow solution is a fundamental feature of OpenDSS and it provides 

a good platform for analyzing harmonic effects of wind turbines and inverter based PV on voltage 

regulators and capacitor switching. These capabilities of the tool have generated tremendous interest 

among utilities to perform various interconnection studies of their network in OpenDSS.  

The general structure of OpenDSS is shown in figure 4-1 [57] and figure 4-2 shows a standalone user 

interface. As seen from figure 4-1, the simulation engine can be driven by three different ways. 

 OpenDSS scripts - This is the simplest way to drive the simulation engine where the direct 

scripting codes are used to define the circuit and solve it.  

 COM interface – External tools can also be used to drive the engine provided they are 

compatible with the COM interface.    

 User Written DLL – Custom developed sophisticated models can be incorporated in the 

simulation engine by writing suitable DLL and linking with the engine. 

 

 

 

 

 

 

 

 

Figure 4-1: DSS Structure 
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Figure 4-2: OpenDSS Standalone EXE User Interface 

Some of the exclusive features of OpenDSS used in this work are listed below. 

4.1.1 Wide Range of Solution Modes 

A number of solution modes are offered by OpenDSS. The most important among these solution modes 

are shown in figure 4-3. 

OpenDSS performs a basic distribution-style power flow in which the bulk power system is the dominant 

source of energy. It has the capability to solve both networked (meshed) systems as well as radial 

systems. The circuit model employed can be either a full multi-phase model or a positive sequence model. 

The snapshot power flow mode does one power flow solution at the present load level whereas the daily 

power flow mode does 24 hour solution following load shape defined as “Daily”. For a daily power flow 

mode the default load shape provided in the engine can be used, or a user defined load shape can be used. 

Loadshapes can be imported from a comma separated value (CSV) file or can be directly written to the 

script file in the form of load multipliers. Similar to the daily mode, yearly power flow simulation can 

also be employed with loadshape defined as “Yearly”. 
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Figure 4-3: Solution Modes in OpenDSS 

OpenDSS offers the “Dynamics” solution mode which is suitable for simple dynamics analysis for DG 

interconnection. This solution mode has been used in this thesis for simulating a microgrid test system to 

analyze the results of the proposed microgrid market optimization. The “Dynamics” solution mode must 

be preceded by a successful power flow. Changing to dynamics mode renders generators in the circuit as 

voltage sources behind specified reactances. This particular feature has been used in this work to model a 

moderately large radial distribution as an islanded microgrid with DGs. 

4.1.2 COM Interface 

The COM interface of OpenDSS is a very useful feature to execute custom solution modes and features 

externally and perform the functions of the simulator, including definition of the model data. This feature 

allows DSS to be implemented entirely independently of any database or fixed text file circuit definition. 

For example, it can be driven entirely from a MS Office tool through VBA, or from any other 3rd party 

analysis program that can handle COM such as MATLAB, Python, C# and other languages. The COM 

interface also provides direct access to the text-based command interface by which an access to all the 

models available in the simulator can be obtained. Through the command interface, user-written programs 

can generate scripts to do several desired functions in sequence. Most of the results of the simulation 

engine can also be accessed through the COM interface.  

In this thesis, the COM interface has been used to establish communication between MATLAB and 

OpenDSS. The mathematical formulations for DR model were developed in MATLAB and integrated 

with the distribution power flow in OpenDSS through COM interface. A snapshot of MATLAB 
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commands used to register the COM server of OpenDSS and further to set the interface has been shown 

in figure 4-4. 

 

 

 

 

 

 

 

 

 

 

Figure 4-4: MATLAB-OpenDSS COM Interface 

4.2 MATLAB 

MATLAB®, Matrix Laboratory, is a high level technical language and numerical computing environment 

for algorithm development, data visualization, data analysis, and numeric computation.  Some of the key 

features of MATLAB are listed below [58]. 

 Developing environment for managing code, files, and data  

 High level language for technical computing  

 Tools for creating custom graphical user interfaces  

 Functions for integrating MATLAB based methods to external applications, such as C, C++, 

FORTRAN, Java, and Microsoft Excel  

 2-D and 3-D graphics functions for visualizing data. 
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The DR model developed in this thesis is primarily derived from the proposed price elasticity matrices. 

These 24X24 matrices that represent the DR patterns of consumers have been programmed in MATLAB 

since the operation was based on matrix and vectors.  

Further, the developed DR models have been integrated with distribution power flow in OpenDSS by 

establishing a command interface between these two tools as explained in section 4.1.2. Commands from 

MATLAB are passed to OpenDSS directly as strings using the “text” object of the COM interface. Using 

this text interface, OpenDSS was driven from MATLAB as and when required. The snapshot in figure 4-5 

shows the compilation of the test system in OpenDSS was compiled from MATLAB using text interface. 

It can also be seen that the main script file in OpenDSS can be edited using MATLAB commands.   

 

 

 

 

Figure 4-5: Snapshot showing MATLAB commands driving OpenDSS Engine using “text” object of COM Interface 

In addition to these functions, MATLAB was extensively used to generate 2-D and surface plots of 

voltage analysis and loss analysis results of OpenDSS due to its superior plotting capabilities. 

4.2.1 MATLAB Optimization Toolbox 

The optimization toolbox of MATLAB provides algorithms to solve constrained and unconstrained 

continuous and discrete problems. The toolbox includes functions for linear programming, quadratic 

programming, binary integer programming, nonlinear optimization, nonlinear least squares, systems of 

nonlinear equations, and multiobjective optimization.  

In this work, the linear programming toolbox with simplex algorithm was used to solve the LP 

optimization problem that has been formulated for the microgrid market using the simplex algorithm. The 

key advantage of MATLAB is that it is convenient to solve the 24 hour LP problem involving daily 

curves for loads, DGs and 24 hour charge/discharge schedule for BESS.  
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4.3 IBM ILOG CPLEX Optimizer 

CPLEX optimizer is a high-performance mathematical programming solver for linear programming, 

mixed integer programming, and quadratic programming [59]. CPLEX Optimizer's mathematical 

programming technology enables analytical decision support for improving efficiency, reducing costs, 

and increasing profitability. The application CPLEX ranges from simple linear programming to complex 

quadratic programming with millions of constraints and variables. A prominent feature of CPLEX is that 

it can be easily driven from the command prompt. Also CPLEX models can be easily integrated into any 

application written in Java, .NET or C++.  

Owing to the simplicity of CPLEX, the microgrid optimization problem was preliminarily formulated and 

tested using the CPLEX simplex LP solver for a smaller microgrid system with limited number of DGs, 

and IPPs. Initially, the LP was formulated only for 3 time instants to analyze the efficiency of the 

optimization program. This algorithm was later scaled up for a 24 hour LP which was solved in 

MATLAB. A snapshot of a simple LP formulation along with its execution in CPLEX is shown in figure 

4-7.       

 

 

 

 

 

 

 

 

 

Figure 4-6: A snapshot of a simple LP formulation along with its execution in CPLEX 
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Chapter 5 

SIMULATION AND RESULTS 

This chapter discusses all the results of this research by sequentially introducing the test systems used for 

the analysis and then the simulations performed using these test systems. Further, voltage and loss 

analysis results for the test systems are plotted. Inferences are drawn from these plots to support the 

proposed objectives and goals of this thesis work.   

5.1 IEEE 123 Node Radial Feeder 

The DR models developed were first integrated with IEEE 123 node test feeder [60] which is shown in 

figure 5-1. The IEEE 123 node test feeder operates at a nominal voltage of 4.16 kV and has voltage drop 

problems. These voltage problems of the radial feeder have evoked interest to test the effect of the DR 

model on voltage profile of the system. Apart from the 8500 node radial feeder, this is the most 

comprehensive feeder and is characterized by overhead and underground line segments with various 

phasing, unbalanced loading with all combinations of load types (PQ, constant I, constant Z), a number of 

voltage regulators, shunt capacitor banks and switches.    

The test system is divided into 4 different zones to group the loads according to their location as shown in 

table 5-1. This strategy has been employed so that the effect of DR can be systematically studied for each 

zone. It should be noted in the table that zones were determined by system mapping to resolve into 4 

planes based on location. The load details column in the table lists all the loads, their phases and their 

parent node. 
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Figure 5-5: Comparison of Voltage profile of system nodes with and without DR 

5.4 IEEE 8500 Node Test Feeder 

The IEEE 8500 node test feeder [61] as shown in figure 5-6 represents a large radial distribution feeder 

that includes many elements that form integral part of North American MV distribution feeder: multiple 

feeder regulators, per-phase capacitor control, feeder secondaries, and service transformers. The 8500 

node test feeder provides an excellent platform for various load shape studies and volt/var simulation. The 

feeder consists of residential loads, each connected to a 120V/240V split-phase transformer. This kind of 

residential loading through split phase service transformer (shown in figure 5-7) is a unique feature of the 

feeder. Such a residential loading configuration makes it convenient and more meaningful to show the 

impact of residential DR models on the feeder. Impacts of various DR models on the system are analyzed 

on a section of the circuit as shown in figure 5-6 has been chosen for analyzing the impacts of various DR 

models on the system. This section consists of 245 individual residential loads and contributes around 20 

percent of the total system load. 
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Figure 5-6:  IEEE 8500 node test feeder showing section with DR loads 

 

 

 

 

 

 

 

Figure 5-7:  IEEE 8500 node test feeder – Split Phase Transformer and Residential Load Configuration 
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The test system was simulated in OpenDSS for studying the effects of DR on the test feeder. Time series 

distribution power flow is run for five different scenarios. 

 Scenario 1 - No Demand Response: This is the base case distribution power flow with 24 hour 

residential load shape base loads in the section of interest. 

 Scenario 2 - LR Consumers: In this case, the loads of the highlighted section are modeled as LR 

consumers by assigning a DR pattern derived from the PEM of LR consumer. 

 Scenario 3 - SR Consumers: In this case, the loads are assigned a DR pattern derived from the 

PEM of SR consumer. 

 Scenario 4 - RW Consumers: In this case, the loads are assigned a DR pattern derived from the 

PEM of RW Mixed consumer.  

 Scenario 5 – Mix of LR, SR and RW Consumers: In this case, each consumer type LR, SR and 

RW Mixed constitutes one third of the total section load.     

5.4.1 Voltage Analysis Results  

The voltage analysis of the system with DR integrated into the highlighted section yields many interesting 

results. As expected, all the monitored secondary nodes of the section showed improved voltage profile 

for scenarios 2, 3, 4 and 5 during high price periods. It was observed that DR during peak hours boosts 

the node voltages which would otherwise sag. Figures 5-8 and 5-9 show voltage comparisons at one of 

the load end nodes, (SX3047289A) of the feeder for the various test scenarios. As seen from figure 5-8, the 

node voltage during peak pricing hours drops below 0.95 p.u. for the base case without any demand 

response. However, with DR loads in the system, a considerable boost in voltage above 0.95 p.u. was 

observed for all the other scenarios. A closer look at figure 5-9 shows the redistribution trend with LR 

consumer during off peak hours. As seen from the figure, most of LR consumer‟s load is shifted to these 

early hours of the day due to which voltage for LR consumer dips as compared to any other consumer 

type. Since a RW consumer shifts load over a range of 5 hours, there is some voltage dip from hours 6-12 

after which peak pricing starts. Voltages of SR consumer are constant for these hours and for scenario 5 

(mix of all consumer patterns), voltages lie between voltage profiles of SR and LR consumers. 
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Figure 5-8: Voltage profile at node SX3047289A-Phase 1 during peak pricing hours 

 

 

 

 

 

 

 

 

Figure 5-9: Voltage profile at node SX3047289A-Phase 1 during off peak hours 

Figure 5-10 examines the voltage profile at another secondary node (SX3029498C) for all the consumer 

types. Sharp rise in the voltages is observed during peak hours as a result of vigorous DR measures by all 

the consumer types. At instants when voltages of no DR case are over 0.98 p.u., an additional boost of 0.1 
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to 0.25 p.u. is seen with DR enabled loads. Figure 5-11 shows voltage analysis for the same node during 

off peak hours.     

 

 

 

 

 

 

 

 

Figure 5-10: Voltage profile at node SX3029498C-Phase 1 during peak pricing hours 

 

 

 

 

 

 

 

 

 

Figure 5-11: Voltage profile at node SX3029498C-Phase 1 during off peak hours 
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5.4.2 Loss Analysis Results 

The KWh losses for the section of interest were analyzed as a percentage of the total feeder loss over the 

period of 24 hours for different consumer type scenarios. For scenarios with responsive loads, tremendous 

reduction in losses was observed for the peak pricing periods as shown by the surface plot of figure 5-12. 

For the No DR case, losses are at maximum during peak hours. However, for other customer types, the 

percentage losses are considerably less. At hour 17, the percentage losses for LR, SR and RW consumers 

dip to as low as 4 percent as against 15 percent for the case without demand response. Lowest percentage 

losses occur for SR consumer as they respond to high prices during peak hours by immediate DR. 

However, an LR or RW consumer sheds load partially and redistributes it to lower priced periods. 

 

 

 

 

 

 

   

 

Figure 5-12: Loss Analysis of section during peak pricing hours 

 A similar loss analysis of the system during early hours shows that the case with no DR has minimum 

loss percentage as indicated by figure 5-13. Following this, SR, RW and Mix consumers have a slightly 

higher loss percentage due to increased consumption due to lower prices. LR consumer records the 

maximum percentage losses during early hours of the day. LR consumers, owing to their optimizing 

nature, shift loads throughout the day and their consumption is maximum during low priced periods 

resulting in more losses than any other consumer type. Figure 5-14 shows the sectional losses in KWh for 

various scenarios over an extended period of time that includes both peak and off peak pricing hours. It 

can be observed that the sectional losses for the No DR case gradually decrease as we move from peak 
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loading (or pricing) hours to valley periods. A reverse effect is observed with DR implemented since 

consumption shifts to these valley periods. This increase in losses is an indication of more consumption 

during off peak hours giving way for valley filling.        

   

 

 

 

 

 

 

 

Figure 5-13: Loss Analysis of section during off peak hours  

 

 

 

 

 

 

 

 

 

Figure 5-14: KWh Losses for the section for various DR scenarios 
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5.5 Microgrid Market Optimization 

5.5.1 Microgrid Market Participants 

The system gross demand curve for a summer day is shown in figure 5-15. The microgrid market consists 

of demand side resources like wind turbine, PV system, BESS, DR loads and IPPs. Table 5-2 lists the 

demand side resources participating in the microgrid market along with their bidding prices. 

 

 

 

 

 

 

 

Figure 5-15: 24 Hour Gross Demand Curve 

Demand Side Resources Bidding Price (¢/KWH) 

Wind 20     

PV 15 

DR Aggregator (LSE) 25 

IPP 30 

BESS 12 

Table 5-2: Demand Side resources and their Bid Prices 

The 24 hour availability of the intermittent sources and the IPP are to be considered by the microgrid 

market optimization and they are shown in figure 5-16. The specifications of the BESS used in the 

microgrid have been tabulated in table 5-3. 
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Figure 5-16: 24 Hour Availability of Wind, PV and IPP resources  

BESS Specifications 

Capacity 800kWh 

Power Rating 200kW 

SOC Upper Limit 100% (800kWh) 

SOC Lower Limit 25% (200kWh) 

DOD 75% (600kWh) 

Efficiency 80% 

Terminal Voltage 600V 

Charge Rate 200 kW/hr 

Discharge Rate 200 kW/hr 

Charge/Discharge 
Current limit 

500 A 

Table 5-3: BESS Specification  

5.5.2 Market Optimization Results 

The proposed LP has the dual optimization function of economics and reliability, i.e., the DERs, DR and 

BESS are dispatched optimally for reduced operational cost of the microgrid, thereby ensuring that supply 

meets demand during islanded mode of operation. LP for the BESS determines the optimum 
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charge/discharge schedule of the battery based on the real time market prices with SOC and DOD 

constraints of the battery. The BESS is charged during the grid connected mode and discharges during the 

islanded mode. However, the market RTP determines the battery charging and discharging for 

maximizing profit. This direct relationship between the RTP signal and BESS charge/discharge as 

explained in subsection 3.2.2 (equation 3.6) can be seen in figures 5-17 and 5-18. As seen from these 

figures, the BESS charges during early hours of the day when price signal is lowest and discharges during 

the peak pricing hours of the day.   

 

 

 

 

 

 

 

Figure 5-17: Real Time Market Prices  

 

 

 

  

 

 

 

Figure 5-18: BESS Charge/Discharge Schedule 
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Similar to BESS, DR loads in the microgrid are also influenced by the RTP signal. For the system gross 

demand shown in figure 5-15, PEM models have been applied to generate DR curves for 24 hours for all 

five consumer categories. The DR load curves are shown in figure 5-19.  

 

 

 

 

 

 

 

 

Figure 5-19: DR Patterns for Microgrid Loads 

 

 

 

 

 

 

 

 

 

Figure 5-20: 24 Hour Optimal dispatch schedule of DR, DERs and BESS 
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Figure 5-20 shows the hourly dispatch schedule of the available resources for the islanded microgrid 

throughout the day. It is seen that, wind and PV resources are dispatched to full capacity whenever they 

are available due to their lower cost. Higher cost resources of DR loads (shedding/redistribution) and 

Independent Power Producer (IPP) are dispatched only during peak loading hours or during unavailability 

of wind and PV resources. Tables 5-4 to 5-9 project some of the interesting results of the 24 hour market 

optimization program. 

  

  

 

Table 5-4: Optimal Dispatch and Cost at Hour 1                       Table 5-5: Optimal Dispatch and Cost at Hour 11   

 It can be seen that at hour 1, due to reduced system load, only the wind resource is utilized.  

 At hour 11, lower cost resources of wind and PV are dispatched at their maximum capacities. It is 

also observed that during these low load periods, the operating cost of the microgrid is reduced to 

the dispatch of the least expensive resources.  

 As we move to hour 14, the load increases further and now responsive DR loads are shed by the 

LSE in addition to wind and PV resources so that the total system demand is still sustained and 

due to the higher bid prices of LSE, the overall microgrid cost rises.        

 

 

HOUR 1 

Bidder Optimal KW Cost($) 

Wind 700  

 

140 

PV 0 

LSE 0 

IPP 0 

BESS 0 

HOUR 11 

Bidder Optimal KW Cost($) 

Wind 645  

 

146.25 

PV 115 

LSE 0 

IPP 0 

BESS 0 
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Table 5-6: Optimal Dispatch and Cost at Hour 14               Table 5-7: Optimal Dispatch and Cost at Hour 17 

 

 

 

 

 

 

 

 

 

 

Table 5-8: Optimal Dispatch and Cost at Hour 18               Table 5-9: Optimal Dispatch and Cost at Hour 22 

 

HOUR 14 

Bidder Optimal KW Cost($) 

Wind 710  

 

182.85 

PV 216 

LSE 33.5 

IPP 0 

BESS 0 

HOUR 17 

Bidder Optimal KW Cost($) 

Wind 658  

 

204.60 

PV 165 

LSE 97 

IPP 0 

BESS 200 

HOUR 18 

Bidder Optimal KW Cost($) 

Wind 606  

 

269.35 

PV 119 

LSE 124 

IPP 330 

BESS 0 

HOUR 22 

Bidder Optimal KW Cost($) 

Wind 676  

 

244.40 

PV 0 

LSE 0 

IPP 364 

BESS 0 
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 At hour 17 it is seen that the gross demand of the islanded microgrid system is at its peak. All the 

available resources are dispatched in the most economical way possible. BESS, being a low cost 

resource is in its discharge cycle during this hour (as determined by the LP for determining 

optimal charge/discharge) and it is dispatched at its maximum capacity. Volume of DR by LSEs 

has also increased to meet the load.  

 Hour 18 is again a peak loading period. It can be observed that the IPP supplies a huge portion of 

the load during this hour due to the unavailability of BESS energy. Since IPP bids at the highest 

price, operating cost at this hour is quite higher than the cost at hour 17. 

 Hour 22 is another high cost period since PV resources are no longer available. Wind and IPP 

supply the required system demand. DR resources are not available during this hour due to the 

reduced market prices.  

5.5.3 Microgrid Simulation 

OpenDSS was utilized for time series simulation of the unbalanced microgrid network. IEEE 123 node 

radial feeder which was described in detail in section 5.1 is modified as an islanded microgrid with DGs 

modeled as voltage sources behind specified reactances. This was achieved by solving the basic power 

flow for the test system in the grid connected mode. Then the solution mode was switched to dynamics 

thereby opening the switch that connects the utility grid. The demand side resources like wind generator, 

PV, BESS and IPPs were modeled with the real power as obtained from the 24 hour dispatch schedule. 

DR patterns according to the developed PEMs were integrated into the system as load shapes. Time series 

distribution power flow of the simulated microgrid including the demand side resources was obtained. It 

was observed from the voltage analysis that the proposed market optimization is capable of sustaining 

feeder voltages within limits during all hours of operation. The time series distribution power flow 

analysis results for the microgrid test system are shown in figure 5-21. The figure shows the voltages 

across two such laterals where DGs were integrated at the lateral head. Some of the observations made 

from the voltage analysis results are as follows. 

 During hours of low to moderate system demand (hours 1, 10 and 16), voltages as high as 1.03 

per unit were maintained along the feeder till the end node. 

 Since DGs were not placed at feeder ends, regular voltage drops were noticed similar to the 

grid connected mode of operation. 

 During peak loading at hour 21, considerable voltage drops were noticed. However, the system 

voltages were still maintained above 1.0 per unit.     
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Figure 5-21: Time series voltage analysis results of microgrid with optimal dispatch schedules 

5.6 Microgrid Optimization and Simulation for 8500 Node Test Feeder 

Following microgrid simulation of 123 node test feeder, the market optimization program was scaled up 
to determine the 24 hour dispatch schedules for the 8500 node radial test feeder. The test feeder is 
supplied by a 12.47 KV medium voltage substation modeled as an infinite source and the total system 
load is around 11MW. A large section of this feeder contributing around 5.6 MW of loads is modeled as 
an islanded microgrid as shown in figure 5-22. The Point of Common Coupling (PCC) along with the 
location of various demand side resources in the islanded microgrid have been shown in the figure. The 
islanded microgrid market consists of demand side resources like wind turbine, PV system, BESS, DR 
loads and IPPs. The 24 hour availability of the intermittent sources and the IPP are to be considered by 
the microgrid market optimization and they are shown in figure 5-23. BESS specification and charge 
discharge schedule used for the earlier test system were employed for this test system as well. Figure 5-24 
shows the hourly dispatch schedule of the available resources for the islanded microgrid throughout the 
day. Similar to the 123 node microgrid optimization, wind and PV resources are dispatched to full 
capacity whenever they are available due to their lower cost. Higher cost resources of DR loads 
(shedding/redistribution) and Independent Power Producer (IPP) are dispatched only during peak loading 
hours or during unavailability of wind and PV resources.   

The time series distribution power flow analysis results for two sections of the microgrid test system (as 
highlighted in figure 5-22) are shown in figures 5-25 and fig 5-26. It was observed from fig 5-25 that the 
node voltages of section 1 were maintained above the limits during all hours of operation including hour 
18 when the system demand was at its peak. During hours 18 and 24, considerable voltage drops were in 
the section nodes, however the system voltages were still maintained above 0.97 per unit. In case of 
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section 2, the voltage trends were different from section 1. Since section 2 branches out from a PV 
interconnected node, penetration levels of PV over the 24 hour period affected the voltage profile of this 
section. Voltages as high as 1.06 per unit were observed during hours 10, 13 and 18. During hours of low 
or zero PV penetration, section node voltages dropped to as low as 0.95 per unit.    

  

 

 

 

 

 

 

 

 

 

Figure 5-22: 8500 Node Test Feeder modeled as Microgrid 

 

 

 

 

 

 

 

 

 

 

Figure 5-23: 24 Hour Availability of Wind, PV and IPP resources -8500 Node Microgrid 
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Figure 5-24: 24 Hour Optimal dispatch schedule of DR, DERs and BESS for 8500 Node Microgrid 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 5-25: Time series voltage analysis: Section 1 
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Figure 5-26: Time series voltage analysis: Section 2  
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Chapter 6 

CONCLUSION AND FUTURE WORK 

6.1 Conclusion 

In this thesis, some of the important demand side resources as required by a smart grid have been 

modeled and integrated into distribution system. Primarily, a demand response model has been developed 

for distribution networks. Then, this DR model has been used in addition to other demand side resources 

namely distributed energy resources and battery energy storage system to demonstrate a microgrid market 

at the distribution voltage level. The conclusions drawn from both these works have been presented in this 

section. 

6.1.1 Demand Response Model 

In this thesis an electricity demand response model is proposed and developed. Extensive price elasticity 

matrices have been developed for different types of consumers by applying economic principles to 

electricity consumption. These price elasticity matrices have been used to determine the level of demand 

response per consumer type. The developed DR models have been integrated into standard 

comprehensive distribution test feeders. Further, the impact of DR on system voltage and losses has been 

evaluated.  

Results indicate that DR impacts the distribution network in 3 positive ways: 

1. Voltage profile improvement 

2. Loss minimization 

3. Valley filling 

Voltage analysis results indicate that DR has a great potential to boost the distribution system voltage at 

most of the critical nodes. Until recently, DR was only viewed as a means of curtailing demand side load 

during peak hours. However, with advancement in smart grid technologies and advanced metering 

infrastructure, popularly called as smart meters, there is an excellent scope for integrating DR with 

demand side volt/var control. This coordination can yield huge profits to utilities and consumers if 

applied appropriately during peak hours. 
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6.1.2 Microgrid Market Optimization 

A market optimization model has been formulated in this thesis for energy settlement in a microgrid 

system operating in its islanded mode. As a novel attempt residential demand side bidding through DR 

aggregator (load serving entities) has been incorporated into the microgrid market optimization. This has 

been done by utilizing the comprehensive DR models that have been developed in this thesis. BESS 

model has been developed to react to real time price signals and included into the market optimization. 

The feasibility of the proposed market optimization has been verified by a 24 hour voltage analysis on a 

simulated large microgrid network.   

As more and more microgrids are evolving in real world, these kinds of studies help to improve the 

efficient operation of microgrids and minimize their cost. The role of load serving entities is an interesting 

area to be analyzed by including multiple LSEs with different DR patterns and PEMs as competition 

among LSEs can help bring down the cost of microgrids. Participation of residential consumers in 

demand side bidding programs could lead to optimum, efficient and economic functioning of the 

microgrid market.   

 6.2 Future Work 

Demand Response has started gaining popularity as a multi-objective demand side management event. 

With the advent of advanced communication and control techniques in the grid, DR promises immense 

benefits to both electric utilities and consumers. Integration of Demand Response with volt/var control is 

a future area of research that promises tremendous benefits. A good extension of this thesis work will be 

the demonstration of a volt/var control algorithm that utilizes DR model and distribution operation model 

in real time. Maximum benefits of peak demand curtailment can be achieved through integration of DR 

with volt/var control algorithm. Rapid growth of advanced metering infrastructure and distribution 

automation (DA) measures should be able to serve the purpose of coordinating DR with various demand 

side management events at the distribution level. A coordinated distribution management system 

involving DA, DR and VVC and fault location, isolation and restoration is the need of the hour for the 

distribution grid. This thesis will serve as a platform for such ambitious project.   

Apart from distribution system applications, DR has got a tremendous potential at the transmission level 

as well. DR programs such as emergency demand response can play an important role in congestion 

management of the transmission grid. This can even impact the market clearing price of the grid and 

mitigate market price spikes. In addition to transmission congestion, dynamically controlled DR can 
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contribute towards grid frequency stability as well. Properly planned and executed DR programs at the 

ISO level can greatly help to maintain the stability and security of the grid. A thorough analysis on these 

impacts of DR on the transmission grid has to be studied. 

Microgrid market simulation and determination of energy management strategies at the microgrid level is 

a rapidly growing research area. Scaling up the market optimization method proposed in this for a larger 

real world microgrid system is a good future project. Following this, a feasibility study should be 

performed by simulating the microgrid network to analyze the effects of DSB, DR, and demand side 

resources on system parameters namely losses and voltage profile. Another improvement that can be done 

to this work in the modeling aspect is to develop detailed models for various DGs namely wind, PV 

generator, microturbine, diesel engine, etc. and integrate them into the large microgrid network. 

 DSB and DR have been integrated into a microgrid market in this thesis.  However, setting a standard 

framework for a hierarchical demand side bidding in distribution network is a more challenging task. The 

demand side bidding proposed for a microgrid in this work, can be explored further to achieve such a 

competitive bidding mechanism throughout the distribution network for more efficient and competitive 

operation of distribution systems.  
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