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| nt roduction

The experinental analysis of operant behavior is defined by
the systematic investigation of the antecedent and consequent
environmental events that naintain behavior. Wthin this
framewor k, an operant class typically is selected by the
experinmenter and functionally defined responses are positively
reinforced until response rates are steady from session-to-
session. Until relatively recently, the experinental analysis of
how behavior is established, fromthe first instance of a
response to steady state, has been of secondary interest. The
analysis of this transition state, terned response acqui sition,
attenpts to determ ne under what conditions previously
unr ei nforced behavior occurs, and is a useful conplenent to the
study of how established behavior is maintained (Sidman, 1960).
For exanple, the conditions that generate responding initially
may exert effects on behavior in subsequent steady-state
performance. In addition, how behavior is established in
acquisition may in part be a function of prior schedul es of
rei nforcenent that maintained topographically simlar responses.
The anal ysis of conditions under which novel instances of
behavi or enmerge therefore is a necessary conponent to the
experinmental analysis of behavior.

The novelty of a response may be described in various ways:



changes in topography, |ocation, or frequency of a response that
exists, in sone form as a part of the organism s behavioral
repertoire. 1In all nethods of response acquisition certain

oper ati ons enhance the establishnent of the response.

Hi storically, three of these operations that have been consi dered
essential are reinforcer establishing operations, whereby
putative reinforcers are nade effective (e.g., food deprivation),
tenporal contiguity, and contingency (i.e., the dependent

rel ati on between a response and its consequence). Skinner (1953)
enphasi zed the inportance of tenmporal contiguity, or inmrediacy of
reinforcenent, in increasing the frequency of a response,
contending that the nore i medi ate the consequences the greater

t he amount of control over behavior. Although contiguity is
conduci ve to both response acqui sition and mai nt enance, i medi acy
of reinforcenent of a response is not necessary for the

acqui sition of behavior. Utilizing an unsignal ed del ay of

rei nforcenent procedure, response acquisition has been obtai ned
in the absence of tenporal contiguity (Critchfield & Lattal,

1993; Dickinson, Watt & Giffiths, 1992; Lattal & G eeson, 1990;
Lattal & Metzger, 1994; Lattal & WIlliamnms, 1997; WI kenfield,

Ni ckel, Bl akely and Poling, 1992), suggesting that contingency
may be a sufficient condition for response acquisition. The
studi es that have addressed acquisition with del ayed

rei nforcenent, however, all have involved the arrangenent of



primary reinforcing consequences.

Rei nforcers established through an organi sm's phyl ogenic
hi story, such as food, water and the opportunity to engage in
sexual behavior, are termed primary reinforcers. Appetitive
stimuli, such as grain for pigeons or food pellets for rats, are
used frequently in the experinental analysis of behavior because
of the ease of their scheduling and delivery (d eeson, 1991).
These appetitive stinmuli, when acconpanied by the requisite
establ i shing operations such as deprivation, then can be applied
to obtain acquisition by reinforcing successive approximtions to
a predeterm ned response (Skinner, 1953). Oher environnental
events, however, derive their reinforcing function fromtheir
correlation with these appetitive stinmuli and are terned
conditioned reinforcers. Response acquisition in the absence or
degradation of tenporal contiguity has not been addressed with
ot her than prinmary reinforcers.

One nethod of arranging the contingent delivery of
conditioned reinforcenent is the observing procedure (Wckoff,
1952). In this procedure, responding initially is maintained by
a multiple schedule of food delivery. In a nmultiple schedul e,
two or nore conponent schedules alternate in some fashion with
different stimuli correlated with each conponent. The schedul e
then is changed to a m xed schedule (i.e., the same stinmulus is

correlated with every conponent). A second response, terned the



observing response, produces a brief stinmulus change fromthe
m xed stinmulus to a stinmulus correlated previously with that
schedul e of reinforcenent. |In previous studies, the conditions
t hat mai ntain observing have been addressed. However, the
conditions that establish and maintain the observing response al
have invol ved i medi ate primary or conditioned reinforcenent.

The present study exam ned observing response acquisition
wi th del ayed rei nforcenent when the reinforcer was established
through its correlation with a previously established reinforcer.
In this manner, the role of conditioned reinforcenent in response
acqui sition was addressed.

Literature Revi ew

To establish an operant, the response may be either trained
or sinply allowed to contact the contingency between it and the
reinforcer. As nentioned previously, the differenti al
rei nforcenent of successive approxi mations, or shaping, is one
met hod for establishing an operant. |If the response occurs at a
non-zero frequency prior to training, however, primary
rei nforcenent alone also is used to increase the probability of
the response, with shaping necessary only to alter the
t opography, duration or intensity of the response.

Response acquisition al so has been denonstrated in the
absence of both explicit training (see deeson, 1991 for a

review) and response-reinforcer contiguity. The techniques to



establish responding in lieu of shaping that have been enpl oyed
include primng, imtation and pronpting (d eeson, 1991).
Primng includes "baiting" the operandumw th food or making a
response nore likely by altering the operandumitself, as by
enpl oying a key extension (Lattal & deeson, 1990). Acquisition
al so may occur fromimtation, whereby responding is established
as aresult of attending to a response-reinforcer relation that
exi sts for another organism In addition, the organismsinply
may be placed in the experinental context until exploratory
activity or a target response contacts the operandum

Through correlation with primary reinforcenent, stinmuli can
function as reinforcers and when they do they are terned
secondary, or conditioned, reinforcers. To address the question
of whether response acquisition with conditioned reinforcenent
can be obtained reliably, a procedure is needed whereby the
response i s neither established nor maintained directly by a
rei nforcer established previously through an organisms
phyl ogenetic history.

To delineate the paraneters relevant to the investigation of
response acquisition with del ayed conditioned reinforcenent, the
followng issues will be discussed in further detail: response
acquisition with del ayed reinforcenent, conditioned
rei nforcenent, and response acquisition with conditioned

rei nforcenent.



Response Acquisition Wth Unsignal ed
Del ayed Primary Rei nforcenment

When using the previously described techniques for response
acqui sition, acquisition is rapid when there is tenporal
contiguity between the response and reinforcer. Enploying a
del ay of reinforcenent procedure, Lattal and d eeson (1990)
denonstrated that discrete responses (key pecking in pigeons and
bar-pressing or ormidirectional |ever presses with rats) were
establ i shed wi thout shaping or other explicit training of the
response. Subjects first were trained only to eat from a hopper
or magazine. Then a delay procedure was effected that consisted
of a tandemfixed-ratio (FR) [or variable-interval (V)]
di fferential -rei nforcenent - of - ot her-behavi or (DRO) 30-s schedul e
of reinforcenent. Each response during the delay reset the 30-s
DRO timer, so that 30 s always separated a response and a
reinforcer. Under this procedure, response acquisition was
obtained. Lattal and G eeson (1990) enpl oyed several contro
procedures to rule out potential confounding sources of control
over responding. By manipulating food |ocation, the possible
orientation bias resulting fromthe food source and work panel
being proxinmally | ocated al so was shown not to contribute to the
obt ai ned effect.

The effect of unsignal ed delays ranging from2 to 64 s on

the acquisition of lever-pressing in rats was investigated by



D cki nson, Watt and Giffiths (1992). Responses that occurred
during the delay had no programred consequences, that is, the

del ays were non-resetting. As in Lattal and d eeson (1990), the
response was not trained; the subjects sinply were placed in the
experinmental chanber and allowed to contact the relation between
respondi ng on a |l ever and food delivery after a delay peri od.

Al t hough the use of non-resetting delays did not prevent
adventitious contiguity between the response and the reinforcer
after the first response, acquisition was obtained at all nom nal
del ay values in the absence of explicit response shapi ng.

Wl kenfield et al. (1992) denonstrated that with a resetting
del ay responding was reliably established with resetting del ays
of up to 16 seconds. Resetting delays of 32 s controlled | ess
consi stent responding than that controlled by shorter del ays,
whi ch suggests that the acquisition denonstrated by D ckinson et
al. (1992) under 64-s delays was partly a function of
adventitious reinforcenment. The individual subject data reveal
few differences as a function of resetting versus nonresetting
del ay procedure other than greater variability around the nean
for nonresetting delays (WIlkenfield et al., Figures 2, 4, 6).

Acqui sition with del ayed reinforcenment al so has been
obtained with different operants (Critchfield & Lattal, 1993;
Lattal & d eeson, 1990; see Lattal & Metzger, 1994), del ay

procedures (Wlkenfield et al., 1992) and body weights (Lattal &
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WIllians, 1997). The cunulative results of these studi es suggest
that response acquisition with delayed reinforcenent is a
general, reliable finding, with and without adventitious
contiguity between response and reinforcer. Thus, imedi ate
rei nforcenent is not necessary for response acquisition but
shorter delays do | ead to higher rates of responding.
Condi ti oned Rei nf or cenent

When a discrimnative stimulus evokes respondi ng that
subsequently is reinforced in the presence of that stinulus it is
termed a conditioned reinforcer. Conditioned reinforcenent has
been suggested to play a role in a nunber of behavi oral phenonena
such as chai ned-schedul e performance, choi ce behavi or and second-
order schedul e performance (CGollub, 1977; Fantino, 1977).

I n chai ned schedul es, imedi ate conditioned reinforcenent is
provi ded by the stinulus change correlated with the next
schedule, or link in the chain. Response rates typically are
| ower than if the sane schedule termnated in i mediate primary
reinforcenent. Delays to conditioned reinforcrment in chained
schedul es, however, are reduced in a manner simlar to delays to
primary reinforcenment (Royalty, WIllians & Fantino, 1987).

To assess the conditioned reinforcing effect of a stimulus,
anot her procedure often utilized involves presenting that
stimulus contingent upon responding in the absence of primary

reinforcenent. This "extinction respondi ng" approach (cf.
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Bugel ski, 1938) results in a brief period of responding where the
conditioned reinforcer is produced, followed by a typi cal
extinction curve (cf. WIlianms, 1994).

Procedures that address the role of conditioned
rei nforcenent, however, typically do not accurately el ucidate
potential conditioned reinforcers because the discrimnative and
reinforcing functions of the stinmulus are confounded. The extent
to which a stinmulus functions as a conditioned reinforcer depends
on the correl ation between that stinmulus and a primry, or
backup, reinforcer. Because the extinction-respondi ng procedure
removes the backup reinforcer the conditioned reinforcer is
weakened to the point that it no | onger maintains behavior.
Al t hough chai ned schedul es arrange for the re-pairing of the
primary and conditioned reinforcer, responding is maintained
jointly by both the primary and conditioned reinforcers. The
response that produces the conditioned reinforcer also is
necessary to produce the primary reinforcer. Due to these
concerns, the observing procedure is the nost frequently used
nmet hod to address the contribution of conditioned reinforcenment
al one to response mai nt enance.
(bservi ng Responses
Unlike the situation in other procedures which arrange for

condi tioned reinforcenent, an observing response is not necessary

to produce the primary reinforcer, and the conditioned reinforcer
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is re-paired intermttently with the primary reinforcer. In
Wckoff's (1952) procedure, pigeons stood on a pedal to produce
discrimnative stimuli correlated with a nultiple fixed-interva
(FI') extinction (EXT) schedul e.
| f no responding occurred on the pedal, the schedul e remained a
m xed schedule--i.e., the stinmuli correlated wwth FI and EXT
remai ned the same. Wckoff (1952) terned the pedal - pressing
behavi or "observi ng responses” because the sol e consequence of a
pedal - press response was the production of discrimnative
stimuli, hence respondi ng mai ntai ned by "observing" the nultiple
schedul e conmponents.

Est abl i shing observi ng behavi or involves prelimnary
training (follow ng magazine training) with a multiple schedul e
of reinforcenent. The nultiple schedule then is changed to a
m xed schedul e, and brief presentations of the discrimnative
stimuli formerly correlated with the nmultiple schedul e are nmade
contingent on responding to anot her operandum

Most investigations of observing responses involve nultiple
schedul es that include an extinction conponent. In such
procedur es nai nt enance of observing behavi or, and perhaps al so
acqui sition, may be inpeded by the aversiveness of the stinulus
correlated with extinction (Fantino, 1977; Gollub, 1977). Bowe
and Di nsnoor (1983) investigated the sources of control in

mai nt ai ni ng observi ng behavi or using two perch operanda. The
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observing response that produced either S+ or S (Exp. 1),
dependi ng on whi ch conponent of a m xed VI EXT schedule was in
effect. 1In accordance with the findings of Dinsnmoor, Mieller,
Martin and Bowe (1982), S+ was produced nore frequently than S-.
When an observi ng response produced S- the subject inmediately
stepped off the perch, whereas when S+ was produced the perch was
continuously depressed, suggesting that S functioned to punish
observing. These results denonstrated that the production of the
S+ is responsible primarily for the naintenance of observing, and
suggest that variables that affect the discrimnative and
reinforcing functions of the S+ (e.g. reinforcenent rate in the
presence of the stinmulus) may affect observing behavior.

To investigate the effects of both different reinforcenent
rates and conponent durations correlated with the S+ on
observing, Branch (1973) varied randomratio (RR) schedul e
requi renents from50 to 400 and conponent durations from1.25 to
320 s. Only the extrenme conditions, where the conponent duration
was 1.25 s or the condition in which the RR val ue was 400,

di m ni shed observing responses. Branch's findings suggest that
nei t her conponent duration nor schedule value "is a strong
determ nant of observing"” (1973, p. 417).

Bot h key pecking (Branch, 1970; Branch, 1973; Kelleher et

al ., 1962) and treadl e-pressing (D nsnoor et al., 1982) have

served as observing responses. In the majority of observing
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response procedures, the focus has been on the variabl es
mai nt ai ni ng the behavior and not on how t he behavior is
established. O the studies described above, only D nsnoor et
al. (1982) were concerned with the acquisition of observing. The
procedure was simlar to that used by Bowe and D nsnoor (1983),
in that perches also were used as the observing operanda.
Al t hough respondi ng on the perches was not explicitly trained,
t he perches were avail able during all phases of the experinent,
i ncl udi ng baseline conditions. To determ ne which of the two
perches woul d serve as the observing operandum the experinenters
sel ected the perch stood on the | east during baseline. The
anount of responding on the perches prior to a contingency
suggests that responses were perhaps inevitable due to their size
(14 cmlong, with a gap of only 1.7 cm between them and | ocation
relative to the hopper (5.5 cmfromthe work panel and 3.2 cm
fromthe floor). Wen the contingency between respondi ng and
condi tioned reinforcenent production was effected, npbst observing
occurred during the positive stinmulus (S+). Thus "acquisition"
in this context nore accurately refers to the establishnent of
control by the contingency, or of differential responding between
the two operanda.
Response Acquisition Wth Conditioned Rei nforcenent

The above data suggest that stinmuli correlated with

rei nforcenent generally function simlarly to primary
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reinforcenent in terns of their effects on response mai ntenance.
Primary reinforcement is used to establish new behavior. Stimuli
correlated with primary reinforcenment also m ght be effective in
est abl i shi ng new behavi or, |ending support to the earlier
suggestion of functional simlarities between prinmary and
condi ti oned reinforcemnent.

Second- order autoshaping is a case of response acquisition
with conditioned reinforcenent in that intermttent re-pairing of
t he second-order CS with either the US or with the first-order CS
(if it also is occasionally paired with the US) increases
respondi ng not previously emtted (see Rashotte, 1981, for a
review). Patterson and Wnokur (1973) repeatedly paired a tone
with food for pigeons, after which the tone was utilized as a US
i n an autoshapi ng preparati on, where the US i medi ately foll owed
a presentation of a lit key. Key pecking was established, yet
soon fell to zero levels due to the absence of the prinmary
reinforcer. 1In essence, the 5-s tone used by Patterson and
W nokur (1973) served as a first-order CS which did not elicit a
di screte response. However, when paired with a keylight, the
tone effectively functioned as a second-order CS capabl e of
eliciting the unconditional response--pecking. Rashotte, Giffin
and Sisk (1977) also denonstrated that contiguous pairing of a CS
with a second, neutral, stinmulus (keylight) resulted in a second-

order CS that elicited key pecking.
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Operant response acquisition with conditioned reinforcenent
has received only limted analysis. Zi merman (1957) used a
buzzer to establish |ever-pressing in rats after several sessions
where the buzzer was paired with water delivery. Training
i ncluded gradually increasing the intermttence with which the
buzzer and primary reinforcer were paired, yet each water
delivery was preceded by the buzzer. Due to this intermttent
pairing procedure, lever-pressing first was established (with
CRF), then nmaintained at low | evels without a primary reinforcer
as a consequence (i.e., with the buzzer as the consequence for
responding). In this procedure, an operant was established and
mai ntained in a manner simlar to that which occurs in chained
schedul es. However, as in the extinction-respondi ng approach to
assessing the effectiveness of a conditioned reinforcer,
Zi mmerman' s procedure did not include further re-pairing of the
primary and secondary reinforcer. Hence, the buzzer was no
|l onger a reinforcer; it merely was in the process of functioning
as a discrimnative stinmulus for not responding on the |ever.
The response mai ntenance reported by Zi nrernman was the decreasing
response rate occurring during this transition.

Statenent of Problem

Response acquisition in the absence of explicit training

occurs under a variety of conditions where primary reinforcenent

i s enpl oyed, either when such reinforcenent is i mediate or
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del ayed (Lattal & G eeson, 1990). Conditioned reinforcenent has
been suggested to determ ne response mai ntenance in chai ned
schedul es (Royalty, WIllianms & Fantino, 1987; Collub, 1977;
Fantino, 1977) and observing procedures (e.g., Wckoff, 1952).
Acqui sition of either respondents or operants with conditioned
rei nforcenent has been investigated only infrequently (Rashotte,
1982; Rashotte, et al., 1977, Patterson & Wnokur, 1973;

Zi mmer man, 1957). The present study used an observing procedure
to exam ne response acquisition with unsignal ed, del ayed
condi ti oned reinforcenent.
Met hod

Subj ect s

Six mal e Wiite Carneau pigeons maintained at 75% of ad
i bitum wei ght served as subjects. Two subjects (2907 and 3987)
wer e exposed previously to a variety of drug discrimnation
procedures. The other 4 were experinentally naive. Each was
housed individually with free access to water and health grit.
Appar at us

A two- key pi geon operant chanber with a work area of 32.5 cm
X 31 cm X 38 cmwas used. The chanber was housed in a 34 cm X 61
cm X 40 cm sound-attenuating enclosure, with a ventilation fan
that al so hel ped to mask additional extraneous noise. Only the
right response key, requiring approximately 0.15 N to operate,

was used. The 2 cmdianmeter key was |ocated 26 cmfromthe floor
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of the chanber and 9 cmfromthe right wall and could be
transillum nated white, red or green. A response lever, 5 cmin
wi dth, protruded 2 cmfromthe work panel and was | ocated 8 cm
fromthe floor and 6 cmleft of the hopper. During observing
conditions, an L-shaped treadle, which required approxi mately .25
N to operate, was suspended fromthe response |ever. The treadle
was 5 cmwi de at the lever and widened to 7 cmat the foot. The
foot of the treadle was 7 cm w de and protruded 5 cmfromthe
base. Wen in place, the treadle foot was approximately 2 cm
fromthe floor of the chanmber. Reinforcenent was 3-s access to a
sol enoi d- oper at ed hopper which was raised into a5 cmX5 cm
aperture centered on the work panel 11 cmfromthe fl oor.

CGeneral illumnation (except for the duration of reinforcenent)
was provided at all tinmes by a 4 cm X 4 cm housel i ght whose
center was 6 cmfromthe right wall and 5.5 cmfromthe floor. A
Tandy 1000ex conputer operated with Med-PC® software was used to
program contingenci es and record experinental events. A

curul ative recorder (Gerbrands nodel C3) recorded treadle
presses, food deliveries and discrimnative stimuli

presentations. Both the conputer and cunul ative recorder were

| ocated in an adj acent room

Procedure

Pretraini ng

Each of the 4 experinentally naive pigeons was nmagazi ne
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trained until it reliably approached and ate fromthe food hopper
i medi ately following its presentation. For the renmainder of the
experiment, sessions were conducted 7 days a week. Follow ng the
conpl eti on of nagazine training, the key was transillum nated
green and key pecking was established with each subject by the
differential reinforcement of successive approximations. A
session then was conducted which arranged for 5 reinforcer
deliveries each on FR1, FR 3, FR 5, FR 10 and FR 15. At | east
one session each then was conducted using a VI 15-s, VI 30-s and
VI 60-s schedule. Pigeons 2907 and 3987 were introduced to the
chanmber with the termnal VI 60-s schedule in effect.

Mul ti pl e Schedul e Trai ni ng

A multiple (mult) VI 60-s extinction (EXT) schedul e of
rei nforcenent was effected followi ng the final session of
pretraining. The response key was transillum nated green and
red, respectively, when the VI schedule and EXT were in effect.
The nmul ti pl e schedul e conponents were schedul ed randomy with the
constraint that neither VI nor EXT conponents occurred nore than
3 tinmes in succession. Unless indicated otherw se, each
conponent | asted 80 s and sessions ended after 60 conponents (30
VI and 30 EXT). The VI conponent interval val ues were sel ected
with replacenment froma list of 20 intervals generated using the
progressi on descri bed by Fl eshler and Hof fman (1962). This

condition remained in effect until response rates were judged



18
stabl e by visual inspection and a discrimnation ratio of .95 was
observed in the | ast 3 consecutive sessions, where the
discrimnation ratio =

Responses in Vi
Responses in VI + Responses in EXT.

Due to tinme constraints, the m xed schedule was effected for

Pi geon 5382 al though a discrimnation rati o was not reached
after 33 sessions of nultiple schedule training. The percentage
Pi geon 5382's responses that occurred during the VI schedul e
typically was between 79 to 85%

Bet ween Subj ect Conpari sons

The nunber of sessions conducted for each condition and the
sequence of conditions for each subject are summarized in Table
1. There were two conditions for between subject conparisons:
response acquisition with del ayed rei nforcenment (observing
condition) and extinction (no-observing condition), which are
descri bed below. Three subjects were exposed first to the
observing condition (Pigeons 5378, 5970 and 5984) and three
(Pi geons 2907, 3987, and 5382) to extinction first.

In the observing condition, the multiple VI60-s EXT schedul e
descri bed above was changed to a m xed (m x) VI60-s EXT schedul e,
with the key transillum nated white during both conponents.

Si mul t aneously, the treadle was introduced into the chanber. 1In
this and all subsequent conditions involving the treadle, both

treadl e presses and treadl e rel eases were recorded. Treadle



Table 1
Sequence of Experinental Conditions and Nunber of Sessions for

Each Subj ect

Schedul e Condi tion Nunmber of

Subj ect Key Treadl e Sessi ons
2907 VI 60 s - 2
Mult VI 60 s EXT - 20
Mx VI 60 s EXT EXT with COD 34
bservi ng 26
EXT with COD 14
bser vi ng 5
3987 VI 60 s - 3
Mult VI 60 s EXT - 18
Mx VI 60 s EXT EXT with COD 22
bser vi ng 17
EXT with COD 23
5382 VI 15 s - 2
VI 30 s - 2
VI 60 s - 5
Mult VI 60 s EXT - 33
Mx VI 60 s EXT EXT with COD 26
EXT wi t hout COD 15
bser vi ng 10
5378 VI 15 s - 2
VI 30 s - 2
VI 60 s - 5
Mult VI 60 s EXT - 20
Mx VI 60 EXT Cbservi ng 10
EXT wi t hout COD 30
EXT with COD 48
Qbser vi ng 31
EXT with COD 8
5970 VI 15 s - 4
VI 30 s - 4
VI 60 s - 3
Mult VI 60 s EXT - 16
Mx VI 60 s EXT bser vi ng 15
EXT wi t hout COD 24
EXT with COD 33

Qbser vi ng 19



Table 1 (continued)
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Schedul e Condi tion Nunber of
Subj ect Key Treadl e Sessi ons
5984 VI 15 s - 2
VI 30 s - 1
VI 60 s - 6
Mult VI 60 s EXT - 20
Mx VI 60 s EXT Qbser vi ng 19
EXT with COD 19
EXT wi t hout COD 32
Cbservi ng 26
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rel ease constituted the response, and treadl e onsets produced no
consequences. In the observing condition, each treadle rel ease
initiated a 10-s unsignal ed, resetting delay; hence a tandem FR 1
DRO 10-s schedul e was effected on the treadl e operandum \When
the delay interval ended, the keylight was changed fromwhite to
green if the VI conponent was in effect; if EXT was in effect
foll owi ng the delay, then no stinulus change occurred. The green
di scrimnative stimulus remained on the key for 10 s, after which
the key again was transillum nated white. During the 10-s
conditioned reinforcer presentation, however, the m xed stinmul us
was reinstated with the onset of an EXT conponent.

The EXT conponents in the initial session of the observing
condition were shortened to 8 s to increase the |ikelihood that
the first response on the treadl e produced a consequence.
Beginning with the second session, EXT conponents again were 80 s
in duration. At |least 10 sessions of the observing condition
wer e conduct ed.

In the no-observing condition, treadle rel eases produced no
consequences. All other aspects of the procedure were the sane
as the observing condition. At |east 10 sessions were conduct ed.

In both conditions, a 3-s changeover delay (COD) prevented
food deliveries fromoccurring contiguously with a treadle press.
The first peck followng a treadle release initiated the COD,

irrespective of the next schedul ed food delivery. A response on
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the food key could only produce the next food delivery follow ng
the conpletion of the CODif a treadle press had occurred since
t he | ast peck.

Wt hin Subject Conparisons

The two conditions described above subsequently were
reversed for each subject. Thus, the observing contingency was
removed for Pigeons 5378, 5970 and 5984, and was i npl enented for
Pi geons 2907, 3987 and 5382. The conditions then were reversed
agai n, except for Pigeon 5382, whose rates of treadling fell to
near-zero rates and did not recover.

A treadl e rel ease produced two consequences: the initiation
of the COD with the next key peck, and the initiation of the 10-s
delay to conditioned reinforcenent. Because these events were
produced by a treadle release only, it was for this reason that
both presses and rel eases were recorded to determ ne treadl e
press durations, which potentially could affect the scheduling of
experinmental events. For exanple, if treadle press durations
were relatively long, then schedul ed events could occur while the
treadl e was depressed, because only the release of the treadle
produced consequences.

An error occurred during the first reversal in the condition
wi t hout the observing contingency, during which the COD did not
function. Performance was stabilized before reinstating the COD.

Pi geons 5378, 5970, 5984 and 5382 received the no-observing
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condition with and wi thout the 3-s COD.
Resul ts

Rat es of key pecking in both conponents of the nmultiple and
m xed VI EXT schedul es during each condition are shown in Figure
1. Pecks to the food key were rel atively constant across
conditions. Response rates decreased for Pigeon 3987 with the
i ntroduction of the m xed schedule, and continued to decrease for
t he remai nder of the experinment. Wen the introduction of the
m xed schedul e was acconpani ed by extinction on the treadle, key
peck response rates were equal in both conponents, as the right
graphs of Figure 1 (Pigeons 2907, 3987, and 5382) illustrate.
However, when the observing condition was in effect and the m xed
schedule initially was introduced, VI response rates were higher
t han those during EXT, as can be seen with Pigeons 5378, 5970 and
5984 in the left graphs of Figure 1
Treadl e Press Response
Bet ween Subj ect Conpari sons

For the three subjects that received the observing condition
with the introduction of the m xed schedul e (Pi geons 5378, 5970
and 5984), the observing contingency generated treadl e pressing
at | evels conparable to those occurring in the absence of a
contingency for treadl e pressing (Pigeons 2907, 3987 and 5382).
In summary, the data in Figures 2 (treadle rel eases per session)

and 3 (treadle releases per mnute) show that treadl e presses
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wer e established and mai ntai ned when the observing contingency
was in effect. However, responses on the treadle also were
establ i shed and naintai ned at equivalent rates in the absence of
t he observing contingency, although there is sone evidence that
treadl e pressing eventually was reduced in extinction conditions.

The nunber of treadle presses emtted during the initial 10
sessions in which the treadl e was available with (Pigeons 5378,
5970, 5984) or without (Pigeons 2907, 3987, 5382) the observing
contingency were conpared to determine if treadling in these two
conditions differed significantly. The data were pool ed across
subj ects to give 30 scores for each condition. A main effect of
condition was not significant via a repeated neasures ANOVA, F(2,
59) = 1.39, p = .227.

Wt hin Subject Conparisons

The total nunber of treadle rel eases during each of the
first and | ast ten sessions of each condition is shown in Figure
2 wth different scales of the y-axis for each subject.
Treadl i ng was established and mai ntai ned for each pigeon during
the first 10 sessions in which the treadl e-press response was
avai | abl e.

When the observing condition replaced extinction, treadle
pressing generally was unaffected for Pigeon 5382, and a snal
ef fect was evident for Pigeons 2907 and 3987. For these two

subj ects, the observing contingency increased treadling in the
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| ast 10 sessions across all conditions in which the treadle was in place. The
filled and open circles represent treadle rates during the VI and EXT
conponents, respectively. Solid vertical |ines denote condition changes.

Data to the left of the vertical dashed Iines are those rates that occurred in
the first 10 sessions, and data to the right of the dashed |lines are response
rates in the final 10 sessions of the condition. Each data point represents

t he nunber of treadle releases in a conponent divided by the total tine in
that conponent. VI rates were adjusted for food delivery tine.
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final 10 sessions relative to performance in the no-observing
condition. For Pigeons 5378, 5970 and 5984, the nunber of
treadl e presses was changed by the renoval of the observing
contingency. This nunber increased for Pigeon 5970 and decreased
for Pigeons 5378 and 5984. Wth the reinstatenent of the
observing condition, treadle presses per session increased for
Pi geons 5378 and 5970, although treadl e presses renai ned
relatively high for Pigeon 5378 when the observing contingency
was renoved.

Treadl e rel eases per mnute during each conponent of the
m xed schedule in the first and | ast 10 sessions of each
condition are shown in Figure 3. Different scales were used for
each subject. Cenerally, treadle rates were higher when the
extinction conmponent of the m xed VI EXT food schedule was in
effect, although there were no programred consequences for
treadl e presses that occurred in the extinction conponent.

Cumul ative treadl e presses are shown in Figure 4 as a
function of consecutive seconds of session tinme across the first
10 sessions of either the observing (Pigeons 5378, 5970 and 5984)
or no observing (Pigeons 2907, 3987 and 5382) condition. Note
that the scale for Pigeon 5970 is higher than in the other
graphs. In addition, the tinmes that experinental events
occurred, as recorded by a conputer, were lost for the fourth

session for Pigeon 5970. The slopes of the functions for the
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subj ects first exposed to the observing condition do not differ
systematically fromthose in the EXT colum, although the
function for Pigeon 5382 shows relatively |ess accel erati on.
Treadl e Press Duration

Treadl e pressing occurred in the absence of a contingency;
therefore, as discussed previously, treadle press durations were
exam ned. A duration was defined as the tine in seconds between
a treadle press and a treadl e rel ease. Programmed events, as
wel | as key pecking, potentially could occur during relatively
| ong durations, because treadl e onsets produced no consequences.

Treadl e press durations across the first 10 sessions are
shown for each subject in Figure 5. The x-axis scales differ
because each subject emtted a different nunber of treadle
presses during the first 10 sessions. Mst durations were |ess
than 5 s; however, the range included durations of less than 1 s
to durations exceeding 2 mnutes.

Anal yses were undertaken to denonstrate the potenti al
adventitious delivery of food after a treadl e onset, but before a
treadl e rel ease, and to determ ne whether subjects could stand on
the treadle at one side of the work panel and reach the food key
simul taneously. To deternmine the tenporal contiguities between
stepping on the treadle (treadl e onsets) and progranmed events,
del ays between onsets and both food deliveries and conditioned

reinforcer deliveries were obtained.
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In Figure 6, cunulative treadle press duration is plotted as
a function of tinme for Pigeon 2907 during the first session in
which the treadle was in place. The vertical lines indicate food
deliveries, and the asterisks mark those food deliveries that
occurred during a treadle press. In Figure 7 the total nunber of
treadl e presses during each session are shown as a function of
t he nunber of food deliveries that were delivered during the
session while the treadl e was depressed. As in Figure 5, due to
the variability in the nunber of treadle presses, different
scal es were used. The data display a general increasing trend in
treadl e presses as the nunmber of food deliveries while the
subj ect stood on the treadle increased for Pigeons 3987 and 5970.

The frequencies of all obtained delays fromtreadl e onsets
to food deliveries are shown in Figures 8 and 9. The nedi an
nunber of del ays between onsets and food were greater than 10 s.
I n accordance with the programmed COD, the m ni mrum del ay between
a treadle onset and a food delivery would be the treadl e press
duration plus the 3-s COD. However, with 5 out of 6 subjects, a
food delivery occurred less than 3 s following a treadle onset in
conditions in which the COD was in effect.

Simlarly, during the observing condition, the m ninmum del ay
between a treadl e onset and the presentation of S+ was the
treadl e press duration plus the 10-s resetting delay. The

frequenci es of obtai ned del ays between onsets and S+
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presentations are displayed in Figure 10. The nedi an of obtai ned
del ays for all Pigeons was between 10-12 s. In general, subjects
stepped on the treadle, held it down for 0-2 s, stepped off of
the treadle, and 10 s later the S+ was presented. However, the
absol ute range included delays less than 1 s. Under these
ci rcunst ances, the subject stepped on the treadle, stepped off of
the treadle, and (before the S+ presentation) stepped on the
treadl e again. Because only treadle offsets reset the 10-s
del ay, these onsets produced no consequences, and the conditioned
rei nforcer could be delivered contiguously with an onset.

Rel atively short del ays between onsets and conditioned
rei nforcenent occurred nost frequently with Pigeons 2907, 3987,
5970 and 5984.
Di scussi on

Treadl e- pressing was established equally in the presence and
absence of the observing contingency. The results of the present
study therefore cannot be taken as evidence for response
acquisition with del ayed conditioned reinforcenment and do not
extend previous findings of response acquisition with del ayed
primary reinforcenment (Critchfield & Lattal, 1993; D ckinson, et
al ., 1992; Lattal & G eeson, 1990; Lattal & Metzger, 1994; Lattal
& Wllianms, 1997; WIlkenfield, et al., 1992; WIllians, 1996) to
del ayed conditioned reinforcement. Several features of the

current procedure potentially contributed to the failure to
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extend these findings to response acquisition with del ayed
conditioned reinforcenent. |In addition to the del ayed
condi tioned reinforcenent arranged by the observing contingency,
ot her potential sources of reinforcenent of treadle pressing
occurred in all conditions. Treadle |ocation, the alternation of
schedul e conmponents, the observing procedure as a choice
procedure, and the effectiveness of the S+ as a conditioned
reinforcer also will be examned in the follow ng sections to
assess the low rates of treadling in the observing condition.
Unschedul ed Consequences of Treadling
Short Delays to Conditioned Reinforcenent

The observing contingency arranged for the delivery of
conditioned reinforcenent followng a 10-s resetting delay. The
delay was initiated by the release of the treadle, or treadle
of fset. The response of stepping onto the treadle, or treadle
onset, produced no consequences. Theoretically, the 10-s del ay
could be initiated with a conplete treadle press (i.e., onset and
of fset) followed by an onset. The 10 s would continue to el apse
until either the S+ delivery or until a treadle offset. If a
subj ect stood on the treadle for at least 10 s after the del ay
had been initiated, then the S+ would be produced while the
subj ect stood on the treadle. As Figure 10 shows, obtai ned
del ays fromonsets to S+ presentati ons occasionally were short,

particularly with Pigeons 3987, 5970 and 5984. In addition, 3
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obt ai ned delays fromO0-1 s occurred for Pigeon 2907.

I nci dental ly, Pigeons 5970 and 5984 consistently made the
hi ghest nunber of treadl e presses per session, and Pigeon 3987
emtted the highest rates of treadle pressing of the 3 pigeons
exposed initially to the no-observing condition.
Short Delays to Primary Reinforcenent

Responses on the treadl e al so may have been nai nt ai ned
partly by the adventitious delivery of primary reinforcenent.
Figures 8 and 9 show that food occasionally was delivered after a
treadl e onset and before a treadle offset, indicating that key
pecks were emtted while subjects stood on the treadle. |If the
behavi or that occurs between an onset and rel ease (i.e.,
“standing on the treadle”) is conceptualized as an operant, then
t hese short obtai ned delays to food nmay have served to
adventitiously maintain “standing” on the treadle. Standing is
achieved only by stepping on the treadle; thus, a response
chain, beginning with an onset and termnating with an offset,
may have increased in frequency due to the delivery of food
during the “standing” link of the chain.
Treadl e Location

In addition to potential adventitious reinforcenment for
treadling during VI, the high rates of treadling during EXT
conmponents of the m xed schedul e may have in part been a function

of the location of the observing operandum Subjects engaged in
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panel -di rect ed behavior for nearly the entire session. This
i ncl uded “pacing” along the work panel, particularly during |ong
interreinforcenent intervals and when an EXT conponent was in
effect. The high rates of treadle pressing in the no-observing
condition, therefore, can be attributed in part to general panel-
directed activity. A treadle press therefore may be an
i nappropriate response to assess response acquisition with
del ayed conditioned rei nforcenent, at |east when placed near the
food key, because treadle presses could not be attributed to the
conti ngency al one.
Conmponent Durations and Alternation

Anot her potential source of control of the high rates of
treadl e pressing in the no-observing condition involves the
scheduling of the VI and EXT components. Each conponent | asted
for 80 s, and no nore than 3 could occur in succession. Thus, an
EXT conponent was in effect for either 80, 160 or 240 s. Treadle
pressi ng nmay have been partly controlled by the adventitious
production of the next VI conponent. This suggests that, with a
richer VI schedul e, adventitious food-schedul e production would
i ncrease, because the period of reinforcenment would be nore
easi ly discrimnable.
bservi ng Behavi or as Choi ce

The above di scussi on suggests that perhaps the observing

procedure can be characterized as a choice procedure: a Findley
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concurrent multiple VI EXT mxed VI EXT, with the observing
response as the changeover response. Switching fromthe m xed
schedule to the nultiple schedule is reinforced when a relatively
hi gher rate of reinforcement is produced, or when a short del ay
to food follows. This characterization is consistent with the
findings of Branch (1970), who found a drastic reduction in
observing when a 2-s COD was i npl enented between a response on
t he observing key and food delivery.

The above observati ons provi de possi bl e explanations for the
establishment of treadle pressing without a reinforcenent
contingency for doing so. |If the observing rates obtained are
operant |evel, then, the question renmains as to why the observing
contingency was ineffective in establishing the observing
response. The absence of a clear denonstration of control by the
observing contingency also nmay be a function of the
i neffectiveness of the S+ as a conditioned reinforcer.

Ef fectiveness of S+ as a Conditioned Reinforcer
VI Rei nforcenent Rate

The rate of food delivery was arranged by a nmultiple or
m xed VI 60-s EXT schedule. Thus, on average 3-s access to grain
was produced once per mnute in the VI conponents. If a richer
VI schedul e was used during nultiple schedule training, then the
stinmulus correlated with the VI theoretically could control

relatively nore responding to produce that stimulus in the
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observing condition (Branch, 1970). Conversely, a |eaner VI
during multiple schedule training could result in a weaker
conditioned reinforcer. Although Branch (1973) denonstrated that
different RR schedul e requirenments did not affect observing, the
rate of food delivery with interval schedules may be a source of
control over observing rates. Branch (1970) showed that pigeons
observed at higher rates during VI 30-s conponents in both m xed
VI 30-s VI 120-s and m xed VI 30-s EXT schedul es.
The M xed Stinmulus as an S+

Food delivery was correlated with both nmultiple (green) and
m xed (white) stimuli. The m xed stimulus also could function as
a conditioned reinforcer, because any stimulus that can serve as
a CSwll function as a conditioned reinforcer (Fantino, 1977).
If less primary reinforcement occurred in the presence of the
green key than the white key during m xed schedul e conditions,
t hen perhaps the relative reinforcing efficacy of the green key
also was less. If the white key functioned as a nore effective
conditioned reinforcer, then the observing response that renoved
it and replaced it with a weaker reinforcer would be less |ikely.
Figures 1 and 3 show that the white key was discrimnative and/or
reinforcing for both key pecking and treadle pressing. Figure 1
shows that the introduction of the m xed schedul e did not
systematically decrease rates of pecking. Figure 3 shows that

rates of treadling generally were higher in EXT than in VI.
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Because the S- (red keylight) could not be produced, a treadle
press in EXT was not followed by a stinulus change (i.e., the
m xed stinulus remai ned on the key. This situation perhaps could
result in the m xed stinmulus acquiring aversive properties. The
di sparate treadl e rates suggest, however, that the white key did
not function as an aversive stinulus. This suggests further
that, if indeed the white key was a nore effective reinforcer,
then the S+ functioned as an S- relative to the white key,
consistent with the findings of Branch (1970), that observing is
mai nt ai ned at a higher rate by the production of a stinulus
correlated wwth a higher relative rate of reinforcement. 1In
addition to the potentially weak reinforcing potential of the
mul tiple stimulus, the presence of a | ong delay between the
response and the multiple stinulus presentation may have resulted
in a contingency that did not support response acqui sition.
The Length of the Delay to Conditioned Reinforcenent

In the present study the 10-s delay to conditioned

rei nforcenent may have inpeded acquisition. Delays of up to 64 s
have been used to establish responding with del ayed primary
rei nforcenent, and acquisition functions typically are shall ower
as the delay to primary reinforcenment increases. Response rates
mai nt ai ned by primary reinforcenent may be decreased | ess by
del ays, however, than simlar rates maintained by conditioned

rei nforcenent, although no studies have addressed this directly.
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Al t hough Royalty, et al. (1987) suggest that the rate-suppressive
effects of unsignal ed delays in chained schedul es on respondi ng
mai nt ai ned by conditioned reinforcenment are simlar to that with
primary reinforcenment, chai ned-schedul e performance i s naintained
by both primary and conditioned reinforcenment. It is possible,
therefore, that behavior mai ntained by conditioned reinforcenment
al one (e.g., observing) is weaker, in ternms of the rate-
suppressive effects of delay, than that naintained by primary
rei nf orcenent.
Magni t ude of the Conditioned Reinforcer

In addition to i medi acy and rate of reinforcenent, another
vari abl e that affects response rates is reinforcer magnitude. 1In
the present study, a 10-s change in keycolor fromwhite to green
served as the conditioned reinforcer. |If a longer duration is
conceptual i zed as a | arger nagnitude of conditioned reinforcer,
t hen perhaps |onger durations produce higher rates of observing.
A longer S+ duration also increases the likelihood that food is
delivered in the presence of the S+, thus maintaining the
ef ficacy of the conditioned reinforcer by re-pairing it with the
primary reinforcer. It therefore is conceivable that the 10-s
presentation of the green light was of insufficient duration to
establish the observing response. |n support of this notion,
sonme of the conditioned reinforcer presentations were | ess than

10 s, because the m xed stinmulus was reinstated with the onset of
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an EXT conmponent during the 10 s.

The above di scussion on the potential ineffectiveness of the
condi tioned reinforcer provides possible explanations for why
treadl e pressing during the observing condition was equal to or
| ess than responding in the absence of the contingency. As with
t he di scussion regarding the high operant |evel of treadling in
t he no-observing condition, the potential explanations for the
i neffectiveness of the putative conditioned reinforcer suggest
that the observing response may be usefully characterized as a
changeover response in a choice procedure. To produce higher
rates of switching to the multiple schedule, it may be necessary
to increase the reinforcenent rate in the VI, thus increasing the
probability that a short delay to food will follow a changeover.
It may be sufficient, however, to change the distribution of
intervals in the VI schedule to include nore relatively short
intervals to increase the likelihood that food is re-paired with
the conditioned reinforcer. 1In addition, the magnitude of the
conditioned reinforcer should be increased to a duration that
woul d ensure that food is correlated nore frequently with the
mul tiple stimulus than the m xed stinulus. Increasing the
magni tude of the conditioned reinforcer also increases the rate
of food in the presence of the multiple stinmulus, and thus the
i kelihood of a short delay to food following a swtch fromthe

m xed schedule to the nultiple schedul e.
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| mpl i cations

The acqui sition and response mnai ntenance of novel behavi or
has been denonstrated with del ayed primary reinforcenent. In
addi tion, response mai ntenance by conditioned reinforcenment has
been denonstrated under a variety of conditions (Bowe & Di nsnoor
1983; Branch, 1970; Branch, 1973; Dinsnoor, et al., 1982;
Kel | eher, et al., 1962; Kendall & G bson, 1965; Royalty, et al.
1987; Wckoff, 1952), and acquisition with conditioned
rei nforcenent has been shown in second-order autoshaping
procedures (e.g., Patterson & Wnokur, 1973; Rashotte, 1981;
Rashotte, et al., 1977). If conditioned reinforcenment functions
in the sane manner as primary reinforcenent, that is to say, the
stinmulus selects a response by increasing its frequency of
occurrence, then it follows that novel instances of behavior can
be established when the response produces del ayed conditioned
rei nforci ng consequences. However, in the present study, the
confounds di scussed render it difficult, if not inpossible, to
assess unanbi guously the contribution of the observing
contingency to the establishnment and mai nt enance of a novel
response with del ayed conditioned reinforcenent. To arrange such
an assessnent, the procedure enployed in the present study should
be nodified to ensure the tenporal and spatial separation of the
two operanda. In addition, any response on the treadl e operandum

shoul d affect the delay to conditioned reinforcenent as well as



48

the COD, such that both onsets and offsets reset the del ays.
This woul d ensure that all behavior that is necessary to the

conpl etion of the observing response is tenporally renoved from

rei nforci ng consequences.
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Appendi x

Med- Pc Program To Control Experinental Events

\ Multiple/mxed VI60 EXT schedul e

\ Wth or without observing contingency
\ 10s resetting delay, S+ produced only
\

\ a=whi ch conponent

\ b=conponent counter

\ c=conponent |i st

\ d=counts pecks during extinction

\ e=counts pecks during vi

\f=extinction conponent tinmer [f(0)] extinction conponent

duration [f(1)]

\g=vi conponent tiner

\h=session tine in mnutes (display)

\i=vi interval |ist

\j=vi interval countdown

\ k=resol ution increnent

\ | =exti ncti on conponent counter

\ mevi conponent counter

\ n=del ay tiner

\ o=counts vi observing responses

\ p=counts ext observing responses

\ q=S+ duration

\r=i ndex S+ on/off

\'s=Z array el enent

\t=realtine tinmer

\ u=i ndex whi ch conponent just ended

\v=index mult or mx [v(0)]; obs/no obs[v(1l)]; treadle
counter[(v(2)]

\counter for conditioned reinforcers presented [V(3)];

\ extinction timer [v(5)]; VI tiner [v(6)]; rates
[v(7-12)]

\ w=i ndex whi ch conponent is in operation

\ x=nunber of reinforcers delivered

\y=i ndex whether vi is tinmed out

\z=event markers in “real tine”

[ —

primary reinf delivery
treadl e onset

treadl e rel ease
treadl e onset (no obs)
treadl e offset (no obs)
S+ onset

S+ of f set

Exti ncti on onset

VI onset

NNN R
g b ol
I n

T o o o o o

gabhww
62
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\ O=EXT 1=V

\ random sequence of conponents

list C1,0,0,1,0,0,1,1,0,2,1,0,1,0,0,12,0,0,1,0,1,1,0,0,1,0,0, 1,0,
1,0,0,1,0,1,1,0,0,12,0,0,1,1,0,0,2,0,1,1,0,12,0,12,1,0,1,1,0,1,1

\ VI interval values

list I=

1.526", 4. 685", 8. 020", 11. 551", 15. 304", 19. 307", 23. 596", 28. 216"

33. 222", 38.684",44. 694", 51. 375", 58. 894", 67. 495", 77. 542", 89. 623",
104. 784", 125. 171", 156. 566", 239. 744"

~hop=1
Arkey=3
Ngkey=7
"key=6
"house=4
di m z=5000
dimf=2
dimv=12
\ checks for 3 consecutive VI or EXT conponents \

s.s. 1, \ selects conponent fromrandom array \
s1,

#start:on “house; z1--->s2
s2,

#z1: randd a=C, setf(0)=0;set g=0;setb=b+1;if b>=60 [ @nd, @O]

@nd: - - ->s4
@o: - -->s3

s3,

.025": if a=0 [ @XT, @]

@XT:set |=l+1; if |1>3 [ @hange, @hkcond]
@hange: ifv(0)=0 [@rul t, @n X]
@rul t : on~gkey; set w=1l; setl=0; seta=1;

z23;25--->s2
@n x: on”wkey; setw=l; setl=0; seta=1;
z23;25--->s2

@hkcond: if v(0)=0 [@ult, @n X]
@ml t: of frgkey; on”rkey;
setw=0; z2; z4--->s2
@n x: of frgkey; on"wkey; setw=0;
22;,z4--->s2
@/1: set nmemtl; if nmp3 [ @hange, @hkcond]
@hange: ifv(0)=0 [ @ult, @n X]
@rul t : on”*r key; set w=0; set n=0; set a=0;

22, 24--->s2
@n x: on*wkey; setw=0; setnr0; seta=0;
22, 24--->s2

@hkcond: if v(0)=0 [@rul t, @n X]
@rul t: off~rkey; on”“gkey; setw=1;
z23;25--->s2
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@n x: on“wkey; setw=1; z3; z5--->s2

s4, \ session-end cal cul ations \
.025": setv(7)=d/v(5)*60;setv(8)=e/(v(6)-(x*3))*60;

setv(9)=0/(v(6)-(x*3))*60;
setv(10)= p/v(5)*60;setv(1ll)=(o+p)/(Vv(5)+v(6));
showll, exrate, v(7);
showl2, virate, v(8); showl3, viobrt,v(9);
showl4, exobrt, v(10);
showl5, obrate, v(11)--->stopabort

S.Ss. 2, \ controls extinction conponent \
s1,

#z2:setz(s)=t+. 4; adds; set z(s) =-987. 987--->s2
s2,

.01":if w=0 [ @xtyes, @xtno]
@xtyes: --->s3
@xt no: --->s1

s3,
#rl: set d=d+1; showl, EXTpek, d--->s2
#23:--->s1
s.s. 3, \ VI conponent (responses) \
si,
#z3:set z(s) =t +. 5; adds; set z(s) =-987. 987- - - >s2
s2,
01" i f w=l [ @iyes, @ino]
@iyes:--->s3
@ino: --->s1
s3,

#rl. set e=e+l; show2, Vlpeck,e; if y=1 [ @etup, @otyet]
@et up: --->s4
@otyet:--->s2
#z2:--->s1
#r3: ifv(1l)=1 [ @bs, @oobs]
@bs: set n=10; z9- - - >s8
@oobs: - - - >sx
s4,
.01":if v(0)=0 [ @ult, @n x]
@rul t:set z(s)=(t+.1); adds;set z(s)=-987.987,
of f *house, "gkey; on”hop; set x=x+1; show3, VI sr+,
X--->85
@nx: if r=1 [ @ngkey, @nwkey]
@ngkey: set z(s)=(t+.1); adds; setz(s)=-987.987,
of f *house, "gkey; n”hop; set x=x+1;show3, VI sr+,
X--->87
@nwkey: set z(s)=(t+.1); adds; setz(s)=-987.987;
of f *house, *wkey; on*hop; set x=x+1; show3, VI sr +,



X--->S6
S5,
3": if r=1 [ @pl us, @heck]
@pl us: of f *hop; on*house, "gkey; set y=0; set u=0; z3--->s2
@heck:if v(0)=0[ @mult, @n X]
@rul t: of f *hop; on*house; i fw=1 [ @nvi, @ next ]
@ nvi : on~gkey; set y=0; set u=0; z3--->s2
@ next : on"rkey; sety=0; set u=1--->s1l
@i X
of f *hop; on*house, *wkey; set y=0; set u=0; z3- - - >s2
S6,
3":of f*hop;if r=1 [ @reen, @hite]
@r een: on*house, *gkey; set y=0;set u=0;z3--->s2
@hi t e: on*house, *wkey; set y=0; set u=0;z3--->s2
s7,
3":of f*hop;if r=1 [ @reen, @hite]
@r een: on"house; on*gkey; set y=0; set u=0; z3- - - >s3
@hi t e: on*house; on*wkey; set y=0; set u=0; z3- - - >s3

S8, \ start COD\
#r 1. adde; show2, vi peck, e--->s9
#r3:if w=1 [@nvi, @ next]
@nvi : setn=10; z9- - - >sXx
@next:--->s1
s9,
3":setz(s)=t+.6;adds; setz(s)=-987.987--->s3
#rl.if w=1 [@nvi, @next]
@ nvi : adde; show2, vi peck, e--->sx
@ next : addd; showl, ext pek, d- - - >sx
#r2:setz(s)=t+.15; adds; set z(s) =-987. 987--->s8
#r3: setz(s)=t+. 2; adds; set z(s)=-987. 987; set n=10; z9- - - >s8

S.S. 4, \ extinction tiner \
sl,

#z4: --->82
s2,

1":addv(5); showo, exttine, v(5); addf (0);
if f(0)>=f(1) [ @hkcon, @t ay]
@hkcon:if v(0)=0 [ @ul t go, @n xgo]
@rul t go: of f *r key; set u=0;
z1--->s1
@n xgo: set u=0;zl1l--->sl1
@tay: --->sx

S.s.5, \ VI conponent timer \
si,
#25:--->s2

56
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s2,
1":addv(6); showlO, vitine,v(6);setg=g+1;ifg>=80 [ @hkcon, @t ay]
@hkcon: if v(0)=0 [ @rultgo, @n xgo]
@rul t go: of f *"gkey; setu=1; z1--->s1
@ xgo: set u=1;z1--->s1

@t ay: - -->sXx
S.S. 6, \ set up VI Sr+ \
s1,
#23.--->s2
s2,
.025":sub j;if w=1 [ @ount, @ot Vi ]
@ount:if j<=0 [ @Getup, @wait]
@etup:sety=1;randd j=I--->s1
@ait:--->sx
@otvi:--->s1
S.S.7, \ session tiner (in mnutes) \
s1,
#istart:--->s2
s2,
1": addk; set h=k/60; show4, T tine, h--->sx
S.S. 8,
sl, \ k-pulse input to control condition \
#k1: setv(0)=0;setf(1)=80--->s2 \mul t
#k2: setv(0)=1;setf(1)=80--->s2 \'m x+no observi ng
#k3: setv(0)=1;setv(1l)=1;setf(1)=80--->s2 \'m x+observi ng
#k4:setv(0)=1;setf(1)=8--->s2 \' m x+obser vi ng,
\'short EXT
s2, \if mx, then set up observing contingency\
.025": if v(0)=0 [@mult, @n X]
@rult:--->s1
@ Xx: z6--->s1
S.s.9, \ to observe or not to observe \
si,
#29:--->s4
#z6:1f v(1)=1 [ @bserve, @ot obs]
@bserve: --->s3
@ot obs: z7--->sx
s3,

#r2: set z(s)=t+.15;adds;setz(s)=-987.987--->sx

#r3: set z(s)=(t+. 2);adds;setz(s)=-987.987;if w=1 [ @i, @xt]
@i : set o=o0+1; showb, vi Ro, 0;
set n=10--->s4
@xt:set p=p+l; showo, ext Ro,



58

p- - - >SX
s4,
1":sub n; ifn<=0 [ @heck, @t ay]
@heck:if w=1 [ @bserv, @n X]
@bserv: setr=1; of f *wkey; on*gkey; set z(s) =t +. 3; adds;
setz(s)=-987.987; set Q=0; addv(3); shows, condsr,
v(3); z8--->s1
@n x:--->s3
@tay: --->sx
#r2: setz(s)=t+.15;adds; setz(s)=-987.987--->sx
#r 3: if r=1 [ @+on, @ ecord]
@+ton:if w=1 [@i, @xt]
@i --->sx
@xt:--->s3
@ecord:if w=l [ @i, @xt]
@i :set z(s)=(t+.2);adds; set
Qbserving Wth Delay 52
z(s)=-987.987; addo; showb,
Vi Ro, 0; set n=10- - - >sX
@xt:setz(s)=t+. 2; adds; setz(s)
=-987. 987; addp; showe, ext Ro,
p--->s3
s.s. 10, \ session and “nmarker array” tinmer \
si,
#start:--->s2
s2,
.025": add t--->sx
s.s.11, \ m xed schedul e + no observing \
si,
#z7:--->s2
s2

’#r2:setz(s)=t+.24;adds;setz(s)=-987.987--->sx
#r3:add v(2);show7,treadl e,v(2); setz(s)=t+.25; adds; setz(s)
=-987. 987- - - >sX

S.s.12, \ checks for observing response during s+ duration \
si,

#28:--->s2
s2,

1":addQif w=0 [ @ndro, @ont]
@ndro: setr=0; z6--->s1
@ont:if Q<10 [ @ount, @one]
@ount: - - - >sX
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@lone: set r=0; of f *gkey; on*wkey; setz(s)=
t +. 35; adds; set z(s) =-987.987; z6--->s1
#r2:setz(s)=t+.15; adds; setz(s)=-987. 987--->sx
#r 3: addo; shows, viro, o; set z(s) =t +. 2; adds; set z(s) =-987. 987,
set n=10; z9- - - >sX
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Abst ract
Si x pigeons were trained to key peck for 3-s access to m xed
grain on a multiple variable-interval 60-s extinction schedul e.
The schedul e then was changed to a m xed variabl e-interval 60-s
extinction schedule. Sinultaneously, a treadle was introduced
into the chanber. For 3 pigeons, the stinulus correl ated
previously with the variabl e-interval schedule could be produced
by treadle pressing (i.e., an observing response) on a tandem
fixed-ratio 1 differential -reinforcenent-of-other-behavior 10-s
schedule. For the other 3 pigeons, no contingency was
i npl enented for treadle pressing. Treadle pressing was
established equally in the presence and absence of the observing
contingency. The results did not extend previous findings on
response acquisition with del ayed reinforcenment to del ayed
conditioned reinforcenent. Several aspects of the observing
procedure are discussed, including the rate of food

rei nforcenent, delays to food, and schedul e preference.
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