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Abstract: Simulations can reduce the time and cost to develop and deploy advanced technologies and
enable their rapid scale-up for fossil fuel-based energy systems. However, to ensure their usefulness
in practice, the credibility of the simulations needs to be established with uncertainty quantification
(UQ) methods. The National Energy Technology Laboratory (NETL) has been applying non-intrusive
UQ methodologies to categorize and quantify uncertainties in computational fluid dynamics (CFD)
simulations of gas-solid multiphase flows. To reduce the computational cost associated with gas-solid
flow simulations required for UQ analysis, techniques commonly used in the area of artificial
intelligence (AI) and data mining are used to construct smart proxy models, which can reduce the
computational cost of conducting large numbers of multiphase CFD simulations. The feasibility of
using AI and machine learning to construct a smart proxy for a gas-solid multiphase flow has been
investigated by looking at the flow and particle behavior in a non-reacting rectangular fluidized bed.
The NETL’s in house multiphase solver, Multiphase Flow with Interphase eXchanges (MFiX), was
used to generate simulation data for the rectangular fluidized bed. The artificial neural network (ANN)
was used to construct a CFD smart proxy, which is able to reproduce the CFD results with reasonable
error (about 10%). Several blind cases were used to validate this technology. The results show a good
agreement with CFD runs while the approach is less computationally expensive. The developed
model can be used to generate the time averaged results of any given fluidized bed with the same
geometry with different inlet velocity in couple of minutes.

Keywords: fluidized bed; computational fluid dynamic; uncertainty quantification; machine learning;
artificial neural network; data-driven smart proxy

1. Introduction

Fossil fuel continues to be a reliable source of energy for power generation in the United States
and worldwide. Technologies such as chemical looping and gasification aim to reduce the carbon
emissions of fossil fuel-based power plants. Simulations can reduce the time and cost to develop
and deploy such advanced technologies and enable their rapid scale-up. Simulations can be used
to test new designs to ensure reliable operation under a variety of operating conditions. However,
to ensure their usefulness in practice, the credibility of the simulations needs to be established with
uncertainty quantification (UQ) methods. To this end, the National Energy Technology Laboratory
(NETL) has been applying non-intrusive UQ methodologies to categorize and quantify uncertainties in
computational fluid dynamics (CFD) simulations of gas-solid multiphase flows, which are encountered
in fossil fuel-based energy systems [1–4]. Gas-solid flows are inherently highly unsteady and chaotic
flows within which sharp discontinuity can exist at the interface between the phases. The challenge in
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CFD simulation of gas-solid flows is to adequately resolve the structures that exist at different spatial
and temporal scales in an inherently transient flow. Additionally, in reacting gas-solid flow simulations,
small time-steps are needed to not only resolve the temporal scales of the flow, but also to ensure the
numerical stability of the solution. A rule of thumb for adequate spatial resolution is for the grid
spacing to be about 10 times the particle diameter [5]. The grid requirement for maintaining such a
ratio of grid size to particle diameter for smaller size particles makes such simulations computationally
costly and impractical [4]. Recent work at the NETL [4] has shown the number of simulations required
for uncertainty quantification can easily exceed dozens of simulations. The spatial and temporal
resolution requirements for multiphase flows make CFD simulations computationally expensive and
potentially beyond the reach of many design analysts.

It is clear that a paradigm shift in simulation technology is needed in order to make reacting gas-solid
flow CFD simulations with appropriate grid resolution more practical for design and optimization
purposes during design scale up. To accelerate the design and analysis process, high- fidelity surrogate
models that can capture the flow behavior of the design under consideration can be utilized. Surrogate
models are increasingly being used in design exploration, optimization, and sensitivity analysis.
Advances in big data analytics and machine learning enable creation of data-driven meta-models,
which can faithfully duplicate the behavior of the data that were used for their construction. This
new technology has been successfully applied in the upstream petroleum industry [6–9]. Smart proxy
modeling takes advantage of pattern recognition capabilities of artificial intelligence and machine
learning to build powerful tools to predict the behavior of a system with far less computational cost
compared to traditional CFD simulators.

The goal of this research project is to build a smart proxy model constructed from simulation data
generated by high-fidelity CFD models to, in effect, replace the use of computationally expensive CFD for
the design space under study for further analysis, optimization, and uncertainty quantification. The goal
of the portion of research outlined in this article is to establish proof-of- concept for the application of
this technology to computational fluid dynamics (at the cell level) and show the capabilities of smart
proxy in an up-scaled model (layer level). A smart proxy model, which is constructed from simulation
data generated by high fidelity CFD models, can in effect replace the use of computationally expensive
CFD for the design space under study and further analysis and optimization. The smart proxy can be
used to perform uncertainty quantification analysis to quantify errors and uncertainties that are inherent
in any simulation and to quantify uncertainties in the output variables that result from the uncertainties
in the input variables. The smart proxy could potentially enable the user to explore the performance of
the design well beyond the CFD simulation time window. In other words, a few hundred seconds of
CFD simulation time can be used to construct a smart proxy, which can be used to explore the design
performance of the unit after many hours of performance. The uniqueness of this approach is in:

1. Developing a unique engineering-based data preparation technology that optimizes the training of
the neural networks. This innovative technique incorporates supervised fuzzy cluster analysis to:

a. Identify the most influential parameters for the training process, and
b. Identify the optimum partitioning of the data for training, calibration, and validation.

2. Using an “ensemble-based” approach to building the smart proxy, taking advantage of multiple
neural networks and intelligent agents to accomplish the objectives of the project.

The idea of using smart proxy and artificial intelligence (AI) in fluid mechanics goes back
decades, especially in weather forecasting [10] and aerospace engineering [11]. Recently, Shahkarami
and Mohaghegh [9] used an artificial neural network (ANN) to model the pressure and saturation
distribution in a reservoir that was used for CO2 sequestration. This problem required a large number
of time steps for simulating CO2 injection and storage using commercial software. They ran 10 different
cases in numerical reservoir simulator and used the results as the input for ANN. They have shown
that ANN can be used as a powerful tool for multiphase flow simulation in the oil and gas industry.
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Esmaili et al. [12] incorporated a newly developed AI-based reservoir modeling technology known
as Data-Driven Reservoir Modeling [13] to model fluid flow in shale reservoirs using detailed well
logs, completion, and production data. Understanding the behavior of the shale reservoir could make
conducting the hydraulic fracture much easier. Moreover, this method is able to perform history
matching on the production data. Kalantari-Dehghani et al. [14] coupled numerical reservoir simulation
with AI methods to develop a shale proxy model that was able to regenerate numerical simulation
results in just a few seconds. They introduced three different well-based tier systems to achieve a
comprehensive input data-set for the ANN.

Sun and Durlofski [15] used a data-spaced inversion process to predict future reservoir performance
using historical data. They utilized principal component analysis and pattern mapping to better align
the data distribution with Gaussian distribution. Satija et al. [16] used a combination of statistical
and machine learning techniques to predict the reservoir performance without performing history
matching to lower the computational cost and uncertainty associated with the history matching process.
They used functional data analysis, principal component analysis, and canonical correlation analysis
to find the linear pattern between all of the variables in the history and the future of the reservoir.
Jeong et al. [17] established a new method by employing artificial neural network and support vector
regression to find the relationship between reservoir variables and production prediction. They also
used this technique for uncertainty quantification of future reservoir performance.

Ansari et al. [18–20] established the viability of using machine learning and neural network to
construct a smart proxy for a fluidized bed based on CFD data from the same fluidized bed. More
details on the approach and the steps taken can be found in a thesis by Amir Ansari [21]. Hosseini
Boosari [22,23] used a similar approach to model the behavior of dam break flow with the goal of
reducing the computational time for the fluid flow simulations by developing a smart proxy model.

2. Materials and Methods

A smart proxy is a kind of data-driven model that depends on the availability of the data.
Numerical simulation results were used as the ground truth to train this smart proxy. The NETL
in- house multiphase solver, Multiphase Flow with Interphase eXchanges (MFiX), has been used to
generate simulation data for the rectangular fluidized bed.

2.1. MFIX

Multiphase flows are a component of many processes in power generating and chemical processing
industries. As expressed earlier, CFD is a valuable tool for designing and optimizing the processes and
reactors used in these industries. The NETL has been at the forefront of developing CFD modeling tools
that can help engineers and designers improve the performance of processes such as gasification and
chemical looping. The MFiX suite of CFD software [24] is open-source, general purpose multiphase
CFD software suitable for modeling the hydrodynamics—along with heat transfer and chemical
reactions—for a wide spectrum of flow conditions (dilute to dense).

In the present work, the MFiX-TFM (MFiX- Two Fluid Model) is used to model a rectangular
3D fluidized bed. MFIX-TFM, which is based on kinetic theory of granular flow, models both the
gas phase and particulate phase as interpenetrating continuous phases. The governing equations
employed for the conservation of mass and momentum for each phase (m = g for gas phase and m = s
for solid phase) are:

∂
∂t
(εmρm) +∇.

(
εmρm

→
v m

)
=

Nm∑
n = 1
n , m

Rmn (1)
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∂
∂t

(
εmρm

→
v m

)
+∇.

(
εmρm

→
v m
→
v m

)
= ∇.

(=
Sm

)
+ εmρm

→
g −

M∑
n = 1
n , m

Imn (2)

where

εm is the phase volume fraction
ρm is the phase density
→
v m is the phase velocity vector
Rmn is mass transfer between phases
=
Sm is the phase stress tensor
Imn is the interaction force representing the momentum transfer between the phases

The closure terms for the solid phases are obtained through kinetic theory of granular flow.
Detailed information on the constitutive relationships used to model momentum exchange between
the phases along with the solid stress model incorporated in MFiX-TFM can be obtained from MFiX
online documents [25,26] and Appendix A.

Equations (1) and (2), which form a system of nonlinear partial differential equations (PDEs) are
discretized temporally and spatially using implicit Euler-based scheme (first order) and second order
smart discretization scheme respectively. An iterative algorithm is used in MFiX to solve this system
of PDEs. Figure 1 illustrates the solution sequences used in MFiX for solving Equations (1) and (2).
To construct the smart proxy, it is important to know this sequence.
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2.2. CFD Simulation Setup

A schematic of the rectangular fluidized bed used in this study is shown in Figure 2. The fluidized
bed, which is 0.12 (m) by 0.72 (m) by 0.12 (m) in the X, Y and Z directions has an initial bed height of
0.12 m and an initial bed voidage of 0.42. The bed material has a density of 2000 kg/m3 and a diameter
of 400 µm. Inlet air velocity is set to 0.6 m/s and is uniformly distributed across the bottom inlet.
Uniform structured hexahedral mesh has been used for discretization. The spatial grid resolution is
4.4 mm (11 particle diameters) in all directions and is based on a grid resolution study that was carried
out for four different grid levels, shown in Table 1. This is in line with Fullmer and Hrenya’s [5] work
showing a grid spacing as small as 10 particle diameters is needed for numerical accuracy.
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Table 1. Different grid size and the number of cells.

Grid Classification Grid No. (X × Y × Z) Grid Resolution No. of Cells

Coarse 8 × 48 × 8 15 mm 3,072
Medium 12 × 72 × 12 10 mm 10,368

Fine 18 × 108 × 18 6.6 mm 34,992
Very Fine 27 × 162 × 27 4.4 mm 118,098

2.3. Data Preparation

MFiX outputs all relevant information such as gas and solid velocities, voidage, and pressure field
for the entire domain (Table 2 shows all 9 output parameters). The output data from MFiX is used as
the input and output data for the training, calibration, and validation of the ANN. The exact location
of each grid is important for the smart proxy to establish the spatial correlation (will be discussed
in Section 2.3.1). In MFiX, each control volume is represented by its X, Y and Z location (I, J, and K
indices). An additional numerical index is defined in MFiX that is unique to each control volume.
ParaView, which is open-source visualization software, is used to extract the required data from MFiX
and convert it to multiple text files. Data is then reorganized to serve as the input for the ANN, which
will be discussed in detail in later sections. Each column represents one output parameter and each row
corresponds to one cell. (Every time-step has one text file that contains nine columns and 118,098 rows.)
The input to the ANN is all the data at time-step t while the output will be one or more parameters at
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The comparison of time-averaged pressure values across each layer from CFD results and ANN
prediction in deployment mode for three blind test cases with inlet velocities of 0.825, 1.02 and 1.1 m/s
between time steps of 1500 to 3400 are shown in Figures 50–52, respectively.
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5. Conclusion

A data-driven smart proxy was developed to mimic the CFD simulation results of a
three-dimensional fluidized bed with good accuracy and faster speed. Table 5 shows the comparison
of data preparation and run time of these two approaches. On average, training of ANN takes between
24 hours to 36 hours depending on the scenario under consideration. The training time of an ANN is
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also strongly affected by the computer hardware. The developed model can be used to generate the
time-averaged results of any given fluidized bed with the same geometry with different inlet velocity
in 180 s. This is considerably shorter compared to CFD execution time (a wall time speedup of 1440%).
This study shows that machine learning and artificial intelligence can be important tools in multiphase
flow modeling and warrant further investigation.

Table 5. Comparison between speed of run for CFD and smart proxy.

Method Task Required Time

CFD Modeling and Simulation Time 3 days on 4 CPUs

Smart Proxy
Data Preparation (CFD simulation) 3 days for each case

Model Training 24 to 36 hours
Generating the results for a new case 180 s on 1 CPU

The first part of this study showed that the smart proxy could be a viable tool for predicting
gas-solid flow behavior in a fluidized bed. Additionally, to make the trained ANN more general, the
cascading deployment needs further research in order to minimize the error propagation over time.

In the second part, a different approach was utilized to develop another data-driven smart proxy
at the layer level by treating the time-step in a different fashion. The average time to train one ANN
was about 1 minute. This model had a reasonable accuracy and faster execution time.

This research has shown that ANN can be a powerful tool for analyzing gas-solids behavior
of a fluidized bed within the operating condition range used during training of ANN. As such, the
operating range of ANN is limited to conditions that are used during training. ANN cannot be used to
extrapolate beyond the training operating envelope.
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Appendix A

This appendix describes the fluid-solid and solid-solid momentum transfer models between the
phases used in MFiX.

Fluid-Solids Momentum Transfer

The fluid-solids interaction force is a combination of buoyancy, the drag force, and momentum
transfer due to mass transfer.

→

I gm = −εsm∇Pg − Fgm
(
→
v sm −

→
v g

)
+ R0m

(
ξ0m

→
v sm −

→

ξ0m
→
v g

)
(A1)

R0m is the mass transfer from the gas phase to the mth solid phase, where

ξ0m =

{
1 f or R0m < 0
0 f or R0m ≥ 0

→

ξ0m = 1− ξ0m (A2)
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Fgm is the coefficient for the interphase force between the fluid phase and the mth solid phase.

Fgm =
3εsm εg ρg

4 V2
rm dpm

CDs(
Rem

Vrm
)
∣∣∣∣→v sm −

→
v g

∣∣∣∣ (A3)

Rem is Reynolds number of mth phase:

Rem =
dpm

∣∣∣∣→v sm −
→
v g

∣∣∣∣ ρg

µg
(A4)

Vrm is the terminal velocity correlation for the mth solids phase which is only a function of gas
volume fraction.

Vrm = 0.5
(
A− 0.06 Rem +

√
(0.06 Rem)

2 + 0.12Rem(2B−A) + A2

)
(A5)

where the coefficient A and B are calculated as follows.

A = ε4.14
g B =

{
0.8 ε1.28

g i f εg ≤ 0.85
ε2.65

g i f R0m > 0.85
(A6)

Solids-Solids Momentum Transfer

The solids-solids momentum transfer comes from the drag force between different phases and is
calculated using the equation below.

→

I ml = −Fsml
(
→
v sl −

→
v sm

)
+ Rml

(
ξml
→
v sl +

→

ξml
→
v sm

)
(A7)

Rml is the mass transfer from mth solid phase to 1st solid phase.

ξml =

{
1 f or Rml < 0
0 f or Rml ≥ 0

→

ξml = 1− ξml (A8)

The drag coefficient
→

F sml is defined as follows.

→

F sml =
3(1 + elm)

(
π
2 +

C f lmπ
2

8

)
εsl ρslεsm ρsm

(
dpl + dpm

)2
g0lm

∣∣∣∣→v sl −
→
v sm

∣∣∣∣
2π

(
ρsl d3

pl + ρsmd3
pm

) (A9)

where elm and C f lm are the coefficient of restitution and coefficient of friction, respectively, between
the lth and mth solids-phase particles. g0lm is the radial distribution function at contact.

g0lm =
1
εg

+
3
(∑M

λ=1
εsλ
dpλ

)
dpldpm

ε2
g

(
dpl + dpm

) (A10)

More details and explanations can be found in the MFiX documentation [25,26].
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