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ABSTRACT
THE USE OF CHARGE-CHARGE CORRELATION IN IMPEDANCE MEASUREMENTS: A TEST OF THE EPET METHOD

by Christopher W. Gregory

It is well known that biological tissues possess electrical impedance properties that might be useful in medical diagnostics and treatment. Electrical Impedance Tomography (EIT) images internal electrical properties by using numerical methods to solve Laplace’s differential equation. The indirect reconstruction method (IRM), a common method in application, predicts internal electrical property distribution by iteratively computing a forward and inverse solution. This approach reduces the non-linear Laplace’s equation into a poorly conditioned series of linear equations, which are solved simultaneously. This method suffers from high computational effort and is susceptible to prediction errors that stem from measurement noise.

As an alternative to Laplace’s differential equation, this research applies the quasi-static approximation, Dirichlet boundary conditions and a rectangular shaped domain (with corresponding Green’s function for Cartesian coordinates) to solve the integral form of Poisson’s equation (Green’s 2nd identity). The result is the charge-charge correlation method (CCCM), a well-conditioned relationship between charge build-up at internal structures and induced domain boundary charge build-up (which corresponds to measured boundary current). The CCCM is applied in a reconstruction technique called Electrical Property Enhanced Tomography (EPET). While related to the existing impedance imaging methods, EPET does not attempt to create the image with the electrical data but rather adds electrical property information to an existing conventional imaging modality (CT or MI) and, in fact, requires the data from the other modality to locate the position of internal structures in the object. Predicted electrical properties are then superimposed over the a priori structural image to yield the electrical property distribution.

To test the feasibility of the CCCM, experiments using agar media placed in a saline bath were performed. The position, size and conductivity of the agar were varied and the CCCM was applied to predict the conductivities from external boundary current measurements. Predicted conductivities yielded relative errors less than 10%, results that are equal to or better than the IRM. Additionally, CCCM was able to compute these results with a $10^4$ improvement in speed over the IRM.
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1 INTRODUCTION

Biological tissues possess complex impedance properties (collectively described by conductivity, $\sigma$, and relative permittivity, $\varepsilon_r$) that exhibit frequency dependent characteristics when excited with time-varying currents. In general, over the frequency range from 0 to $10^9$ Hz, impedance magnitude decreases with increasing frequency and phase shift is negative with three local phase minima corresponding to the $\alpha$, $\beta$, and $\gamma$ dispersion regions. Within the $\beta$-dispersion region (1 kHz to 100 MHz), conductivity and relative permittivity properties differ from tissue to tissue, permitting identification and differentiation. Furthermore, within a given tissue, electrical properties differ between normal and abnormal tissue. Studies of breast cancer tissue, for example, have determined that the conductivity and relative permittivity at the center of a tumor are greater in magnitude than the surrounding normal tissue by one to two orders of magnitude [1].

Exploiting these electrical properties in medical applications is very appealing. Imaging devices based on electrical properties would not expose patients to harmful ionizing radiation from X-rays, are relatively inexpensive to produce because of the availability of low-cost components, and could be made portable for use in small office or remote settings. Researchers have investigated applications for breast cancer screening, monitoring the gastrointestinal system, monitoring and screening the pulmonary system, and monitoring brain function, to name a few [18].

1.1 Electrical Impedance Tomography

Electrical Impedance Tomography (EIT) is a modality capable of imaging the electrical property distribution within a tissue medium. The electrical property distribution has been traditionally determined by solving Laplace’s equation [18, 74] using appropriate boundary conditions and measurements of voltage and/or current:

$$\nabla \cdot ((\sigma + j\omega\varepsilon_0\varepsilon_r)\nabla \Phi) = 0$$

(1-1)

where $\nabla$ is the gradient operator
$\sigma$ is the conductivity
$\omega$ is the radial frequency
$\varepsilon_0$ is the relative permittivity in free space
$\varepsilon_r$ is the relative permittivity
$\Phi$ is the potential
The solution of this equation is non-trivial and practical applications require that EIT employ numerical methods. The direct method computes a solution in a single step with no intermediate computations. The indirect method performs a two-step process iteratively until an arbitrary termination criterion is met. Yorkey [2] compared direct and indirect methods and showed that the indirect method always converges and produces results with minimum error. Consequently, this research focuses on the indirect method.

A common numerical method, the indirect reconstruction method, is computed iteratively in two parts, the forward and inverse solutions. The forward solution combines an estimate of the electrical property distribution with boundary conditions (e.g., voltage), to produce a prediction of the measured response (e.g., current). Typically, finite-element methods (FEM) or finite-difference methods (FDM) are employed. The inverse solution computes a least squares error estimate (LSEE) from the predicted and measured response and then applies the Newton-Raphson method to compute a correction to the electrical property estimate. The forward solution and inverse solution are repeated until the LSEE reaches a termination threshold. At this point, the estimated conductivity and relative permittivity distribution are presumed to be optimal.

1.2 Issues Limiting EIT

Image reconstruction in EIT suffers from two limiting factors: a high computational effort and the susceptibility to relatively large errors in estimating the electrical property distribution resulting from even relatively low noise in measured electrical data (voltages and currents). The high computation time is a result of the computationally expensive numerical methods used in the forward solution. These methods (FEM and FDM) discretize the domain and convert the non-linear Poisson’s equation (1-1) into a series of N linear equations. The computational demand of these methods increases as the order of $N^3$. Finer discretization (i.e., finer resolution of the estimated electrical property distribution) increases the number of computations and computation time dramatically.

The second issue, the susceptibility of the estimates to significant error caused by relatively low noise in measured electrical data (voltages and currents), is traced to the Newton-Raphson method used in the inverse solution. The N-R method requires computation of an ill-conditioned matrix inversion. The problem is ill-posed and results in unstable matrix inversions.
Implementing regularization techniques and using \textit{a priori} anatomical information (from CT or MRI images) are two common techniques used to address this problem. Regularization has helped reduce instability of the matrix inversion, but it does not eliminate the ill-posed nature of the problem. This research presents an alternative approach that poses the problem in a more computationally robust manner.

1.3 \textit{Electrical Property Enhanced Tomography: A New Approach to EIT}

The new approach, called Electrical Property Enhanced Tomography (EPET) was first introduced by Gregory, \textit{et al} [3] and later extended by Gregory and Gregory [4] and examines the internal distribution of electrical properties from a Green’s 2$^{nd}$ identity perspective [74]. The approach applies a quasi-static approximation for frequencies below 1 MHz and notes that instantaneous (static) charge accumulates only at internal dielectric boundaries within the media under investigation. The Green’s second identity for Dirichlet boundary conditions (equation (1-2)), uses the Green’s function ($G_D$) to relate a charge distribution in the interior, $\rho(r')$, and the potential on the domain boundary, $\Phi_S(r')$, to the potential at any point in the domain, $\Phi(r)$,

$$\Phi(r) = \frac{1}{4\pi\varepsilon_0} \left[ \int_{r} \rho(r')G_D(r, r')d^3x' - \varepsilon_0 \oint_{S} \Phi(r') \frac{\partial G_D}{\partial n'} da' \right]$$  \hspace{1cm} (1-2)

The work by Gregory and Gregory [4] outlined a derivation of equation (1-2) accompanied by an appropriate selection of the Green’s function, $G_D$, for Cartesian coordinates. This derivation led to a relationship between the interior charge and external charge build-up on the domain boundary that, by the law of conservation of charge, relates measured boundary current to the internal charge buildup. This relationship is referred to as the charge-charge correlation method and has a matrix representation relating interior to boundary charge. From a computational perspective, performing this matrix manipulation is far less costly than either the FEM or FDM.

The method outlined in [4] forms the theoretical basis for the EPET reconstruction technique. While related to the existing impedance imaging methods, the technique differs in a number of substantive ways, EPET does not attempt to create the image with the electrical data but rather adds electrical property information to the existing modality and, in fact, requires the
data from the other modality to locate the position of internal structures in the object. EPET uses
\textit{a priori} structural information to locate boundaries between different materials within an object
under investigation. This structural information reduces the number of electrical property values
needed to be reconstructed. It also provides necessary data for use in the charge-charge
correlation relationship in the estimation of those electrical properties. The resulting estimates
are superimposed over the \textit{a priori} structural image (such as a CT image) to produce the
‘reconstructed’ impedance image. The EPET method avoids the high computational expense
associated with the finite element and finite difference methods, as well as the ill-posed nature of
the Newton-Raphson technique.

1.4 \textit{Experimental Overview}

A number of experiments were performed to test and validate the EPET method. These
experiments used media of varying types to estimate the dependence of solution accuracy on
position, size, and electrical property magnitude. Experiments were conducted using metallic
rods and agar doped with salt; these media possess purely conductive electrical properties. The
agar doped with salt is prepared with a specific conductivity, while the metallic objects test the
behavior of the method at extreme limits. Experiments with complex impedances were
conducted using a three-media domain composed of a saline solution, calves liver, and an object
embedded in the liver composed of a mixture of oatmeal, salt and water. The advantage of using
liver is that it is a biological medium. These experiments will demonstrate that the EPET
method produces repeatable results that are consistently more accurate, less error prone, and far
less computationally demanding than the classical indirect reconstruction method.

1.5 \textit{Dissertation Outline}

The remainder of the dissertation is divided into five chapters: Background and Literature
Survey, Theory, Materials and Methods, Results and Discussion, and finally a Summary and
Future Work chapter.

The Background and Literature Survey, Chapter 2, includes a brief history of early
research into the electrical characteristics of biological media, an overview of the electrical
properties of these media, and a brief survey of medical applications based on these property
characteristics. The chapter then narrows its focus to Electrical Impedance Tomography, an
imaging modality for obtaining the electrical property distribution. This discussion describes the problem in mathematical terms and describes numerical methods used to render impedance images. The limitations of EIT are discussed in this chapter.

The Theory, Chapter 3, introduces the charge-charge correlation method. The method is then applied to the electrical impedance problem using a priori structural information. This application divides the problem into forward and inverse solution, which are derived from first principles.

The Materials and Methods, Chapter 4, describes experiments using two- and three-media. The media are composed of either purely resistive materials (saline solutions, agar, oatmeal mixtures, and conducting objects) or materials with complex impedances (liver). The chapter covers experimental procedures, specific numerical methods, sample preparation, and a description of the experimental apparatus.

The Results and Discussion, Chapter 5, presents the experimental results in three sections. The first section examines the characteristics of the observed electrical measurements (current patterns) as a function of the size, position, and electrical properties for two media experiments. Conclusions drawn from these observations are used to support the underlying assumptions made in the development of the charge-charge correlation method. The second section examines the accuracy (fidelity) of the forward solution in the prediction of current patterns, as compared to measured data. This section examines only two-media experiments with metallic objects. The size and depth of the objects are varied to determine limits of the methods. The final section examines the accuracy of the inverse solution in the prediction of electrical properties of a medium. This section presents experimental results for two-media and three-media experiments using saline, agar and metallic objects, as well as three-media experiments using saline, liver and oatmeal mixtures. Experiments using agar tested the accuracy as object position and size were varied, while experiments using liver tested accuracy of predicting results under complex, but more practically relevant, conditions.

The Summary and Future Work, Chapter 6, is the final chapter. It summarizes the results and the difficulties that were encountered and gives recommendations for future work.
2 BACKGROUND AND LITERATURE SURVEY

Early research involving the electrical properties of biological properties extends back more than one century. Stewart, an early pioneer in the study of blood, observed that the conductivity of blood is similar to that of salt solutions. He demonstrated that injecting salt solutions into the circulatory system alters blood conductivity, a technique to study the circulation time of blood through organs [5] and the output of the heart [6]. Höber demonstrated that the cell membrane is involved in the electrical properties of cells and tissues. He studied the passage of alternating current through cells and determined that the cell membrane limits current at low frequency but at high frequencies current passes through the cell membrane [7]. Crile, et al., observed that healthy and diseased tissue have different conductivities [8] and Fricke and Morse observed that cancerous breast tissue has a higher capacitance than healthy breast tissue [9]. Finally, between 1928 and 1944, Cole, et al published results from a series of experiments that examined biological impedance. Their investigations produced an equivalent circuit to model biological impedance behavior and resulted in a graphical description for the vector impedance and the modulus [10, 11].

This work led to research to characterize and quantify the electrical properties of different tissues. Early in his career, H. P. Schwan, a noted figure in the field of bioimpedance phenomena, published results on the relaxation phenomena in tissues [12]. Some 30 years later, Foster and Schwan published a review article on the same topic [13]. Geddes and Baker published a compendium of the specific resistance of biological media in 1967 [14]. More recently, Gabriel, et al., compiled the conductivity and dielectric properties of various tissues for frequencies ranging from 10 Hz to $10^9$ Hz [15]. Their work also produced models of the equivalent electrical circuits [16].

This chapter examines the electrical properties of biological tissue, surveys various medical applications based on those properties, introduces electrical impedance tomography and finally describes various methods for generating impedance images.

2.1 Biological Tissue Electrical Property Characteristics

Biological tissues injected with alternating currents exhibit frequency dependent impedance characteristics. These impedance characteristics are complex (i.e., they possess both
a real and an imaginary part) and vary as a function of frequency. Figure 2-1 presents impedance magnitude and phase values for liver over the frequency range 10 to $10^9$ Hz, computed from Gabriel, et al. [16, 17]. In general, biological tissues have decreasing impedance magnitude with increasing frequency, three phase local minima, and a negative impedance phase (implying capacitive properties).

![Figure 2-1: Dispersion Regions for Liver](image)

Liver impedance magnitude and phase for frequencies ranging from 10 Hz to 10 GHz computed for a geometric factor of 1.0 [1/m]. Adapted from Gabriel, et al. [16].

### 2.1.1 Dispersion Regions

The three phase minima correspond to the $\alpha$, $\beta$, and $\gamma$ dispersion regions. At very low frequencies ($f < 1$ kHz) $\alpha$-dispersion dominates, attributed to electrochemical polarizations and an ionic atmosphere surrounding the cells, conditions that produce very large relative
permittivity values [18, 19]. At frequencies between 1 kHz and 100 MHz β-dispersion dominates, attributed to Maxwell-Wagner structural relaxation and the cell membrane capacitive response. Cell membrane degradation resulting from cellular death greatly reduces the presence of this dispersion region [18, 19], an important effect exploited in biomedical diagnostic instrumentation based on measurements of tissue impedance. At frequencies greater than 100 MHz γ-dispersion dominates, caused by the relaxation of water molecules (Debye effect) [18, 19, 20]. All three of these dispersions generally depend on cellular quantity, shape, and orientation, as well as the tissue chemical composition (i.e., the composition and ionic concentrations of interstitial space and cytoplasm) [18, 19]. Research described in this dissertation is restricted to frequencies in the β dispersion region because of the great interest in using impedance measurements in this frequency range for imaging instrumentation.

Figure 2-2 (adapted from Webster [21]) presents an example of a tissue cross-section at the cellular level, illustrating the behavior of electric current flow across tissue transitions in the β-dispersion frequency range. The figure illustrates a cell enclosed by its lipid bi-layer membrane and filled with intracellular fluid, surrounded by extra-cellular fluid. An applied electric field oriented from top to bottom of the figure induces an electrical current, which flows through the local cellular environment.

At the low end of the β-dispersion frequency range (f \(\approx\) 1 kHz), the applied electric field (E-field) induces a charge on the cell membrane, which charges and discharges fully during each cycle of the alternating externally-applied E-field. When fully charged, no current flows into the interior of the cell, resulting in a current flow mainly in the extra-cellular fluid (illustrated as the dashed current flow in the figure). Impedance measurements are almost entirely resistive and reflect only the extra-cellular impedance [18].

Increasing the applied frequency results in incomplete charging of the cell membrane, leading to inter-cellular current flow. The measured impedance is influenced by the cell membrane (which is highly resistive as a result of its nonpolar lipid core), the intra-cellular fluid (highly conductive), and the capacitive nature of the cell membrane (resulting from the phenomenon of charge accumulation at the membrane interface). Accordingly, measured impedance is both resistive and reactive [18].
At the upper end of the β-dispersion frequency range ($f \cong 10$ MHz), charge has insufficient time to accumulate on the cell membrane. Current flows freely and penetrates the cells easily, resulting in a nearly purely resistive impedance component. This is illustrated as the solid line current flowing directly through the cell in Figure 2-2.
Conductivity values for various biological tissues over the frequency range 1 kHz to 10 MHz (from Gabriel, et al. [16]).

Figure 2-3 presents an equivalent circuit that models the impedance behavior of the cell. The circuit is composed of 4 different elements: a resistor, $R_{\text{extra-cellular}}$, associated with the extracellular fluid, a resistor, $R_{\text{intra-cellular}}$, associated with the intra-cellular fluid, and a resistor and capacitor, $R_{\text{cell membrane}}$ and $C_{\text{cell membrane}}$, in parallel associated with the cell membrane. The resistive and capacitive characteristics of cells on a microscopic level are also observed on a macroscopic tissue level, and are described by tissue conductivity and relative permittivity, respectively.
Relative permittivity values for various biological tissues over the frequency range 1 kHz to 10 MHz (from Gabriel, et al. [16]).

2.1.2 Characterizing Tissue with Conductivity and Relative Permittivity

Figure 2-4 and Figure 2-5 present conductivity and relative permittivity values, respectively, for various tissues (liver, kidney, muscle, blood, breast fat) over the frequency range from 1 kHz to 1 MHz, the β-dispersion region [16]. Tissue conductivities range in value from 0.01 to 1 S/m while relative permittivities range from approximately $10^2$ to $10^6$. At very low frequencies the tissue relative permittivity is very large. The conductivity for each tissue
increases with increasing frequency while the relative permittivity decreases with increasing frequency. It is apparent that the tissues are clearly differentiable by their conductivity values. The difference in tissue conductivity and relative permittivity values as well as their frequency-dependent behavior provides a means for discriminating one tissue from another.

Table 2-1: Permittivity Values

<table>
<thead>
<tr>
<th>Substance</th>
<th>Relative Permittivity</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water (H\textsubscript{2}O)</td>
<td>78.54</td>
<td>Temperature = 25°C, f $\approx 10^8$ Hz, Liquid</td>
</tr>
<tr>
<td>Benzene (C\textsubscript{4}H\textsubscript{6})</td>
<td>2.274</td>
<td>Temperature = 25°C, f $\approx 10^8$ Hz, Liquid</td>
</tr>
<tr>
<td>Methanol (CH\textsubscript{4}O)</td>
<td>32.63</td>
<td>Temperature = 25°C, f $\approx 10^8$ Hz, Liquid</td>
</tr>
<tr>
<td>Glycol (C\textsubscript{2}H\textsubscript{6}O\textsubscript{2})</td>
<td>37.0</td>
<td>Temperature = 25°C, f $\approx 10^8$ Hz, Liquid</td>
</tr>
<tr>
<td>Glycerol (C\textsubscript{3}H\textsubscript{6}O\textsubscript{3})</td>
<td>42.5</td>
<td>Temperature = 25°C, f $\approx 10^8$ Hz, Liquid</td>
</tr>
<tr>
<td>Calcium Carbonate</td>
<td>6.14</td>
<td>Temperature between 17 and 22 °C, f $= 10^6$ Hz, Solid</td>
</tr>
<tr>
<td>Ferrous Oxide</td>
<td>14.2</td>
<td>Temperature 15 °C, f $= 10^5$ Hz, Solid</td>
</tr>
<tr>
<td>Potassium Sulfate</td>
<td>5.9</td>
<td>Temperature between 17 and 22 °C, f $= 6*10^7$ Hz, Solid</td>
</tr>
<tr>
<td>Sodium Chloride</td>
<td>6.12</td>
<td>Temperature between 17 and 22 °C, f $= 6*10^7$ Hz, Solid</td>
</tr>
<tr>
<td>Lucite</td>
<td>2.58</td>
<td>Temperature 23 °C, f $= 10^8$ Hz, Plastic</td>
</tr>
<tr>
<td>Breast Fat</td>
<td>543</td>
<td>f$=10$ kHz</td>
</tr>
<tr>
<td>Liver</td>
<td>28930</td>
<td>f$=10$ kHz</td>
</tr>
<tr>
<td>Kidney</td>
<td>38750</td>
<td>f$=10$ kHz</td>
</tr>
<tr>
<td>Pancreas</td>
<td>9190</td>
<td>f$=10$ kHz</td>
</tr>
</tbody>
</table>

2.1.3 High Relative Permittivity Values for Biological Tissues

Relative permittivity values for biological [16, 17] and non-biological [22] medias are presented in Table 2-1. These substances include both liquid and solid medias near room temperature (unless otherwise noted) and are quoted at 10 kHz (except Lucite which is quoted at 10$^8$ Hz). Relative permittivity values for non-biological medias range from approximately 2.58 (Benzene) to approximately 80 (water). In contrast, the relative permittivity value for breast fat is nearly 550 at 10 kHz, with other tissues listed in Table 1 greater than this value by over an order of
magnitude. It is evident that the relative permittivity values for biological media in the \( \alpha \)- and \( \beta \)-dispersion regions are much greater than for non-biological medias.

2.1.4 Differentiating Normal and Abnormal (cancerous) Tissue

Numerous researchers have published their findings regarding electrical property differences between normal and abnormal neoplastic tissue [1,18, 19, 23, 24, 25]. Their results indicate that neoplastic cells are characterized by increased intracellular sodium, potassium, and other ionic content, resulting in higher intracellular conductivity than in normal cells. Neoplastic cells have a marked difference in the electrochemical properties of the cell membrane. Pethig reports cancerous cells possess greater relative permittivity than do normal tissues [19].

2.1.5 Characteristics of Breast Cancer Lesions

Surowiec, et al. [1] conducted a study of breast carcinoma and described three separate spatial classifications of tissue (Figure 2-6 and Figure 2-7): tumor bulk, infiltrating margins, and distant, normal tissue. Tumor bulk (the center of the tumor) is characterized by a high percentage of collagen, elastic fibers, and many tumor cells. The infiltrating margins are located between tumor bulk and normal tissue, and are characterized by few tumor cells and a large proportion of normally distributed collagen and fat from unaffected breast tissue. Finally, normal tissue is considered to be distant (2 cm or more) from the lesion. Other researchers use a similar classification for breast cancer [25, 26, 27, 28].

Breast cancer lesions are either in situ or infiltrating. In situ lesions remain confined within the epithelial tissue from which they originate. The lesion does not cross the basal membrane, thus the tumor and surrounding healthy tissue are of the same nature (epithelial). The abundance of malignant cells impacts the macroscopic conductivity (influenced by the increase in sodium and water) and relative permittivity (influenced by the differences in cell membrane electrochemistry) [18].
Infiltrating lesions pass through the basal membrane. The malignant tissue has a different nature than surrounding normal tissue (epithelial vs. adipose). Epithelial tissue is compact and dense while adipose tissue is composed of large cells (having a high concentration of

---

**Figure 2-6: Frequency Dependence of Breast Cancer Conductivity**

Conductivity of breast tumor measured at sites ranging from the tumor center to points distant from the center (healthy, normal tissue). (Surowiec, Figure 3 [1].)

**Figure 2-7: Frequency Dependence of Breast Cancer Relative permittivity**

Relative permittivity of breast tumor measured at sites ranging from the tumor center to points distant from the center (healthy, normal tissue). (Surowiec, Figure 4 [1].)
triglycerides). These structural differences affect the properties of tissue: first, normal tissue has a lower cellular density than does cancerous tissue. Secondly, cellular fluids within normal tissue are not as abundant as in epithelial cells. Generally the radii of epithelial cells are smaller than in adipose cells, which implies that the radii of cancerous cells will also be less than for healthy cells. The fractional volume of cancerous cells is greater than in normal tissue because the epithelial population is relatively greater than in normal breast tissue composed largely of adipose cells. Lastly, the intracellular conductivity of cancerous cells is greater than for normal cells, and the extracellular conductivity is also higher because of the abundance of extracellular fluid – resulting from larger gaps between normal and cancerous cells). Thus, the conductivity of the infiltrated tissue is greater than for normal, healthy breast tissue [18, 23, 24, 25].

2.1.6 Temperature Dependence of Tissue Conductivity and Relative Permittivity

Tissue impedance depends on tissue temperature. Webster [21] reports that impedance decreases with increasing temperature, but the effect depends on applied frequency and water content of the tissue. Pethig [29] reports relative resistivity (Δρ/ρ) changes of approximately –0.01/°C at 1 MHz. Zheng [30] reports that muscle impedance varies by –2%/°C between 5°C and 40°C. Schwan [12] catalogued resistivity and relative permittivity temperature dependence in the 50-900 MHz frequency range. The temperature dependence is a property that has enabled monitoring tissue temperature during hyperthermia treatment by monitoring changes in tissue resistivity [31].

2.1.7 Anisotropic Dependence on Tissue Conductivity and Relative Permittivity

The bioelectric properties of muscles fibers in the body are anisotropic, i.e., the conductivity and relative permittivity of the muscle tissue at a given location varies in magnitude depending on the direction of the applied electric field [30, 32, 33, 34].


2.2 Medical Applications Using Biological Electrical Properties

The electrical characteristics of biological tissues have been exploited for a variety of medical applications, including breast cancer screening [23, 35, 36, 37, 38, 39, 40, 41, 42] lymph node screening [43, 44, 45, 46] and in instrumentation used for gastrointestinal [47, 48, 49, 50], pulmonary [51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62], neurological [63, 64, 65, 66, 67], and cryosurgical applications [68, 69, 70]. Breast cancer screening is a particularly interesting and relevant medical application. Breast cancers are the most commonly diagnosed neoplasm in women (excluding nonmelanoma skin cancer) and are the second leading cause of cancer death today. In the United States in 2004 approximately 216,000 invasive and 59,000 in situ breast cancer cases were diagnosed resulting in an estimated mortality of 40,000 women for this disease. Medical experts have determined that earlier detection can lead to a decline in breast cancer mortality [71]. Because of its high incidence and prevalence in the female population, breast cancer screening will receive special attention in this survey.

2.2.1 Breast Cancer Screening

Three different recently developed impedance imaging techniques for breast cancer screening have been developed and clinically tested. These systems are the TSCAN 2000, a commercially available system distributed by Siemens Medical Systems, CENTILLION, a pre-PMA (pre market approval) system marketed by TCI Medical, and an Electrical Impedance Spectroscopy (EIS) system developed by the Breast Cancer Screen Project at Dartmouth College.

The TSCAN 2000 [35] is a two-component device; one component is a handheld scanning instrument applied directly to the patient’s breast while the second component is a metal rod held in the patient’s hand. The two components are maintained at different electric potentials resulting in a small current flow through the breast. This current is sensed and measured by the planar array of sensors mounted in the handheld instrument and the acquired electrical data is used to render two-dimensional conductivity images of the breast.

The TSCAN 2000 has shown some promise as a scanning device to augment standard mammograms. Initial published results showed that 93.1% of malignant lesions and 65.5% of benign lesions were correctly identified [36]. A later study on 210 women collectively having
240 suspicious findings on sonogram or mammogram correctly identified 86 of 103 malignant and 91 of 137 benign lesions (87.8% sensitivity, 66.4% specificity) [37]. A separate study, conducted on 208 women collectively having with 150 masses and 114 micro-calcifications, investigated the influence of lesion size on the detection rate and concluded that the highest detection rates were observed for 10-30-mm tumor masses and for invasive ductal carcinomas and noninvasive cancers [38].

CENTILLION is likewise a two component system similar to the TSCAN 2000. The device is approximately the same size as the TSCAN 2000 but possesses a far greater number (256 vs. 16) of electrodes for sensing the breast’s electrical properties. The system injects a current through a single electrode and measures electric potential on the remaining electrodes. A significant difference between Centillion and TSCAN 2000 is that Centillion generates three-dimensional images of breast tissues [39] whereas TSCAN 2000 generates only 2D images. Initial clinical results showed that regions identified as having increased conductivity are typically associated with increased vascularity that is associated with tumor growth. Such focal abnormalities are found in 67% of patients with breast cancer. CENTILLION is sold by TCInternational, Inc, which is continuing its research. [40].

The EIS breast scanner at Dartmouth College differs significantly from the previous two systems. First, the system is not handheld, but rather embedded in an examination table upon which the patient lays prone with breast hanging pendant through an opening in the table. A ring of 32 pneumatically actuated electrodes is pressed against the patient’s breast. The system injects current, measures potentials and generates two-dimensional images of the complex impedance distribution. Spatial distributions of conductivity and relative permittivity of the tissue are subsequently reconstructed from the complex impedance values acquired by the measurement system. Initial results on 26 subjects identified 83% of the American College of Radiology Breast Imaging Reporting and Database System category (ACR BI-RADS) 4-5 lesions using a visual criterion while identifying just 67% using a numerical criterion [23, 41]. A later study suggests that Electrical Impedance Spectroscopy breast exams were capable of locating tumors with better than 1 cm accuracy, provided the electrode placement is well controlled [42].
2.3 The Electrical Impedance Tomography

Electrical Impedance Tomography (EIT) is an imaging modality that renders images or ‘representations’ of the distribution of electrical properties within a medium. This section introduces and defines mathematical notation, introduces the physical problem and assumptions commonly used to solve the EIT problem, and, finally, introduces and discusses different boundary conditions. Methods for solving the EIT problem and reconstructing images are discussed in the next section. This reconstruction is computed from currents that are measured after an ac voltage is applied through individual electrodes. The distribution of complex electrical properties (conductivity and relative permittivity) is computed and rendered from measured currents, voltages and electrode position data.

Figure 2-8: Mathematical domain and sub-domains
A mathematical representation of region to be imaged, divided into domains ($\Omega_1$, $\Omega_2$, and $\Omega_3$) and boundaries ($\Gamma_1$, $\Gamma_2$, and $\Gamma_3$). Within each domain, conductivity and permittivity ($\sigma$ and $\varepsilon_r$) are uniform and constant.

Notation introduced in this section is based on the work of Morucci and Marsili [72]. A mathematical domain $\Omega_1$ having a boundary $\Gamma_1$ is illustrated in Figure 2-8. It is open, bounded, and “regular” with $C^n$ in general $n=2$ or $3$ (C for complex domain). Within the domain is a distribution of electrical properties (conductivity $\sigma$ and relative permittivity $\varepsilon_r$) represented as a complex conductivity, $\alpha^*=\alpha+j\varepsilon_0\sigma$. The distribution is modeled as a collection of sub-domains, with each sub-domain possessing a piecewise, constant complex conductivity. Four domains and
boundaries, \([\Omega_1, \Gamma_1), (\Omega_2, \Gamma_2), (\Omega_3, \Gamma_3), \text{and} (\Omega_4, \Gamma_4)\], are illustrated. The unit vector of the normal to \(\Gamma_1\), \(\hat{n}\), is oriented outward from \(\Omega_1\). Finally, boundary conditions and external measurements are imposed at the boundary surface of \(\Gamma_1\).

Problems involving time-varying electric and magnetic fields are described by Maxwell’s equations ((2-1) to (2-4)) [74], where \(\nabla\) is the divergence operator, \(E\) is the electric field intensity, \(D\) is the electric flux density, \(H\) is the magnetic field intensity and \(B\) the magnetic flux density.

\[
\nabla \cdot D = \rho \quad (2-1)
\]
\[
\nabla \cdot B = 0 \quad (2-2)
\]
\[
\nabla \times E = -\frac{\partial B}{\partial t} \quad (2-3)
\]
\[
\nabla \times H = J + \frac{\partial D}{\partial t} \quad (2-4)
\]

Maxwell’s equations are used to derive a relationship between the complex conductivity distribution, \(\sigma^*\), and the potential field, \(\Phi\). The result is Poisson’s equation, (2-5), which is an elliptic partial differential equation. The derivation assumes negligible magnetic phenomena (\(\mu=0\)), an isotropic medium (which may be an imperfect assumption), charge conservation, and preponderant electrostatic phenomenon [73] (i.e., the time derivative of the B field is ignored in the Maxwell equations above).

\[
\nabla \cdot (\sigma^* \nabla \Phi) = 0 \text{ in } \Omega \\
+ \text{boundary conditions on } \Gamma_1
\]

Determining \(\sigma^*\) in \(\Omega\) is achieved by solving equation (2-5) subject to the imposed boundary conditions. Dirichlet, Neumann, mixed, or Cauchy problem boundary conditions are summarized in Table 2-2; the specific boundary conditions dictate the type of problem to be solved. Typically either the Dirichlet (currents are measured resulting from an applied potential) or Neumann (potential is measured resulting from an injected current) boundary conditions are employed.
Table 2-2: Boundary Conditions Matrix for the Direct Problem
(adapted from Table 1 in Morucci and Marsili [72])

<table>
<thead>
<tr>
<th>Formulation</th>
<th>Dirichlet type problem(^{(a)})</th>
<th>Neuman type problem(^{(b)})</th>
<th>Mixed type problem(^{(c)})</th>
<th>Cauchy type problem(^{(d)})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\nabla(\sigma^* \nabla \Phi) = 0$ in $\Omega$</td>
<td>$\nabla(\sigma^* \nabla \Phi) = 0$ in $\Omega$</td>
<td>$\nabla(\sigma^* \nabla \Phi) = 0$ in $\Omega$</td>
<td>$\nabla(\sigma^* \nabla \Phi) = 0$ in $\Omega$</td>
</tr>
<tr>
<td></td>
<td>$\Phi_r = g$</td>
<td>$\sigma^* \frac{\partial \Phi}{\partial n} = 0$ on $\Gamma \setminus \Gamma_a$</td>
<td>$\sigma^* \frac{\partial \Phi}{\partial n} = j$ on $\Gamma_a$</td>
<td>$\sigma^* \frac{\partial \Phi}{\partial n} = 0$ on $\Gamma \setminus \Gamma_a$</td>
</tr>
<tr>
<td></td>
<td>$g$ (voltage values) given on $\Gamma$</td>
<td>$\sigma^* \frac{\partial \Phi}{\partial n} = j$ on $\Gamma_a$</td>
<td>$\Phi_i = \Phi_m$ on $\Gamma \setminus \Gamma_a$</td>
<td>$\Phi = \Phi_m$ on $\Gamma \setminus \Gamma_a$</td>
</tr>
<tr>
<td>Characteristic</td>
<td>Voltage problem on $\Gamma$</td>
<td>Current flow problem</td>
<td>Piecewise voltage or current flow problem</td>
<td>Simultaneous voltage and current flow problem</td>
</tr>
</tbody>
</table>

Notes:
- a) Voltage at the boundary $\Gamma$ is known, current is measured
- b) Current at the boundary $\Gamma$ is known, voltage is measured
- c) Voltage and current are known at different points of the boundary $\Gamma$
- d) Voltage and current are known at the same points of the boundary $\Gamma$. Cauchy problem is characterized by the presence of redundant conditions on one part ($\Gamma \setminus \Gamma_a = \Gamma \cap \sigma \Gamma_a$)

### 2.4 Image Reconstruction Methods in EIT

Image reconstruction consists of solving equation (2-5) using either analytical or numerical methods. The analytical method solves equation (2-5) using a set of known, well-defined functions (sine, cosine, Bessel, etc.), resulting in continuous, or piecewise continuous solutions throughout the domain. Jackson [74] solves some simple cases analytically, however, the analytical method is better suited to simple cases where internal structures are known \textit{a priori}, which is rarely the case. Consequently, EIT images are more typically generated using numerical methods.

Numerical methods compute the electrical property distribution using numerical values at the boundary of the medium, the measured output signal and electrode position information. The results are expressed as discrete numerical values, and not continuous or piece-wise continuous functions. Due to the computational complexity and high processing times required, results are
generally (but not always) piecewise constant or solutions for discrete points. Numerical methods are generally grouped as either the direct or indirect (iterative) method.

2.4.1 Early EIT Research

Henderson and Webster report the earliest attempt to image the internal resistance of the human body in 1978 [75]. They developed an impedance camera that conducted spatially specific measurements of the thorax. Although the images produced by this camera were not strictly tomographic, (i.e. the representation was not for a single plane), the method is noteworthy because it produced a representation of the impedance distribution in the chest. In 1983, Barber and Brown [72] reported the first true electrical impedance tomograph that produced tomographic images, using a system that applied a potential to the subject, measured the resulting currents and rendered images using the back projection method. Additional results were reported the following year [76].

In subsequent years several other methods were introduced. Murai and Kagawa [77] developed the sensitivity reconstruction method based on Geselowitz’s sensitivity theorem [78]. Kim, et al. [79], proposed a perturbation method for image reconstruction derived from Gilbert’s Simultaneous Iterative Reconstruction Technique (SIRT). Yorkey, et al. [81] later improved on this method. Wexler, et al. [82] introduced the double constraint method which uses finite element methods [83] to derive internal resistivity distributions by first computing the internal current density with known current sources followed by computation of potential gradients at internal elements using measured voltage and current source data.

Yorkey [2,81,84] introduced the modified Newton-Raphson (N-R) method. This method, which has been cited nearly 200 times, persists as one of the most common and accurate methods. This method typically uses finite element methods [83] to compute a forward solution, followed by a Newton-Raphson computation of the inverse solution of the impedance problem. Yorkey modified the basic Newton-Raphson method by including a regularization term in the update equation; this addresses the underdetermined nature of the EIT problem when finite element methods are employed. An underdetermined problem results in ill-posedness, yielding a solution that may be quite susceptible to small errors due to measurement noise. Yorkey, et al. [84] compared the sensitivity reconstruction method, the perturbation method, the Simultaneous Iterative Reconstruction Technique, Wexler’s double constraint method, and the modified
Newton-Raphson method. Their conclusion was that the Newton-Raphson method yielded the best overall results that converge in all instances. The disadvantage of the N-R method is that it is computationally intensive, thus requiring large amounts of system memory, disk space, and computational time. The Newton-Raphson method will be described in greater detail in subsequent sections of this chapter.

2.4.2 Reviews of EIT


2.4.3 Direct Method

The direct method uses the boundary condition values, the measured signal and electrode positional information to ‘directly’ compute the electrical property distribution without intermediate computations. Generally, direct method solutions attempt to convert the non-linear Poisson’s equation into a linear equation, although the non-linear nature of the problem is difficult to avoid.

Over the years a number of direct methods have been proposed. Among the most notable are the back projection method [88, 89, 90, 91, 92], the sensitivity method [77, 93, 94], the layer stripping method [95], the Newton One Step Error Reconstructor method [96, 97, 98 99], and Nachman’s Dirichlet to Neuman mapping method [100, 101, 102].

2.4.4 Indirect Method

The indirect method, illustrated in Figure 2-9, solves Poisson’s equation by computing intermediate results. The process is divided into two parts, the forward solution and the inverse
solution. The forward solution combines an electrical property estimate with boundary conditions to produce a prediction of the measured output signal (either the current or voltage). An error term is computed from the predicted and measured output signals. The inverse solution then uses the error term to compute an adjustment to the electrical property estimate that minimizes the magnitude of the error term. The process of predicting signal and adjusting electrical properties is repeated until an arbitrary convergence criterion is achieved.

Figure 2-9: Functional Flow Chart of the Indirect Reconstruction Method

The flow chart illustrates the indirect reconstruction method. Following initial preprocessing, the voltage along the boundary of the domain is computed by the forward process and the predicted electrical properties are updated by the inverse process. Both forward and inverse process are repeated until termination conditions are achieved.
2.4.4.1 Forward Solution

The forward problem uses numerical methods that combine boundary condition values and estimates of the electrical property distribution to compute predictions of the output signal. For Dirichlet boundary conditions, a potential is applied and current serves as the output signal. The domain, a continuous region, is modeled using a discretized representation of piecewise constant sub-domains, a process that maps numerical values to specific points and regions in the domain. The problem is transformed into a system of linear equations, which are solved numerically.

2.4.4.2 Finite Difference, Finite Element, and Boundary Element Methods

Finite element methods (FEM), finite difference methods (FDM), and boundary element methods (BEM) are three numerical methods used to perform the forward solution. FDM and FEM require discretization of the entire domain under study. These methods produce a piecewise approximation to the differential equation form of the Poisson equation. The BEM gives a point wise approximation and solves the integral formulation of the Poisson equation. BEM is better suited to arbitrarily shaped boundaries. All three of these methods are described in greater detail in [103, 104, and 105].

The finite difference method has been implemented by a number of authors. Gregory and Gregory [4] used the FDM in simulation studies to investigate the effectiveness of the Electrical Property Enhanced Tomography (EPET) method. Their studies considered four regions of the human body (Brain/head, thorax, pelvis, and thigh), and finite difference maps were developed from CT and MR data supplied by the Visible Human Project [106]. Ider, et al. [107], performed 2D simulations in which they applied an FDM-based algorithm in image reconstruction for magnetic resonance-electrical impedance tomography (MR-EIT). Zhao, et al. [108, 109], used an FDM approach to estimate multi-layer tissue conductivities using divided electrodes. Finally, Patterson and Zhang [110] used a finite difference human thorax model as a phantom to evaluate an EIT reconstruction algorithm.

Finite element methods have been cited nearly 200 times. Paulsen and Jiang [31] developed a finite element method to track subsurface temperature distributions during hyperthermia. Their model minimizes the total variation in a dual-mesh FEM implementation with spatial low-pass filtering. Glidewell and Ng [142, 141] implemented 2D and 3D finite element models and methods and applied these to the region of a canine thorax. Their research was concerned with the anisotropic properties of cardiac tissue. Bayford, et al. [111], developed

The boundary element method has found some application in EIT. Marsili, *et al.* [113], considered a dipole representation in which the optimized position, orientation and length are used to model discontinuities in conductivity. Shi, *et al.* [114], studied conductivity changes and boundary potential differences, and evaluated the sensitivity coefficients. De Munck, *et al.* [115, 116, 117], introduced a parametric formulation that treats position, orientation, size, and conductivity as unknowns and solves the forward problem by adjusting parameters to optimize the fit to EIT data. Other researchers using BEM are Jain, *et al.* [118], in 1997, Duraiswami, *et al.* [119], in 1998, and Tarvainen, *et al.* [120], in 2001.

2.4.4.3 Inverse Solution

The inverse problem, as illustrated in Figure 2-9, updates the electrical property estimates used in the forward problem by minimizing an error term. The indirect reconstruction method concept presumes that the error term approaches a minimum as the estimate of the electrical property distribution approaches the actual distribution. Based on the number of publications, the Newton-Raphson (N-R) method is by far the most commonly used inverse method in EIT. There are a number of other methods aside from N-R. These include the Sensitivity Method [121, 122, 123, 124, 125, 126], Neural Networks [127, 128, 129, 130], and Wexler’s double constraint method [82]. This review will focus on the Newton-Raphson method.

2.4.4.4 The Modified Newton-Raphson Method

The Newton-Raphson method for Neumann boundary conditions is defined by equations (2-6) and (2-7), where $\Phi_m$ is the measured potential at the electrodes, $\Phi(\sigma)$ is the predicted potential at the electrodes and $\sigma$ is the estimated conductivity distribution within the domain $\Omega$.

$$error = \sum_{\text{all independent measurements}} (\Phi(\sigma) - \Phi_m)^2$$

$$\min_\sigma \{error\} \Rightarrow \frac{\partial error}{\partial \sigma} = 0$$

The error term is minimized and the resultant equation is solved for $\sigma$. This process requires performing a matrix inversion on $[\Phi'(\sigma)]^T[\Phi'(\sigma)]$. The problem is ill-posed, leading to
a poorly conditioned matrix and an unstable matrix inversion. Consequently, regularization techniques such as the Tikhonov regularization scheme (equation (2-8)), are employed. Tikhonov regularization includes a regularization matrix, $RM(\sigma)$, and regularization parameter, $\mu$, together with the error term. Equations (2-9) and (2-10) present an update scheme derived by Yorkey [84] that includes a Marquardt regularization term, where the index $k$ reflects the number of iterations for which the conductivity has been updated.

$$\min_{\rho} \left\{ \text{error} + \mu \|RM(\sigma)\|^2 \right\}$$

$$\sigma_{k+1} = \sigma_k - \left\{ \Phi'(\sigma_k) \right\}^T \left[ \Phi'(\sigma_k) \right] + \mu \left[ \Phi'(\sigma_k) \right]^T \left[ \Phi(\sigma_k) - \Phi_m \right]$$

Yorkey, et al. [84], concluded that the N-R method always converges iteratively to a solution that yields the smallest residual error when compared with other methods. The N-R method has been modified, improved, and extended over the years. The method was shown to be unique [131], although unstable [132]—in fact, since the method can suffer from severe ill-posedness, no method has been developed to improve stability through a closed-form mathematical approach [133].

Woo, et al. [134], implemented Hachtel's augmented matrix method to develop an efficient and robust image reconstruction algorithm for static impedance imaging. This implementation reduces the undesirable effects of the ill-conditioned Hessian matrix. To overcome high computation time, the algorithm was implemented on a parallel computer system, reducing computation time from hours to minutes. Artola and Dell [135] implement a Broyden quasi-Newton approach on a simulated 30 by 30 discretized region. The simulation solves the forward problem and updates the inverse of the Jacobian matrix in an average of 0.11s on a 25 MHz NeXT station using the 68040 processor. An average of 20 iterations is required for accurate image reconstruction. Loh and Dickin [136] implemented a sparse matrix method to avoid redundant computations. These improvements reduce overall computational complexity in the original modified Newton Raphson algorithm by a factor of 5.

Grootveld, et al. [137], present a regularized, modified Newton-Raphson algorithm that limits the number of elements used by the algorithm to the number of true non-zero eigenvalues.
This approach reduces ill-conditioning effects by implementing a mapping scheme from a user-defined pixel mesh to a standard finite-element mesh. Edic, et al. [138], implemented an N-R method that produces images of admittivity or conductivity, and relative permittivity. Rao, et al. [139], implemented a method based on the notion of homotopy. This method continuously maps solution space. After a few initial mapping solutions, the solution behavior is restrained towards the global convergence. Lastly, Player, et al. [140], implemented a truncated a 3-dimensional Newton algorithm that avoids computational delays through the use of a preconditioned conjugate gradient (PCG) solution of the Levenberg-Marquardt update.

2.4.4.5 Using a priori anatomical information
Aside from regularization, another approach for improving the N-R method is through the use of a priori anatomical information. The information is acquired through CAT or MRI images and is used in the creation of the FE or FD meshes. Furthermore, the assignment and update of estimated electrical property values could be constrained based on tissue group; mesh elements corresponding to a muscle tissue region can be constrained to possess similar values. Groups investigating the use of anatomical information are Gregory and Gregory [4], Glidewell and Ng [141, 142], Baysal and Eyuboglu[143, 144, 145], and the Vauhkonen and Kaipio group [146, 147].

Glidewell and Ng [141] introduced the use of anatomical constraints to address anisotropy in static EIT, using a two-step approach. First, the boundaries between regions of different conductivities were constrained anatomically using magnetic resonance imaging (MRI) data. Second, the conductivity values in different regions were determined, including regions of anisotropic conductivity. This approach was intended to better model muscle regions (e.g., skeletal muscle) that possess greater conductivity in the direction parallel to the muscle fiber. Simulation studies conducted on a canine torso, demonstrated that anisotropic effects couldn’t be ignored. Glidewell and Ng [142] extended the method to a realistic three-dimensional (3-D) case.

Baysal and Eyuboglu [143] used a priori geometrical information to compare minimum mean squares error estimator (MiMSEE) with least squares error estimator (LSEE). The LSEE is the error estimator method commonly used in the modified N-R method. This group hypothesized that statistical properties of regional resistivities, linearization error, and instrumentation noise needed to be incorporated into a new resistivity estimation algorithm.
MiMSEE uses geometrical information from a separate high-resolution imaging modality (CAT or MRI). The MiMSEE method was examined in simulation studies and reduced errors by a factor of 27 over the LSEE, but required more than 20 times more computational time than the LSEE. Baysal and Eyuboglu [144] applied the method to experimental data obtained from two different phantom geometries. They concluded that the MiMSEE is more robust than the LSEE. Finally, Baysal and Eyuboglu [145] examined geometrical uncertainties due to organ boundary variation and electrode position uncertainties. They showed that the MiMSEE yields an estimation error ranging between 17 and 64 times lower than for the LSEE. They concluded that the MiMSEE is robust even with geometrical uncertainties.

Vauhkonen, et al. [146], implemented prior information in the form of approximate images. In their technique, an eigen-image method using principal component analysis is generated from a number of similar conductivities based on the approximation of the prior covariance matrix by simulated samples of feasible conductivities. The eigenfunctions form a basis set of functions that are used to create the mesh for FE analysis. Kaipio, et al. [147], report a method based on the generalized Tikhonov regularization and on generally approximate spatial information. A regularization operator incorporates the a priori information with a properly constructed matrix-valued field.
3 THEORY

The previous chapter introduced and described Electrical Impedance Tomography (EIT), a technique for determining conductivity and relative permittivity distributions within the human body. EIT relies mainly on numerical methods to solve the non-linear Poisson’s equation (equation (3-1)) [18, 21, 74]. Both direct (single iteration) and indirect (multiple iteration) methods are used, but indirect methods are the dominant method of choice.

\[
\nabla \left( (\sigma + j \omega \varepsilon_r \varepsilon_0) \nabla \Phi \right) = 0
\]

where:
\( \Phi \) is the potential field in volts
\( \sigma \) is the conductivity in S/m
\( \varepsilon_r \) is the relative relative permittivity
\( \omega \) is the radial frequency in rads/s
\( \varepsilon_0 \) is the relative permittivity of free space in Coulombs/Volt/m

The indirect method is divided into a forward and an inverse problem. Typically the forward problem uses either Finite Element or Finite Difference Methods (FEM or FDM) to compute predictions of the measured boundary values using estimates of the internal conductivity and relative permittivity values. The inverse problem uses the Newton-Raphson (N-R) method to update these estimated electrical properties by minimizing the least square error estimate (LSEE) between the predicted and measured boundary values. The forward and inverse problems are performed sequentially and iteratively until the LSEE falls below a minimum threshold. The N-R method produces a matrix representation that is ill-posed. The matrix must be inverted, which produces erroneous results. The ill-posed issues are generally addressed using regularization or a priori geometric information.

This research proposes an alternative approach to solving the Poisson equation. This approach solves the Green’s second identity (equation (3-2)), also referred to as Green’s theorem, using Dirichlet boundary conditions. Green’s theorem uses a function, \( G_D(r, r') \), to relate internal charge distribution, \( \rho(r') \), and applied boundary potential, \( \Phi_S \), to the internal potential field \( \Phi(r) \). The function \( G_D \), the Green’s Function (or geometric function), is determined solely by the shape of the domain. The internal potential field is a function only of the shape of the domain, the boundary conditions and the location and magnitude of the internal charge distribution, as follows:
\[
\Phi(r) = \frac{1}{4\pi\epsilon_0} \int_V \rho(r') G_D(r, r') d^3x' - \epsilon_0 \oint_S \Phi_s(r') \frac{\partial G_D}{\partial n'} da'
\]  
(3-2)

An expression relating the internal charge distribution to the electrical properties, \(\sigma\) and \(\varepsilon_r\), is derived from equation (3-1). The left most gradient in equation (3-1) is applied to both the electrical property term and the potential term resulting in equation (3-3). The charge density, \(\rho\), is related to the \(\nabla^2 \Phi\) term (equation (3-4)), one of Maxwell’s equations [74]. Equation (3-4) is substituted into equation (3-3), which is then rearranged to solve for the charge density, \(\rho\) (equation (3-5)).

\[
\nabla (\sigma + j\omega \epsilon_0 \varepsilon_r) \cdot \nabla \Phi = -\left(\sigma + j\omega \epsilon_0 \varepsilon_r\right) \nabla^2 \Phi
\]  
(3-3)

\[
\nabla^2 \Phi = -\frac{\rho}{\epsilon_0}
\]  
(3-4)

where: \(\rho\) is the charge density in Coulombs/m\(^3\)

\[
\rho(r') = \frac{q(r')}{\text{volume}} = \epsilon_0 \frac{\nabla (\sigma + j\omega \epsilon_0 \varepsilon_r)}{(\sigma + j\omega \epsilon_0 \varepsilon_r) \cdot \nabla \Phi(r')}
\]  
(3-5)

The charge density, \(\rho\), is non-zero only when \(\nabla (\sigma + j\omega \epsilon_0 \varepsilon_r)\) is non-zero and not tangential to \(\nabla \Phi\). The \(\nabla (\sigma + j\omega \epsilon_0 \varepsilon_r)\) term is non-zero at the boundary between two different media. The Green’s Theorem approach has the advantage that it requires only knowledge of the location and value of internal charge whereas the indirect method requires knowledge of the entire domain. As will be shown, the Green’s Theorem approach will significantly reduce the computational complexity compared to the indirect reconstruction method and reduce high prediction errors resulting from measurement noise associated with an ill-posed problem.

The remainder of this chapter is devoted to the development of the Electrical Property Enhanced Tomography (EPET) method. EPET, first introduced by Gregory and Gregory [4] (see Appendix A), applies the charge-charge correlation relationship (equations (3-6) and (3-7)), which was derived from the Green’s Theorem expression (equation (3-2)). EPET is related to the existing impedance imaging methods, but does not attempt to create the image with the electrical data. Rather it adds electrical property information to the existing modality and, in fact, requires the data from the other modality to locate the position of internal structures in the object. The charge-charge correlation relationship relates the internal charge within the domain (lower case \(q\)) via a sine series to the external charge that builds up on the boundary of the
domain (uppercase Q). The relationship has two parts. First, the sine transform coefficients, \( A_l \), are computed from estimates of internal charge, \( \delta q \), and a geometric weighting function, \( B(l) \). Second, the coefficients \( A_l \) are used to compute the external charge buildup, \( Q \). The EPET method uses \textit{a priori} structural (geometric) information to identify the location of internal charge buildup. This will be discussed later. The buildup is expected to occur at the boundary between different electrical properties per equation (3-5). Using a well defined domain, the charge-charge correlation relationship, and \textit{a priori} structural information, the EPET method produces estimates of the internal electrical properties within a domain.

\[
A_l = \sum_{i=1}^{N} B_i(l) \cdot \delta q_i \tag{3-6}
\]

where:

\[
Q(x) = \sum_{i=1}^{M} A_i \cdot \sin \left( \frac{l \pi x}{a} \right) \tag{3-7}
\]

### 3.1 Charge-charge Correlation

Figure 3-1 presents a rectangular shaped domain that shall be treated as a quasi 2-D domain. The sides (corresponding to the x and y axes) of the domain have lengths a and b, and the height (axis coming out of the paper) is c, corresponding to the z axis. Voltages are applied along the four sides of the domain ((0,y), (a,y), (x,0), (x,a)). The current is measured (sensed) along the (x,0) side of the domain. Since this scenario assumes a small height c \((c \ll a, b)\) and small variations in electric field (E-field) along the z-direction \(\left( E_Z \ll 1 \right)\), the domain is treated as two-dimensional.

The domain, \( \Omega_1 \), (Figure 3-1) possesses one sub-domain, \( \Omega_2 \), or, alternatively, two media. Medium 1 corresponds to domain \( \Omega_1 \) and boundary \( \Gamma_1 \) while medium 2 corresponds to domain \( \Omega_2 \) with boundary \( \Gamma_2 \). Two coordinate systems, the prime system and unprimed system (corresponding to source and sensed points, respectively), are defined. From equation (3-2), the potential \( \Phi(r) \) is determined at the test point \( r \), by the charge density \( \rho(r') \) at the source point \( r' \), by the boundary potential \( \Phi(r') \), and by the Green’s function, \( G_D \).
Figure 3-1: A quasi 2D, discretized domain
A two-media, rectangular domain is illustrated. A different medium is contained in each domain ($\Omega_1$ and $\Omega_2$). Two coordinates systems (primed and unprimed) are illustrated. The primed coordinate points to source points and the unprimed coordinate points to sensed points. The domain is discretized with elemental lengths $\delta x$ and $\delta y$.

3.1.1 Simplifying the Problem

Consider two scenarios, the uniform and non-uniform cases. In the uniform case, only one medium is in the domain. There are no internal boundaries ($\Gamma_2$) and thus no internal charges are present. The first term in equation (3-2) is zero resulting in equation (3-8). The potential $\Phi$ has the subscript $u$ to represent the uniform potential. In the non-uniform case two media are within the domain. Internal charges are present on boundary $\Gamma_2$. Equation (3-2) is unchanged (equation (3-9)) and the potential $\Phi$ has the subscript $n$ to represent the non-uniform potential. Taking the difference between the non-uniform and uniform cases (equation (3-10)) eliminates the second term (the surface integral) in the Green’s Theorem, leaving only the volume integral, which includes the charge term (equation (3-11)). The difference potential, $\Delta \Phi$, corresponds to change in the potential field resulting from charge build up at $\Gamma_2$. 
\[
\Phi_u(r) = \frac{-1}{4\pi} \Phi_s(r') \frac{\partial G_D}{\partial n'} \, da'
\]  
(3-8)

\[
\Phi_a(r) = \frac{1}{4\pi\varepsilon_0} \left[ \int \rho(r') G_D(r, r') \, d^3 x' - \varepsilon_0 \int \Phi_s(r') \frac{\partial G_D}{\partial n'} \, da' \right]
\]  
(3-9)

\[
\Delta \Phi(r) = \Phi_a(r) - \Phi_u(r)
\]  
(3-10)

\[
\Delta \Phi(r) = \frac{1}{4\pi\varepsilon_0} \int \rho(r') G_D(r, r') \, d^3 x'
\]  
(3-11)

### 3.1.2 Reducing the Expression to Charge and Potential

The measured current is related to the internal charge via the current density \( \mathbf{J}(x) \) \cite{74} at the boundary of the domain, \( \Gamma_1 \), equation (3-12). The medium (\( \sigma \) and \( \varepsilon_r \)) at the boundary \( \Gamma_1 \) is the same for both the uniform and non-uniform cases.

\[
\mathbf{J}(r) = - (\sigma(r) + j \omega \varepsilon_r \varepsilon_r(r)) \nabla \Phi(r)
\]  
(3-12)

The current density is a vector quantity. Equation (3-13) relates elemental currents \( (\partial I_x, \partial I_y) \) passing through elemental areas \( (\delta y \delta z, \delta x \delta z) \) at the sense point \( r \) to the current density \( (\partial I_x, \partial I_y) \).

\[
\mathbf{J}(r) = J_x(r) \hat{x} + J_y(r) \hat{y} = \frac{\partial I_x}{\partial y} \frac{\partial I_x}{\partial z} \hat{x} + \frac{\partial I_y}{\partial z} \hat{y}
\]  
(3-13)

Equation (3-14) results when equation (3-12) is substituted into equation (3-13) and is evaluated along the (x,0) side of the domain. Along this side of the domain, the direction of the domain normal points outward, \( -\hat{y} \), the gradient term reduces to the partial derivative with respect to \( y, \frac{\partial}{\partial y} \hat{y} \), and the elemental area is \( \delta x \delta z \). Similar results can be derived for the remaining three sides of the domain.

\[
\partial I_u(x,0) = \mathbf{J}(x,0) \cdot (-\hat{y}) \delta x \delta z = (\sigma(x,0) + j \omega \varepsilon_r \varepsilon_r(x,0)) \cdot \frac{\partial}{\partial y} (\Delta \Phi(x,0)) \cdot (-\hat{y}) \cdot (\delta x \delta z)
\]  
(3-14)
Current and charge are related by the law of conservation of charge (equation (3-15)) [74]. The divergence of the current density is related to an elemental current along the y direction in equation (3-16). The charge density function, by separation of variables [74], is divided into positional and time dependent equations (equation (3-17)). The positional charge density is related to the elemental charge, \( \delta Q \) (equation (3-18)). Equations (3-16) through (3-18) are substituted into equation (3-15) to create a relationship between the elemental current and elemental charge along the boundary \( \Gamma_1 \). Equation (3-19) along with equation (3-11) and equation (3-12) are substituted in equation (3-14) to produce a relationship between charge on the boundary of the domain, \( \partial \mathcal{Q}(x,0) \), and the interior charge density \( \rho(r') \) (equation (3-20)).

\[
\begin{align*}
\nabla \cdot \mathbf{J} + \frac{\partial \rho}{\partial t} & = 0 \\
\nabla \cdot \mathbf{J} \bigg|_{(x,0)} & = \frac{\partial J_y}{\partial y} \bigg|_{(x,0)} = \frac{\delta I_y}{\delta x \delta y \delta z} \bigg|_{(x,0)} \\
\rho(x,0,t) & = \rho(x,0) \cdot e^{i \omega t} \\
\rho(x,0) & = \frac{\delta Q(x,0)}{\delta x \delta y \delta z} \\
\delta I(x,0) & = j \omega \delta \mathcal{Q}(x,0) \\
\delta \mathcal{Q}_n(x,0) & = \frac{j(\sigma(x,0) + j \omega \varepsilon_0 \varepsilon(x,0))}{4\pi \omega \varepsilon_0} \left[ \int_V \rho(r') \frac{\partial}{\partial y} G_D(r, r') \bigg|_{(x,0)} \, d^3 x' \right] \cdot (-\hat{\mathbf{y}}) \cdot (\hat{\mathbf{x}} \hat{\mathbf{z}})
\end{align*}
\]

### 3.1.3 Discretizing the Formulation

The domain is discretized (Figure 3-1) with equal lengths of the discretized elements for both the primed and unprimed coordinate systems (equation (3-21)).

\[
\delta x = \delta x' \\
\delta y = \delta y' \\
\delta z = \delta z' = c
\]

The volume integral in equation (3-20)) is converted into a summation over a single index, \( i \), where the \( x' \) and \( y' \) coordinates are mapped to discretized positions \( x'_i \) and \( y'_i \) (equation (3-22)).
\[
\iiint \rho(x', y') \frac{\partial G_D(x, y, z)}{\partial y} \, dx' \, dy' \, dz' = \sum_{i=1}^{N} \rho(x'_i, y'_i) \frac{\partial G_D(x, y, z)}{\partial y} \, dx' \, dy' \, dz'
\] (3-22)

The internal charge density (on boundary \(\Gamma_2\)) is replaced with an elemental charge per unit volume (equation (3-23)).

\[
\rho(r'_i) = \frac{\delta q(x'_i, y'_i, z'_i)}{\delta x' \, \delta y' \, \delta z'} = \frac{\delta q_i}{\delta x' \, \delta y' \, \delta z'}
\] (3-23)

The charge on the boundary of the domain (\(\Gamma_1\)) is designated with upper case \(Q\) while the charge in the interior (\(\Gamma_2\)) is designated with a lower case \(q\). Both equation (3-22) and equation (3-23) are substituted into equation (3-20) to produce equation (3-24).

\[
\delta Q(x, 0) = \frac{j(\sigma + j\omega\varepsilon_0 \varepsilon_r)}{4\pi \omega \varepsilon_0} \cdot (\partial \delta x \, \partial \delta y) \sum_{i=1}^{N} \left[ \frac{\partial}{\partial y_i} \cdot G_D(r, r'_i) \right]_{y=0} \cdot (-\hat{y}) \delta q_i
\] (3-24)

### 3.1.4 Applying the Green’s Function for Cartesian Coordinates

Equation (3-25) is a quasi-2D version of the Green’s Function for a rectangular shaped domain and a Cartesian coordinate system adapted from Jackson [74].

\[
G_D(r, r'_i) = \frac{8}{\pi ac} \sum_{l=1}^{M} \frac{\sin \left( \frac{l \pi x}{a} \right) \sin \left( \frac{l \pi x'_i}{a} \right) \sinh \left( \frac{l \pi y}{a} \right) \sin \left( \frac{l \pi (b - y'_i)}{a} \right)}{\frac{l \pi}{a} \sinh \left( \frac{l \pi b}{a} \right)}
\] (3-25)

Substituting equation (3-25) into equation (3-24) results in equation (3-26).

\[
\delta Q(x, 0) = \frac{j(\sigma + j\omega\varepsilon_0 \varepsilon_r)}{4\pi \omega \varepsilon_0} \cdot (\partial \delta x \, \partial \delta y)
\]

\[
\sum_{i=1}^{N} \left[ \frac{\partial}{\partial y} \left( \frac{8}{\pi ac} \sum_{l=1}^{M} \frac{\sin \left( \frac{l \pi x}{a} \right) \sin \left( \frac{l \pi x'_i}{a} \right) \sinh \left( \frac{l \pi y}{a} \right) \sin \left( \frac{l \pi (b - y'_i)}{a} \right)}{\frac{l \pi}{a} \sinh \left( \frac{l \pi b}{a} \right)} \right) \right]_{(x, 0)} \cdot (-\hat{y}) \delta q_i
\] (3-26)
3.1.5 Using Sine Transforms to Produce the Charge-charge Correlation Relationship

The \( \sin \left( \frac{l \pi x}{a} \right) \) term in equation (3-26) is eliminated by applying a sine transform (equation (3-27)) to both sides of the equation. The result is equation (3-28). The variable \( A_i \) is the \( l \)-th sine transform coefficient in the sine series approximation of the boundary charge distribution, \( Q(x,0) \).

\[
ST \{ \partial Q(x,0) / \partial x \} = A_i \left[ \int_0^x \delta Q(x,0) \sin \left( \frac{l \pi x}{a} \right) dx \right]
\]  
(3-27)

\[
A_i = -j \left( \sigma + j \omega \varepsilon_0 \varepsilon_r \right) \frac{\delta x \delta z}{4 \pi \varepsilon_0 \varepsilon_r} \sum_{i=1}^N \frac{8 \pi}{ac} \sin \left( \frac{l \pi x'}{a} \right) \frac{\partial}{\partial y} \left[ \sinh \left( \frac{l \pi}{a} y \right) \sinh \left( \frac{l \pi}{a} (b - y') \right) \right] \delta q_i
\]  
(3-28)

Finally, the partial derivative with respect to the \( y \) coordinate is applied in equation (3-28) evaluated at \( (x,0) \) to produce equation (3-29), the charge-charge correlation relationship.

\[
A_i = -2 \frac{j \left( \sigma + j \omega \varepsilon_0 \varepsilon_r \right)}{\omega \varepsilon_0} \left( \frac{\delta x \delta z}{ac} \right) \sum_{i=1}^N \sin \left( \frac{l \pi x'}{a} \right) \frac{\sinh \left( \frac{l \pi}{a} (b - y') \right)}{\sin \left( \frac{l \pi}{a} b \right)} \delta q_i
\]  
(3-29)

Equation (3-29) is converted into a matrix expression (equation (3-30)), where the elements of the geometric matrix, \( B_i(l) \), are defined in equation (3-31). The surface charge, \( Q(x,0) \), is computed from the sine series by using the sine transform coefficient, \( A_i \) (equation (3-32)).

\[
\begin{pmatrix}
A_1 \\
A_2 \\
\vdots \\
A_M
\end{pmatrix} = -2 \frac{j \left( \sigma + j \omega \varepsilon_0 \varepsilon_r \right)}{\omega \varepsilon_0} \left( \frac{\delta x \delta z}{ac} \right) \sum_{i=1}^N \sin \left( \frac{l \pi x'}{a} \right) \frac{\sinh \left( \frac{l \pi}{a} (b - y') \right)}{\sin \left( \frac{l \pi}{a} b \right)} \delta q_i
\]  
(3-30)

\[
B_i(l) = \sinh \left( \frac{l \pi}{a} (b - y') \right) \sin \left( \frac{l \pi x'}{a} \right)
\]  
(3-31)
\[ \delta Q(x) = \sum_{i=1}^{M} A_i \sin \left( \frac{L x_i}{a} \right) \] (3-32)

Figure 3-2: Representation of electrical properties at internal boundaries
A two-media domain with a boundary located at \( x=0 \) is illustrated. As a function of position, the electrical properties are represented as a step function (solid line) and approximated with a sigmoid function (dashed line). The vector perpendicular (normal) to the boundary is also illustrated.

### 3.2 Relating Internal Charge to Electrical Property Values

The internal charge terms in equation (3-30) must be replaced with expressions involving the internal electrical properties. To address this issue consider equation (3-5) in conjunction with Figure 3-2, which illustrates a case with two media, A and B, each possessing different symbolic electrical properties (magnitude of 1 for medium A and 2 for medium B).

Charge is deposited on the boundary surface between the two media, thus the charge density is effectively a charge per unit area per unit of thickness, \( \Delta \) (equation (3-33)), where the
thickness is a transitional distance between the two media where the charge accumulates. The properties change as a step function at the interface, \( x=0 \), represented by a solid line. It is desirable to model this step function with a continuous function that has a continuous first derivative. The sigmoid function (dashed line) \([148]\) is one such function commonly used to model step function changes (equation (3-34)). The gradient of the electrical properties (equation (3-3)) is evaluated at the boundary \( (x=0) \) and produces an expression of the charge density (and thus the charge buildup) that is proportional to a function involving the electrical properties (equation (3-35)).

One last definition, the contrast ratio, is introduced. The contrast ratio is the ratio of electrical properties that meet at a common boundary. In this example, the contrast ratio, \( \kappa \), is defined in equation (3-36), substituted into equation (3-35) to produce equation (3-37).

\[
\rho = \frac{\delta q}{\delta \text{area} \cdot \Delta} \quad (3-33)
\]

where \( \Delta \) is a transition distance (thickness) where charge builds up

\[
\sigma^*(x) = \frac{\sigma_B^* - \sigma_A^*}{1 + e^{-x/\Delta}} + \sigma_A^* \quad (3-34)
\]

where \( \sigma_A^* \) and \( \sigma_B^* \) are the complex conductivities in media A and B

\[
\delta q = \left( \frac{\sigma_B^* - \sigma_A^*}{\sigma_B^* + \sigma_A^*} \right) \left( -\varepsilon_0 \delta \text{area} \right) \hat{x} \cdot \nabla \Phi \quad (3-35)
\]

where \( \hat{x} \) is the unit vector normal to the boundary

\[
\kappa = \frac{\sigma_B^*}{\sigma_A^*} \quad (3-36)
\]

\[
\delta q = \left( \frac{\kappa - 1}{\kappa + 1} \right) \left( -\varepsilon_0 \delta \text{area} \right) \hat{x} \cdot \nabla \Phi \quad (3-37)
\]

### 3.3 Electrical Property Enhanced Tomography

The ultimate goal in EIT is to determine value(s) of the electrical properties within a medium. The charge-charge correlation formula (equation (3-30) to (3-32)) provides a methodology to relate internal charge build-up \( (\delta q_i) \) to external charge patterns \( (Q(x)) \). The sigmoid function was used to compute the internal charge build-up at the boundaries between media (equation (3-37)). In order to apply equation (3-30), it is necessary to determine the location of the media boundaries \( (x_i, y_j) \) and the local gradient of the potential field \( (\nabla \Phi|_{x_i,y_j}) \).
To determine the boundary locations, \textit{a priori} positional information, typically from a different imaging modality is used. In a clinical setting, this second image might be an MR or CT image. The local gradient of the potential field must be approximated.

Consider Figure 3-3 that represents a domain with two media. The internal charge $\delta q_i$ is located at coordinates $(x_i,y_i)$. The electrical properties are $\sigma_1^*$ and $\sigma_2^*$ for media 1 and 2 respectively. The applied boundary potential is $\Phi_s = 1$ along the $(x,0)$ side, $\Phi_s = 0$ along the $(x,b)$ side and varies linearly $\left(\Phi_s = -\frac{1}{b}y + 1\right)$ along the $(0,y)$ and $(a,y)$ sides. The unit vector $\hat{n}$ replaces $\hat{x}$ in equation (3-35).

To compute the gradient of the potential in the non-uniform case, the potential is approximated using the uniform case. The uniform case is trivial and is solved using finite
difference methods. The solution is then fitted to a 4th order polynomial (equation (3-38)) where the coefficients $k_x(i,j)$ are listed in equation (3-39). The gradient of the potential is computed directly from the polynomial fit to yield equation (3-40). The reader is directed to Appendix B for additional detail regarding the computation and polynomial fitting of the uniform potential.

$$\Phi(x, y) = \sum_{i=1}^{6} \sum_{j=1}^{6} k_x(i, j) \cdot x^i \cdot y^j$$

where:

$$k_x = \begin{pmatrix}
9.88E-01 & -1.43E-02 & -1.14E-04 & 5.63E-06 & -7.05E-08 & 2.99E-10 \\
1.17E-03 & -1.36E-05 & 1.33E-05 & -4.94E-07 & 6.39E-09 & -2.83E-11 \\
-5.11E-05 & 5.21E-06 & -5.89E-07 & 1.93E-08 & -2.47E-10 & 1.09E-12 \\
7.93E-07 & -1.07E-07 & 9.57E-09 & -3.03E-10 & 3.86E-12 & -1.71E-14 \\
-3.55E-09 & 5.16E-10 & -5.05E-11 & 1.64E-12 & -2.11E-14 & 9.39E-17 \\
\end{pmatrix}$$

$$\nabla \Phi(x, y) = \sum_{i=0}^{5} \sum_{j=0}^{5} i \cdot k_x(i, j) \cdot x^{i-1} \cdot y^j \hat{i} + \sum_{i=0}^{5} \sum_{j=0}^{5} j \cdot k_x(i, j) \cdot x^i \cdot y^{j-1} \hat{j}$$

Substituting equations (3-37) and (3-40) into (3-30) produces (3-41) (recalling that $\delta z = c$ for the quasi-2D approximation). The coefficient $A_l$ is simplified by separating the product of the $\frac{\kappa-1}{\kappa+1}$ term from the other terms (equation (3-42)) to produce $A'_l$ (equation (3-43)). When medium 2 is composed of metal, the contrast ratio is very large ($\sigma_2^* >> \sigma_1^*$). The first term in equation (3-42) is approximately $1 \left( \frac{\sigma_2^* - \sigma_1^*}{\sigma_2^* + \sigma_1^*} \approx 1 \right)$. Consequently, the coefficient $A'_l$ produces the charge pattern, $Q(x, 0)$, for a high contrast ratio.

$$A_l = \frac{\kappa-1}{\kappa+1} \left\{ -\left( \sigma_1^* \frac{dx}{a} \sum_{i=1}^{N} B_i(l) \cdot \left( \text{area}_i \cdot \hat{n}_i \cdot \nabla \Phi \right)_{(x, y)} \right) \right\}$$

$$A'_l = \frac{\kappa-1}{\kappa+1} A_l$$

$$A'_l = -\left( \sigma_1^* \frac{dx}{a} \sum_{i=1}^{N} B_i(l) \cdot \left( \text{area}_i \cdot \hat{n}_i \cdot \nabla \Phi \right)_{(x, y)} \right)$$
3.3.1 EPET Forward Solution

In an experimental application, the domain is lined with electrodes at the boundary $\Gamma_1$. The potential is applied at each electrode and the current, $I_k^n$, that passes through each electrode $k$ (located at position $x_k$ and $y=0$), is measured. The predicted current, $I_k^p$, is computed by summing a sine series (with coefficients $A'_l$) over a fixed number of terms, $l_{\text{max}}$ (equation (3-44)). Since the summation term in (3-44) possesses current units, it corresponds to the current pattern $\kappa>>1$ and is referred to as the ‘high contrast forward solution’ throughout the remainder of the dissertation (equation (3-45)).

$$I^p(x_k,0) = I_k^p = \frac{\kappa - 1}{\kappa + 1} \cdot \sum_{l=1}^{l_{\text{max}}} A'_l \cdot \sin\left(\frac{l\pi x_k}{a}\right)$$  \hspace{1cm} (3-44)

$$I'^p(x_k,0) = \sum_{l=1}^{l_{\text{max}}} A'_l \cdot \sin\left(\frac{l\pi x_k}{a}\right)$$  \hspace{1cm} (3-45)

3.3.2 EPET Inverse Solution

The current pattern, $I^p$, (equation (3-46)) is represented by a column vector, which for a sequence of 15 electrodes results in a 1 column by 15 rows vector. Each element of the vector corresponds to a current reading at each individual electrode. The measured current pattern, $I^m$, is proportional in magnitude to the high contrast forward solution $I^p$ (equation (3-47)). Using a least-squares regression fit, the scaling factor $\xi$ is determined. The electrical properties are computed by equating $\xi$ with $\frac{\kappa - 1}{\kappa + 1}$ (equation (3-48)) and solving for the unknown contrast ratio, $\kappa$ (equation (3-49)). The remainder of this dissertation tests the EPET method for its accuracy and computational speed.

$$I^p = \begin{pmatrix} I_1^p \\ \vdots \\ I_{15}^p \end{pmatrix}$$  \hspace{1cm} (3-46)

$$I^m = \xi \cdot I'^p$$  \hspace{1cm} (3-47)
\[ \xi = \frac{\kappa - 1}{\kappa + 1} \]  
(3-48)

\[ \kappa = \frac{1 + \xi}{1 - \xi} \]  
(3-49)
4 MATERIALS AND METHODS

This chapter describes experiments and methods used in testing the EPET concept. The chapter is divided into six sections. The first section describes the experiments, next the numerical methods are reviewed, the media preparation is described, the process for determining internal boundary locations is explained, experimental procedures are listed, and finally the experimental set-up is described.

4.1 Description of Experiments

The experiments described below are divided into nine experimental groups. Experiments using two media (Figure 4-1) are described in experimental groups 1 through 6 while experiments using three media (Figure 4-2) are described in experimental groups 7 through 9.

4.1.1 Two-Media Experiments

Figure 4-1 presents the arrangement and defines key variables for two media experiments. A square tank (23.2 cm on a side) is filled with medium 1 (a liquid) while medium 2 (a solid) is placed at a known location within the tank. A potential, $\Phi_S$, is applied at a frequency of 50 kHz along the boundary of medium 1. This potential is 1 Vrms along the $(x,0)$ side of the domain, 0 Vrms along the $(x,23.2)$ side of the domain, and varies linearly along the $(0,y)$ and $(23.2,y)$ sides of the tank.

Medium 1 is in all cases a saline bath of known conductivity, $\sigma_1$. Medium 2, with conductivity $\sigma_2$, is a cylinder with a diameter $d_2$ composed of either an agar doped with salt or stainless steel. The contrast ratio, $\kappa_{21} = \frac{\sigma_2}{\sigma_1}$, for agar ranges from approximately 1 to 20 while for stainless steel the contrast ratio is approximately $10^7$. The lateral and depth position of the center of medium 2 are represented by the position $x_2$ and $y_2$ respectively. Collectively, the position, size (diameter) and contrast ratio of the medium 2 ($x_2$, $y_2$, $d_2$, and $\kappa_{21}$) describe the ‘state’ of the experiment.

Experimental groups 1 through 4 listed below describe experiments that test the behavior of one of the four descriptive variables while leaving the remaining three variables unchanged.
Experimental groups 5 and 6 describe experiments that will test the accuracy of the EPET method for predicting contrast values while varying the depth and size respectively. These experiments are performed using only agar for medium 2 that possess a family of five different contrast values.

<table>
<thead>
<tr>
<th>Depth Position</th>
<th>Lateral Position</th>
<th>Vrms</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0,23.2)</td>
<td></td>
<td>1.23</td>
</tr>
<tr>
<td>(23.2,0)</td>
<td></td>
<td>2.23</td>
</tr>
</tbody>
</table>

\[ \Phi_s(x,23.2) = 0 \text{[Vrms]} \]

\[ \Phi_s(23.2,y) = \frac{-1}{23.2} y + 1 \text{[Vrms]} \]

Medium 1
- \( \sigma_1 \)

Medium 2
- \( \sigma_2 \)

\[ \Phi_s(x,0) = 1 \text{[Vrms]} \]

Figure 4-1: Two Media Case
A two-media, rectangular domain with Dirichlet boundary conditions is illustrated. Electrical properties, \( \sigma_1^* \) and \( \sigma_2^* \), and the boundary potential, \( \Phi \), are defined. The center of mass, \( x_2 \) and \( y_2 \), as well as the diameter, \( d_2 \), for medium 2 are defined.

Table 4-1 summarizes the state information for each group of experiments. Each row of the table lists the state for a given experimental group. The variable in each experimental group that is varied is highlighted. The experimental groups are summarize below:

**Experimental Group 1: Variation of lateral position of Medium 2**
Medium 2 is placed in fourteen different lateral positions ranging from \( x_2 = 1.7 \) to 11.6 cm.

**Experimental Group 2: Variation of depth position of Medium 2**
Medium 2 is placed in six different depth positions ranging from \( y_2 = 2.4 \) to 11.6 cm.
### Table 4-1: Parameters used experimental groups 1 through 6

<table>
<thead>
<tr>
<th>Experimental Group</th>
<th>Lateral Position $x_2$ (cm)</th>
<th>Depth Position $y_2$ (cm)</th>
<th>Size $d_2$ (cm)</th>
<th>Contrast Ratio $\kappa_{21} = \frac{\sigma_2}{\sigma_1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.7, 2.4, 3.2, 3.9, 4.7, 5.5, 6.2, 7.0, 7.7, 8.5, 9.3, 10.0, 10.8, and 11.6</td>
<td>2.4</td>
<td>1.9</td>
<td>10'</td>
</tr>
<tr>
<td>2</td>
<td>11.6</td>
<td>2.4, 3.9, 5.5, 7.0, 8.5, and 11.6</td>
<td>1.9</td>
<td>10'</td>
</tr>
<tr>
<td>3</td>
<td>11.6</td>
<td>2.4</td>
<td>1.0, 1.3, 1.6 and 1.9</td>
<td>10'</td>
</tr>
<tr>
<td>4</td>
<td>11.6</td>
<td>2.4</td>
<td>1.9</td>
<td>0.86, 1.11, 1.28, 1.44, 1.65, 1.80, 1.99, 2.15, 2.26, 2.56, 2.68, 2.73, 3.34, 3.36, 4.06, 4.07, 4.17, 5.23, 5.23, 6.33, 6.84, 8.53, 10.7, and 12.9</td>
</tr>
<tr>
<td>5</td>
<td>11.6</td>
<td>2.4, 3.9, 5.5, 7.0, 8.5, and 11.6</td>
<td>1.9</td>
<td>1.7, 2.4, 4.4, 7.4, and 15.2</td>
</tr>
<tr>
<td>6</td>
<td>11.6</td>
<td>2.4</td>
<td>1.0, 1.3, 1.6 and 1.9</td>
<td>1.6, 2.3, 4.2, 6.9, and 13.1</td>
</tr>
</tbody>
</table>

**Experimental Group 3: Variation of size of Medium 2**

Medium 2 has four different sizes ranging from $d_2 = 1.0$ to 1.9 cm.

**Experimental Group 4: Variation of contrast of Medium 2**

Medium 2 has 24 different contrast ratio values ranging from $\kappa_{21} = 0.86$ to 12.9. To achieve this variation, four different sample conductivity values ($\sigma_2 = 0.277, 0.412, 0.641,$ and 1.309 S/m) and six different bathwater conductivity values ($\sigma_1 = 0.323, 0.250, 0.192, 0.153, 0.123,$ and 0.101 S/m) are used producing 24 separate possible combinations of contrast values.

**Experimental Group 5: Variation of depth and contrast of Medium 2**

Medium 2 has five different contrast values (ranging from $\kappa_{21} = 1.7$ to 15.2) placed at six different depth positions (ranging $y_2 = 2.4$ to 11.6 cm).

**Experimental Group 6: Variation of size and contrast of Medium 2**

Medium 2 has five different contrast values (ranging from $\kappa_{21} = 1.6$ to 13.1) and four different sizes (ranging from $d_2 = 1.0$ to 1.9 cm).
4.1.2 Three Media Experiments

Figure 4-2 presents the arrangement and defines key variables for three media experiments. In these experiments, medium 3 ($\sigma_3$) is embedded in medium 2 ($\sigma_2$) that is placed in medium 1 ($\sigma_1$), a saline bath. The position, size, and contrast of media 2 and 3 collectively are defined as ($x_2$, $y_2$, $d_2$, and $\kappa_{21}$) and ($x_3$, $y_3$, $d_3$, and $\kappa_{32}$), respectively. The contrast ratios are defined as $\kappa_{21} = \frac{\sigma_2}{\sigma_1}$ and $\kappa_{32} = \frac{\sigma_3}{\sigma_2}$. The applied boundary potential is the same as in the two media experiments.

Three experimental groups, 7 through 9, are described below. In experimental groups 7 and 8, medium 2 is composed of agar and medium 3 is composed of either agar or stainless steel. As in the two media experiments, the agar is doped with salt and the contrast ratios ranged from 1.4 to 11.7. These experimental groups test the accuracy of the EPET method for predicting contrast values for the more complex three media case while varying the depth and size respectively. These experiments are performed using medium 3 that possess a family of four different contrast values.

Experimental group 9 departs from previous experiments by using different materials. In this case, medium 2 is composed of freshly slaughtered liver and medium 3 is composed of an oatmeal and salt mixture. Liver is selected to represent biological media. The conductivity and relative permittivity of liver is approximately 0.14 S/m and 15000 respectively. By contrast, the conductivity and relative permittivity of agar is approximately 0.14 S/m and 80 respectively. This experimental group explores how well the EPET method functions when the test media possess high relative permittivity values typically found in biological media.
Figure 4-2: Three Media Case

A three-media, rectangular domain with Dirichlet boundary conditions is illustrated. Electrical properties, $\sigma_1^*$, $\sigma_2^*$ and $\sigma_3^*$, and the boundary potential, $\Phi$, are defined. The centers of mass, $x_2$, $y_2$, $x_3$, and $y_3$, as well as the diameters, $d_2$ and $d_3$, for medium 2 and 3 are defined.

Table 4-2 summarizes the state information for experimental groups 7 and 8. The experimental groups are summarize below:

**Experimental Group 7: Variation of depth and contrast of Medium 3**

Medium 3 has four different contrast values (ranging from $\kappa_{32} = 1.4$ to 11.7) placed at four different depth positions (ranging from $y_3 = 2.8$ to 7.8 cm). The lateral position and size ($x_3 = 11.6$ cm and $d_3 = 1.3$ cm) remain unchanged. The state of media 1 and 2 remain unchanged ($x_2 = 11.6$ cm, $y_2 = 11.4$ cm, $d_2 = 20.3$ cm, $\sigma_1 = 0.1$ S/m and $\sigma_2 = 0.14$ S/m).

**Experimental Group 8: Variation of size and contrast of Medium 3**

Medium 3 has four different contrast values (ranging from $\kappa_{32} = 1.4$ to 11.7) and four different sizes (ranging from $d_3 = 1.0$ to 1.9 cm). The lateral position and depth ($x_3 = 11.6$ cm and $y_3 = 2.8$ cm) remain unchanged. The state of media 1 and 2 remain unchanged ($x_2 = 11.6$ cm, $y_2 = 11.4$ cm, $d_2 = 20.3$ cm, $\sigma_1 = 0.1$ S/m and $\sigma_2 = 0.14$ S/m).

**Experimental Group 9: High relative permittivity for Medium 2 with time varying conditions**

This experimental group was performed under nominally constant conditions nineteen times over a 17 hour period. The position and size of media 2 and 3 remain unchanged ($x_2 =$
The electrical properties of two media vary over time. The conductivity of medium 1 ranges from 0.1 to 0.13 S/m for each experimental run. This variation is due to the mixing of blood from the liver (medium 2) with the saline bath (medium 1). Over a 17 hour period, the conductivity of the medium 2 (liver) increases from approximately 0.11 to 0.14 S/m while the relative permittivity decreases from approximately from 14500 to 9500. The conductivity of medium 3 remains unchanged (\(\sigma_3 = 0.25\) S/m). Unlike all other experimental groups that apply the charge-charge correlation method, this experimental group is solved using the indirect reconstruction method (discussed below).

Table 4-2: Parameters used experimental groups 7 and 8

<table>
<thead>
<tr>
<th>Experimental Group</th>
<th>Depth Position (y_3) (cm)</th>
<th>Size (d_3) (cm)</th>
<th>Contrast Ratio (\kappa = \frac{\sigma_3}{\sigma_2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>2.8, 4.3, 5.8, and 7.4</td>
<td>1.9</td>
<td>1.4, 2.7, 4.9, and 11.7</td>
</tr>
<tr>
<td>8</td>
<td>2.8</td>
<td>1.0, 1.3, 1.6, and 1.9</td>
<td>1.4, 2.8, 4.9, and 11.7</td>
</tr>
</tbody>
</table>

### 4.2 Numerical Methods

The Electrical Property Enhanced Tomography method predicts boundary current patterns and internal electrical properties using numerical methods. Experiments will be performed that compare two numerical methods, the charge-charge correlation method (CCCM) derived from the Green’s theorem and the indirect reconstruction method (IRM) using finite difference methods and Newton-Raphson methods. The section describes how each method is applied.

### 4.2.1 Application of Charge-charge Correlation Method

Equations (3-31), (3-43), and (3-45) in Chapter 3 are tailored for the two- and three-media experiments previously described. Figure 4-3 represents a top view schematic of the domain with a circular shaped base of medium 2 (for the two media case). The domain is square with a side length of 23.2 cm (i.e. \(a = b = 23.2\) cm in equation (3-31)). The center of mass of medium 2 is located at coordinates \((x_2, y_2)\) while the charge \(\delta q_i\) is located at coordinates \((x'_i, y'_i)\).
The angle $\theta_i$ is measured with respect to the positive y axis (3 o’clock position on the sample). Coordinates $x'_i$ and $y'_i$ are rewritten in terms of $x_2$, $y_2$, and $d_2$, and the angle $\theta_i$ (equations (4-1) and (4-2)) and substituted into equation (3-31) of the previous chapter to express the coefficient $B_i(l)$ in these terms (equation (4-3)).

\[ x'_i = x_2 + \frac{d_2}{2} \cdot \cos(\theta'_i) \]  
\[(4-1)\]

\[ y'_i = y_2 + \frac{d_2}{2} \cdot \sin(\theta'_i) \]  
\[(4-2)\]

\[ B_i(l) = \sin \left( \frac{l\pi \left( x_2 + \frac{d_2}{2} \cdot \cos(\theta'_i) \right)}{23.2} \right) \frac{\sinh \left( l\pi \left( 1 - \frac{\left( y_2 + \frac{d_2}{2} \cdot \sin(\theta'_i) \right)}{23.2} \right) \right)}{\sinh(l\pi)} \]  
\[(4-3)\]
The dot product in equation (3-43) is computed by substituting \( \mathbf{r}_i \) (replacing the vector \( \hat{n}_i \)), defined in equation (4-4), and \( \nabla \Phi \), defined in equation (4-5), to produce equation (4-6). Additionally, the elemental area, \( \delta area \), in the same equation is computed from the product of the height and arc-length (equation (4-7)). This dot product and elemental area are substituted back into equation (3-43) to produce equation (4-8)).

\[
\mathbf{r}_i = \cos(\theta_i')\hat{x} + \sin(\theta_i')\hat{y} \quad (4-4)
\]

\[
\nabla \Phi_u \big|_{(x_i,y_i)} = \left[ \nabla \Phi \big|_{(x_i,y_i)} \right] \left( \cos(\lambda_i)\hat{x} + \sin(\lambda_i)\hat{y} \right) \quad (4-5)
\]

\[
\hat{r}_i \cdot \nabla \Phi_u \big|_{(x_i,y_i)} = \left[ \nabla \Phi_u \big|_{(x_i,y_i)} \right] \cos(\theta_i' + \lambda_i) \quad (4-6)
\]

\[
\delta area_i = c \left( \frac{d_2}{2} \right) \delta \theta \quad (4-7)
\]
\[ A'_1 = -\sigma_1 \left( \frac{\partial \Phi}{\partial n} \right) \sum_{i=1}^{N} B_i(l) \cdot \left( \nabla \Phi \cdot \cos(\theta_i + \lambda_i) \cdot \left( \frac{d_2 \delta \theta}{2} \right) \right) \] (4-8)

The current, \( I'^p \), in equation (3-45) is computed using \( A'_1 \) and \( B_i \) from equations (4-3) and (4-8). The relationship between the measured and predicted current patterns remains unchanged. For the purpose of clarity, the relationship for a single medium is restated in equation (4-9) and the computation of the mediums electrical properties is restated in equation (4-10).

\[ I^m = \xi \cdot I'^p(x_2, y_2, d_2) \] (4-9)

\[ \kappa_{21} = \frac{1 + \xi}{1 - \xi} \] (4-10)

For experiments using three media, the measured current pattern is related to the weighted sum of both predicted currents (\( I'^p(x_2, y_2, d_2) \) and \( I'^p(x_3, y_3, d_3) \)). The relationship is expressed in matrix form (equation (4-11)). The variables \( \xi_1 \) and \( \xi_2 \) are determined by regressive means and used to compute the electrical properties \( \kappa_{21} \) and \( \kappa_{32} \) (equations (4-12) and (4-13)).

\[ I^m = \begin{bmatrix} I'^p(x_2, y_2, d_2) \\ I'^p(x_3, y_3, d_3) \end{bmatrix} \begin{bmatrix} \xi_1 \\ \xi_2 \end{bmatrix} \] (4-11)

\[ \kappa_{21} = \frac{1 + \xi_1}{1 - \xi_1} \] (4-12)

\[ \kappa_{32} = \frac{1 + \xi_2}{1 - \xi_2} \] (4-13)

4.2.2 Application of the Indirect Reconstruction Method

The indirect reconstruction method (IRM) is divided into two steps, the forward solution and the inverse solution, which are performed sequentially and repeatedly for a predetermined number of iterations. The forward solution is performed using the Finite Difference Method (FDM) while the inversion solution is performed using the Newton-Raphson (N-R) method.

To apply the FDM, the domain is first discretized. Figure 4-4 illustrates a domain with three media. Figure 4-5 illustrates a discretized version of the same domain. The discretized domain is converted into a map of the electrical properties, where each element of the map is assigned an electrical property value and every vertex represents a potential point. Figure 4-6 illustrates the domain map. Each shade of the map represents a unique electrical property. This
figure is represented by three different electrical properties. Figure 4-7 illustrates a close-up of four elements and 5 vertices. The four elements meet at a common point (one of the five vertices) and the remaining four vertices are located at points where two of the elements touch.

The forward solution first computes the internal potential field $\Phi$ using the Jacobi’s method [149]. The Jacobi’s method solves equation (4-14) by computing the potential at a given discretized point. The method averages surrounding discretized potentials weighted by the surrounding electrical properties. The technique is guaranteed to converge to a solution. The Jacobi method is iterative and terminates when the residual (equation (4-15)) falls below a preset threshold (which is chosen to be $10^{-11}$). The resulting potential field is a 93 by 93 array (columns by rows) of complex numbers.

Figure 4-4: Domain with 3 media
A three-media, square domain is illustrated.

Figure 4-5: Discretized Domain
The three-media domain is discretized.
The discretize domain is replaced with a domain map, where each element in the map represents one of the discrete elements from the domain.

Finite difference methods use the domain map to compute potentials throughout the domain. The potentials are computed at each vertex.

\[
\Phi_{i,j+1} = \left( \sigma_{i,j-1}^n + \sigma_{i,j}^n \right) \Phi_{i,j}^n + \left( \sigma_{i-1,j}^n + \sigma_{i,j}^n \right) \Phi_{i,j+1}^n + \left( \sigma_{i+1,j}^n + \sigma_{i,j}^n \right) \Phi_{i-1,j}^n + \left( \sigma_{i,j-1}^n + \sigma_{i,j-1}^n \right) \Phi_{i,j}^n
\]

where 
- \( i \) is the column
- \( j \) is the row
- \( n \) is the iteration count

\[
\text{Residual} = \frac{\sum_{i=1}^{M} \sum_{j=1}^{N} \left| \Phi_{i,j}^{n+1} - \Phi_{i,j}^n \right|}{MN}
\]

where \( M \) and \( N \) are 93

The FDM is performed for the uniform and non-uniform cases producing two internal potential fields, \( \Phi_u \) and \( \Phi_p \), respectively. From these cases the difference potential field, \( \Delta \Phi = \Phi_p - \Phi_u \), is computed.

The current at each electrode, \( k \), is computed from the current density, \( J \), passing through the electrode cross-sectional area, \( \text{AREA} \) (equation (4-16)). The gradient is computed by the difference method (equation (4-17)). Here \( \delta y \) is the distance in the y-direction between adjacent vertices.
\[ I^p(x_k,0) = -\sigma^*_1 \cdot \nabla \Delta \Phi \mid_{x_k,0} \cdot AREA \]  

(4-16)

\[ \nabla \Delta \Phi \mid_{x_k,0} = \frac{\Delta \Phi_{k,1} - \Delta \Phi_{k,0}}{\delta y} \]  

(4-17)

The inverse processing applies the Newton-Raphson (N-R) method (equation (4-18)) to compute an update (or correction) to the electrical properties (\( \sigma^* \)). The measured and predicted current patterns are represented as column vectors, as defined in equation (3-46). The predicted current, \( I^p \), is a function of the electrical properties for all three media (equation (4-19)). The correction to the electrical properties, \( \Delta \sigma \), is represented by a column vector with 6 elements (equation (4-20)). The derivative matrix (equation (4-21)) is represented as a 6 by 15 (column by row) matrix, where each column is computed by difference equations (equation (4-22)).

\[ I^m = I^p + \frac{\partial I^p}{\partial \sigma^*} \Delta \sigma^* \]  

(4-18)

\[ I^p(\sigma^*) = I^p(\sigma_1, \sigma_2, \sigma_3, \varepsilon_{r_1}, \varepsilon_{r_2}, \varepsilon_{r_3}) \]  

(4-19)

\[ \Delta \sigma = (\Delta \sigma_1, \Delta \sigma_2, \Delta \sigma_3, \Delta \varepsilon_{r_1}, \Delta \varepsilon_{r_2}, \Delta \varepsilon_{r_3})^T \]  

(4-20)

\[ \frac{\partial I^p}{\partial \sigma^*} = \left( \begin{array}{cccccc} \frac{\partial I^p}{\partial \sigma^*_1} & \frac{\partial I^p}{\partial \sigma^*_2} & \frac{\partial I^p}{\partial \sigma^*_3} & \frac{\partial I^p}{\partial \varepsilon_{r_1}} & \frac{\partial I^p}{\partial \varepsilon_{r_2}} & \frac{\partial I^p}{\partial \varepsilon_{r_3}} \end{array} \right) \]  

(4-21)

\[ \frac{\partial I^p}{\partial \sigma^*_1} = \frac{I^p(\sigma_1 + \delta) - I^p(\sigma_1)}{\delta} \]  

(4-22)

The correction to the electrical properties, \( \Delta \sigma^* \), is computed by performing a matrix multiplication using the inverse of equation (4-23)). The derivative matrix is not square. The singular value decomposition (SVD) method is used to compute the inverse since it is a very powerful and stable tool for the solution of linear systems [149].

\[ \Delta \sigma^* = \left[ \frac{\partial I^p}{\partial \sigma^*} \right]^{-1} \cdot \left( I^m - I^p \right) \]  

(4-23)

The electrical properties are updated (equation (4-24)) by adding the change in electrical properties to the current estimate for the electrical properties. At each correction the iteration index, \( k \), is incremented (equation (4-25)). The indirect method ends when the iteration count, \( k \), is equal to the predetermined maximum iteration maximum number of iterations, which is
chosen to be 5 iterations. There was typically no change in the predicted electrical properties after 5 iterations.

\[
\sigma^{k+1} = \sigma^k + \Delta \sigma
\]  

(4-24)

\[
k = k + 1
\]  

(4-25)

### 4.3 Sample Preparation

Four types of sample medias are used in the experiments; saline solution, agar, liver, and oatmeal. The preparation and storage of agar, liver and oatmeal is described below.

#### 4.3.1 Agar

Agar is a gelatinous colloidal extractive of a red alga genera *Gelidium, Gracilaria,* and *Eucheuma* [150]. It is sold in powder form. Agar is prepared by mixing one liter of a saline solution of known conductivity with 40 g of agar power. The mixture is heated and allowed to come to a boil. It thickens as it is heated, thus it must be continually stirred. The hot agar is poured into molds and allowed to cool. The now solid agar is refrigerated when not in use. It is stored in airtight plastic bags filled with saline solution with the same conductivity as when it is originally prepared. Samples are prepared in 1.0, 1.3, 1.6, 1.9 and 20.3 cm molds.

#### 4.3.2 Liver

Freshly slaughtered calves liver was purchased within 2 hours of slaughter. The liver weighed between 4.5 to 5.5 Kg and at the time of purchase the liver was warm to the touch. The liver was cut into a circular disk about 20.3 cm in diameter using a ‘cookie cutter’ template. It was cut to 3 cm thickness using a butcher knife. A hole was cut into the liver for the placement of medium 3, a mixture of oatmeal, salt and water discussed below. The hole was cut with a 1.3 cm diameter hole punch. Liver was used for one day, and then discarded.

#### 4.3.3 Oatmeal

The oatmeal mixture is prepared from 4.5 liters of dry oatmeal, 2 liters of distilled water, and 9 grams of salt. The oatmeal mixture is divided into smaller volumes, placed in plastic zip-
lock bags and stored in a freezer. On the day of an experiment the oatmeal is removed from the freezer and allowed to warm to room temperature.

4.4 Determining Internal Boundary Locations a priori

The EPET method uses a priori positional information to compute the electrical properties. EPET does not attempt to create the image with the electrical data but rather adds electrical property information to the existing modality and, in fact, requires the data from the other modality to locate the position of internal structures in the object. Experiments with agar media used Plexiglas templates with pre-drilled holes to precisely determine size and position of the medium. Experiments using liver and oatmeal used a second imaging modality (digital photos) to determine the boundary positions.

4.4.1 Templates for Two Media Experiments

Plexiglas templates (23 cm by 23 cm by 0.5 cm) were used to perform all the two media experiments. The plastic templates have pre-drilled slots located at positions described in the first section of this chapter. Separate templates are used for different slot diameters. Slots are precisely machined to allow less than 1 mm of play in the sample placement. The template sits on a Plexiglas lip about 1 cm above the bath water surface (approximately 2 cm above the sample holder floor). The agar medium is inserted through the slot in the template and rests on the sample holder floor.

4.4.2 Position Spacers for Three Media Experiments with Agar

The positions of the ‘holes’ in the large agar disk are well defined within the large agar disk. Consequently, the effort is limited to determining the position of the large disk (x₁ and y₁). Four 1.3 cm diameter spacer rods are temporarily placed in the tank, one along each wall of the tank. The large agar disk, which is firm to the touch, is placed in the tank so that it fits snugly between the four rods. The large agar disk is rotated until the appropriate ‘hole’ (i.e. the hole appropriate for the experiment) is properly aligned. The rods are then removed from the tank. The center of the agar disk is positioned at x₁=11.6 cm and y₁=11.3 cm.
4.4.3 Digital Images for Three Media Experiments with Liver and Oatmeal

A digital image is used to represent an axial slice from some imaging technique (e.g. CT) that would be available when applying this technique in a clinical setting. The process for generating a 2D model from a digital camera photo is completed in five steps:

1. Image acquisition
2. Image correction
3. Image discretization
4. Boundary identification
5. Filling elements between boundaries

Figure 4-8: Original Photo of the liver and oatmeal sample placed in sample holder
Top view of the circular liver disk (medium 2) placed in the saline bath (medium 1). The oatmeal/saline mixture (medium 3) is located at the 6 o’clock position of the liver.

A digital photo is initially acquired using a digital camera manually held above the sample holder (Figure 4-8). The image is rotated, stretched, and cropped to fit a square array template. It is then discretized, divided into N by N square shaped elements (dashed lines delineate the boundaries) (symbolically illustrated in Figure 4-5). Each element represents the electrical properties for the area occupied by the discretized element. The medium type at boundaries between different media is assigned to the medium that occupies more than 50% of
the area of that discretized element. Finally, all elements within the bounds are assigned with identical elements (Figure 4-9). The initial photo (Figure 4-8) and final ‘map’ (Figure 4-9) are illustrated below.

4.5 Experimental Procedures

4.5.1 Two Media Experiments

The sample holder is filled with the salt-water solution of known conductivity (medium 1). The temperature of medium 1 is measured with a thermocouple and recorded. The position template is placed in tank (above the water line). The measurement of the current proceeds in the following eight steps:

1. Current is measured at electrodes 1 through 15 with only medium 1 in the sample holder. Measurement of all 15 electrodes is called a ‘pass’.
2. Medium 2 is placed through the template slot until it rests on the sample holder floor.
3. Current is measured at electrodes 15 through 1.
4. Medium 2 is removed.
5. Repeat steps 1 to 4 five times.
6. One final measurement is collected at electrodes 1 through 15 with only medium 1 in the sample holder.
7. The template is removed.
8. Finally, the temperature of medium 1 and 2 is measured and recorded.

4.5.2 Three Media Experiments with Agar

The sample holder is filled with the salt-water solution (medium 1). The temperature of medium 1 is measured with a thermocouple and recorded. The current is measured for 10 passes (i.e. from electrodes 1 to 15, then 15 to 1, and so forth five times). Medium 2 (large agar disk) is placed and positioned in the tank. Displaced water exits the tank through an overflow valve and collects in a reservoir. The agar disk is NOT covered with water. All ‘holes’ in the agar disk are initially filled with agar plugs (medium 3) with the same conductivity as the agar disk (medium 2) technically making it a two-medium case. The measurement of the current proceeds in the following steps:

1. Current is measured at electrodes 1 through 15.
2. Medium 3 is exchanged for an agar rod with the test conductivity.
3. Current is measured at electrodes 15 through 1.
4. Medium 3 is replaced with the agar rod with the same conductivity as medium 2.
5. Repeat steps 1 to 4 ten times (10 passes).
6. Make one final measurement at electrodes 1 through 15 (matching agar is present)
7. Medium 2 is removed.
8. Medium 1 in the reservoir is returned to the tank.
9. Finally, the current was measured for 10 passes.

4.5.3 Three Media Experiments with Liver and Oatmeal

The sample holder is filled with the saline solution (medium 1). The current is measured for 5 passes. Medium 1 conductivity is measured using a handheld conductivity meter. Saline bath and liver (media 1 and 2) temperatures are measured using a digital thermometer. The liver with oatmeal plug (media 2 and 3) is placed in the tank. Displaced water rises and exits the tank through an overflow valve where it is collected in a reservoir. The liver is NOT covered with water. Medium 1 conductivity is measured a second time. The digital image of the liver in the tank is acquired. The current is measured for 10 passes. Medium 1 conductivity is measured a third time. Media 2 and 3 are removed from the tank and water in the reservoir is poured back into the tank. Medium 1 conductivity is measured for a fourth and last time. Finally, the current is measured for 5 passes after removing the liver.

4.6 Experimental Set-up

The data acquisition system has 7 functional units: an excitation source, a signal driver, a sample holder, output signal sensor, a signal demodulator and a computer for system control and data storage. The excitation source produces a voltage signal with known amplitude, phase, and frequency. This signal is input to a buffer circuit, the voltage driver, which drives the electrodes on the sample holder. The sample holder functions as the interface between the driver/sensor electronics, a rigid framework for the electrodes, and a water-tight container. The output signal, a current, is sensed and demodulated to produce a digital signal (magnitude and phase). Finally, a personal computer controls the excitation source and demodulator instrumentation and stores the acquired data.

The experimental set-up is sketched in Figure 4-10. Item 1 is a Gateway 2000 Pentium 133 MHz with a GPIB card installed to provide two-way communication with item 2, the Solartron Instruments 1260 (SI 1260) Impedance Phase/Gain Analyzer [151]. The computer operates ZPLOT software, produced by Scribner Associates [152], to control the SI 1260, a dual-purpose instrument that provides both an output voltage source (excitation) signal and measures
a sensed signal. ZPLOT controls the excitation signal magnitude and frequency, specifies the measurement mode, and controls the amount of acquired data. The Solartron 1260 generates a 1.0 V_{rms} excitation signal at 50 kHz and measures a voltage difference. The sensed signal is acquired for at least 0.2 seconds and produces a demodulated measurement of the average difference voltage, V_2-V_1 across a sense resistor. The measured data are stored in text files on the personal computer’s hard disk drive.
Overview of the complete data acquisition system. The system is composed of: (1) computer processor with data storage device, (2) Solartron 1260 Impedance Phase/Gain Analyzer, (3) Excitation signal port, (4) source signal cable, (5) sensed signal port, (6) sense signal cable, (7) driver/sensor board, (8) driver/sensor electronics, (9) signal switch, (10) side gradient driver, (11) data acquisition tank, (12) electrode, (13) connection to electrode, (14) medium 2, and (15) saline.
The SI 1260 has three ports, one output port (Item 3) and two input ports (Item 5). The input ports measures voltage drop \((V_2 - V_1)\), across a sense resistor (Item 8), from which the ‘sensed’ current is computed. Oscilloscope probes connect the excitation and measured signals from the SI 1260 to the Main Driver/Sensor and Gradient Driver (Items 7 and 10, respectively) electronics boards. The paths of the excitation (Item 4) and measured signals (Item 6) are presented as dotted and solid black lines respectively. These pathways originate/terminate at the output/input ports of the SI 1260 and terminate/originate at the driver/sensor circuitry located on the main and gradient driver electronics boards.

The voltage driving and current sensing functions are performed by the dual function driver/sensor circuitry (Item 8) located on the main and gradient driver/sensor electronics boards. The driver electronics delivers an applied voltage signal to the electrodes (Item 12) of the sample holder (Item 11). This applied signal interacts with the contents of the sample holder resulting in the flow of electric current. The sensor function of the electronics senses the current flow passing through the electrodes.

The voltage driver and current sensing element (Item 8 in Figure 4-10) are combined within the same circuit. The basic circuit design is adapted from Blad [153], Blad et al [154] and Hartov et al [155] and is presented in Figure 4-11. An operational amplifier (Analog Devices AD828) is configured in an inverting mode with a gain of -1. Resistors \(R_1\), \(R_2\), and \(R_3\) have a resistance of 10 kΩ and are connected in a typical inverting mode configuration. The precision resistor \(R_s\) (1 KΩ) functions as the current sensing element used to measure the current flowing through the electrode. The current that passes through a given electrode is computed using Ohm’s law (equation (4-26)) from the voltage drop, \(V_2 - V_1\), across \(R_s\).

\[
I = \frac{(V_2 - V_1)}{R_s} - \frac{V_1}{R_2} \tag{4-26}
\]

Item 11, the sample holder, is a fixture that holds the media. The sample holder geometry is very important because it establishes the conditions for the Green’s Function used. The sample holder holds the saline bath, medium 1(Item 15), and the other media being tested (Item 14). A more detailed illustration of the sample holder is presented in Figure 4-12.

The sample holder is a square shaped tank fabricated from transparent acrylic. It is lined with 60 stainless steel electrodes, 15 electrodes along each side of the sample holder tank, (Item 12). Each electrode has a 12.7 mm diameter with a separation gap of 2.54 mm between the electrodes. The overall size of the sample holder is 23.1 cm along each side. The liquid level is
regulated by a drain spout mounted to the sample holder wall 1.88 cm above the sample holder floor. The liquid level is the same distance above the electrodes as below.

**Figure 4-11: Driver/Sensor Circuit**

The driver/sensor circuit is adapted from [153, 154, 155]. The driving signal, \( V_{\text{signal}} \), is magnified with gain –1 and supplies current to the load. The current is computed from the measured potential difference, \( V_2 - V_1 \), across the sense resistor \( R_s \).

\[ V_{\text{Signal}} \]
\[ R_1 = 10 \, \text{K}\Omega \]
\[ R_2 = 10 \, \text{K}\Omega \]
\[ R_3 = 10 \, \text{K}\Omega \]
\[ R_s = 1 \, \text{K}\Omega \]

The applied voltage along the boundary of the sample holder is designed to produce a current flow primarily along the + y-direction. The square-shaped sample holder lends itself to the implementation of a simple potential pattern to produce an electric field, and consequently a current flow, along the y-direction. A potential pattern of constant phase, but different magnitude is applied to all electrodes along the near and far sides (defined in Figure 4-12), while simultaneously applying a potential with a gradient along the left and right sides. The near side voltage was maintained at 1 Vrms while the far side was held at ground. The voltage along the left and right side decreased linearly with increasing distance (from near to far sides) from 1 Vrms to ground \((V = \frac{-1}{23.2} + 1[V\text{rms}])\) in 15 steps.

Each electrode in the tank is assigned a number. Electrode numbers range from 1 to 15 along the near side (from left to right). The numbering continues along the right side from 16 to
Digital imagery of the test media is used in the implementation of the EPET theory. The DSC-S50 digital camera manufactured by SONY\textsuperscript{i} is used for this purpose. The camera produces color images with a 1600x1200 pixel resolution. Images are captured and stored on a memory stick and later transferred to the Gateway 2000 in JPEG format. The operator holds the camera 86 cm directly above the surface of the sample holder floor. The camera pointed downward perpendicular to the sample in the sample holder.

The saline bath is a controlled element in the experiment. It is easily retrievable and thus measurement of its electrical properties during the course of the experiment does not violate the notion of identifying the electrical properties of the unknown object. Furthermore, its acquisition does not alter results since sampled saline is returned to the experimental sample holder.

During the experiment, the temperature is monitored in media 1, 2 and 3 because electrical properties of both biological and non-biological media are temperature dependent. These media are all at ambient temperature. In the event measured temperature varied dramatically, temperature data will be used to account for some of the variations in the computed electrical property values. Temperature data are acquired using a handheld digital stem thermometer manufactured by Tenma\textsuperscript{ii} and a HH82 thermocouple manufactured by Omega\textsuperscript{iii}. A sample of the saline is removed from the sample holder using a syringe and injected into a clean container. The probe from the Tenma stem thermometer is inserted into the container and the temperature is measured. Once the measurement is complete, the saline is returned to the sample holder.

\textsuperscript{i} Sony Electronics Inc., 1 Sony Drive Park, Ridge, NJ 07656, Manual Number: 3-060-523-12(1)
\textsuperscript{ii} Digital Stem Thermometer, Tenma, 72-6789, http://www.tenma.com/
\textsuperscript{iii} OMEGA Engineering, INC., One Omega Drive, Stamford, Connecticut, 06907-0047
Figure 4-12: (Above) Side view and (Below) top view of the data acquisition tank

Top and side views of the data acquisition tank are presented. The tank dimensions and electrode position (horizontal and vertical) are clearly illustrated.
5 RESULTS AND DISCUSSION

5.1 Raw Experimental Data: Description and Characterization

5.1.1 Typical Raw Current Pattern

Figure 5-1 illustrates the sequence of current readings (the current pattern) that results from the two media case described in the previous chapter. In this example, medium 2, a piece of metal ($\kappa_2 > 10^7$) with a diameter $d_2 = 1.9$ cm, is placed in data acquisition tank filled with saline bath, medium 1, at $x_2 = 11.6$ cm and $y_2 = 2.4$. This particular example is referred to as the reference case throughout this chapter.

Two chart types, bar and line, are presented in Figure 5-1. The bar chart presents the 15 discrete currents (one for each of the 15 electrodes) measured along $(x,0)$ side of the data acquisition tank. The $x$ axis represents the electrode positions while the $y$-axis represents the relative current, $I_{\text{relative}}$ (equation (5-1)), defined as:

$$I_{\text{relative}} = \frac{I_n - I_u}{I_u}$$

(5-1)

where $I_{\text{relative}}$ is a 1 by 15 element column vector, $I_u$ are the current readings of the uniform state (i.e. saline only), and $I_n$ are the current readings of the non-uniform state (i.e. saline and other media).

The electrodes are evenly spaced along the $x$ axis of the tank, thus the figure also represents the spatial distribution of the current readings. The relative current, a dimensionless quantity, is computed from difference between the non-uniform state (multi-media state) and the uniform state (single medium state) that is then divided by the uniform state current reading.

Due to the spatial and discrete nature of the current readings, the bar chart is the ideal method for displaying the current readings. However, comparing multiple current patterns using a bar chart is difficult to comprehend and interpret. Consequently, the line chart is used instead of the bar chart. The line chart aids the reader in viewing the ‘pattern’ that the current produces. The reader is cautioned to recall that the straight (dashed) lines connecting symbols DO NOT represent actual current values. The lines simply make it easier for the reader to perceive the current pattern.
The current readings for the reference case, with medium 2 position, size, and contrast at $x_2=11.6$ cm, $y_2=2.4$ cm, $d_2=1.9$ cm and $\kappa_{21}=10^7$, are presented. The bar chart represents the discrete current readings while the line chart is used for ease of use for the reader. Note that interpolated lines between symbols do not represent actual data.

5.1.2 Current Pattern Dependence on Position, Size and Contrast

Figures 5-2 to 5-5 illustrate the dependence of the relative current pattern (or shape) on the position, size and contrast of medium 2. The figure x and y axes represent electrode number and relative current respectively. Each figure presents two current patterns, the reference case (same case as Figure 5-1) and the current pattern whose state results from a deviation (variation) from the reference case.

Table 5-1 below summarizes the position, size and contrast parameters for each current pattern. Figure 5-2 compares current patterns where only the lateral position, $x_2$, varies. Figure
5-3 compares current patterns where only the depth position, \( y_2 \), varies. Figure 5-4 compares current patterns where only the size (diameter), \( d_2 \), varies. Finally, Figure 5-5 compares current patterns where only the contrast ratio varies.

<table>
<thead>
<tr>
<th>Case</th>
<th>Figure #</th>
<th>Lateral Position ( x_2 ) (cm)</th>
<th>Depth Position ( y_2 ) (cm)</th>
<th>Size ( d_2 ) (cm)</th>
<th>Contrast ( \kappa_{21} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lateral Variation</td>
<td>5-2</td>
<td>8.5</td>
<td>2.4</td>
<td>1.9</td>
<td>( &gt;10^7 )</td>
</tr>
<tr>
<td>Depth Variation</td>
<td>5-3</td>
<td>11.6</td>
<td>3.9</td>
<td>1.9</td>
<td>( &gt;10^7 )</td>
</tr>
<tr>
<td>Size Variation</td>
<td>5-4</td>
<td>11.6</td>
<td>2.4</td>
<td>1.6</td>
<td>( &gt;10^7 )</td>
</tr>
<tr>
<td>Contrast Variation</td>
<td>5-5</td>
<td>11.6</td>
<td>2.4</td>
<td>1.9</td>
<td>7.4</td>
</tr>
</tbody>
</table>

Note: \( \sigma_1 = 0.08 \text{ S/m} \) for the background saline solution.

In general terms, each current pattern displays a Gaussian-like shape with the relative current peak corresponding to the lateral position (\( x_2 \)) of medium 2 (Figure 5-2). As the depth position (\( y_2 \)) increases, the magnitude of the relative current peak decreases and the Gaussian shape broadens (Figure 5-3). Finally, as the size (\( d_2 \)) and contrast (\( \kappa_{21} \)) decrease, the magnitude of the relative current peak decreases, but the Gaussian shape is maintained i.e. the magnitude of all 15 current readings changes by the same proportion. These observations suggest the relative current pattern is a function of lateral position, depth position, size, and contrast. This relationship is expressed in functional form (equation (5-2)) as:

\[
I_{\text{relative}} = I(x_2, y_2, d_2, \kappa_{21})
\]

where \( x_2 \) is the lateral position, \( y_2 \) is the depth position, \( d_2 \) is the diameter, and

\[
\kappa_{21} = \frac{\sigma_2}{\sigma_1}
\]

is the contrast ratio of medium 2.
Reference Case  Lateral Variation

Figure 5-2: $I_{\text{relative}}$ vs. electrode number: Lateral position dependence
Current patterns for the reference and laterally varied cases ($x_2$=11.6 and 8.5 cm respectively) are presented.

Reference Case  Depth Variation

Figure 5-3: $I_{\text{relative}}$ vs. electrode number: Depth position dependence
Current patterns for the reference and depth varied cases ($y_2$=2.4 and 5.5 cm respectively) are presented.

Reference Case  Size Variation

Figure 5-4: $I_{\text{relative}}$ vs. electrode number: Size dependence:
Current patterns for the reference and size varied cases ($d_2$=1.9 and 1.3 cm respectively) are presented.

Reference Case  Contrast Variation

Figure 5-5: $I_{\text{relative}}$ vs. electrode number: Contrast dependence
Current patterns for the reference and contrast varied cases ($\kappa_{21}$=$10^7$ and 7.4 respectively) are presented.
5.1.3 Quantifying the Similarity in Current Pattern Shape

The similarity between the shapes of two current patterns is quantified using the cross-correlation function \( r(I^R, I^T) \) (equation (5-3)) [156]. The cross-correlation is a statistical function that measures how well two current patterns, \( I^R \) and \( I^T \), vary jointly. Cross correlation values range from \(-1\) to \(+1\). Values near \( r = \pm 1 \) indicate a high degree of correlation and a good fit to a linear model. A value of \( r \) close to 0 indicates a poor fit to a linear model.

\[
 r(I^R, I^T) = \frac{\sum_{k=1}^{15} (I^R_k - \bar{I}^R)(I^T_k - \bar{I}^T)}{\sqrt{\sum_{k=1}^{15} (I^R_k - \bar{I}^R)^2 \sum_{k=1}^{15} (I^T_k - \bar{I}^T)^2}}
\]

where
- \( I^R_\) is the current pattern for the reference state
- \( I^T_\) is the current pattern for the test state
- \( \bar{I} \) is the mean current value
- \( k \) is the index corresponding to the electrode position

The cross correlation is computed from the reference and test current patterns (\( I^R \) and \( I^T \) respectively). The superscripts R and T refer to the state that produces the current values. The reference current pattern is defined in equation (5-4). The test current pattern is defined similarly.

\[
 I^R = I(x^R_2, y^R_2, d^R_2, \kappa^R_{21})
\]

Cross-correlation analysis is applied to the experimental results where one parameter is varied while leaving the remaining parameters unchanged. These results are presented in tables 5-2 through 5-4. Table 5-2 examines how similar the shape of the current pattern is for different depths \( y_2 \) of medium 2 (equation (5-5)). Table 5-3 examines shape similarity as the size (diameter) \( d_2 \) of medium 2 varies (equation (5-6)). Finally, Table 5-4 examines shape similarity as the contrast, \( \kappa_{21} \), of medium 2 varies (equation (5-7)). The lateral dependence on the shape of the current pattern is not tested since it obviously changes with the lateral position.
The tables are laid out in a matrix format. For instance, the left most column in Table 5-2 lists the depth \( y_2^R \) for the reference case, while the top row lists the depth \( y_2^T \) of the test case. Each element of the matrix contains the cross-correlation coefficient corresponding to the combination of reference depth and test depth. Tables 5–3 and 5–4 are laid out in a similar fashion.

**Table 5-2: Cross-correlation coefficients as a function of depth for medium 2**

<table>
<thead>
<tr>
<th>Reference depth position ( y_2^R ) (cm)</th>
<th>Test depth position ( y_2^T ) (cm)</th>
<th>2.4</th>
<th>3.9</th>
<th>5.5</th>
<th>7.0</th>
<th>8.5</th>
<th>11.6</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.4</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.9</td>
<td>0.926</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.5</td>
<td>0.819</td>
<td>0.969</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.0</td>
<td>0.730</td>
<td>0.910</td>
<td>0.976</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.5</td>
<td>0.638</td>
<td>0.838</td>
<td>0.936</td>
<td>0.983</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11.6</td>
<td>0.538</td>
<td>0.740</td>
<td>0.866</td>
<td>0.927</td>
<td>0.970</td>
<td>1.000</td>
<td></td>
</tr>
</tbody>
</table>

**Table 5-3: Cross-correlation coefficients as a function of size for medium 2**

<table>
<thead>
<tr>
<th>Reference size ( d_2^R ) (cm)</th>
<th>Test size ( d_2^T ) (cm)</th>
<th>1.0</th>
<th>1.3</th>
<th>1.6</th>
<th>1.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>0.999</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.6</td>
<td>0.999</td>
<td>0.998</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.9</td>
<td>0.999</td>
<td>0.999</td>
<td>1.000</td>
<td>1.000</td>
<td></td>
</tr>
</tbody>
</table>
Table 5-4: Cross-correlation coefficients as a function of contrast for medium 2

<table>
<thead>
<tr>
<th>Reference contrast $\kappa_2^R$</th>
<th>Test contrast $\kappa_2^T$</th>
<th>2.4</th>
<th>4.4</th>
<th>7.4</th>
<th>15.2</th>
<th>Metal (&gt;10$^7$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.4</td>
<td></td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.4</td>
<td></td>
<td>0.999</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.4</td>
<td></td>
<td>0.999</td>
<td>0.999</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15.2</td>
<td></td>
<td>0.999</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>Metal (&gt;10$^7$)</td>
<td></td>
<td>0.999</td>
<td>0.999</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Note: $\sigma_1 = 0.08$ S/m

In Table 5-2, the cross-correlation value when the reference and test depths are the same is 1.000 (as expected). The cross correlation value decreases as the distance between the reference and test depths increases indicating that the current pattern shape is a function of the depth. The cross-correlation coefficients in tables 5 – 3 and 5 – 4 do NOT vary appreciably with variations in the size or contrast ($d_2$ or $\kappa_2$) of medium 2. The coefficient is approximately 1.0 indicating that the current pattern shape (but not magnitude) is independent of the size or contrast of medium 2.

5.1.4 Examining Current Magnitude Dependence on Contrast

Cross-correlation analysis demonstrates that the shape of the current pattern remains unchanged as the contrast is varied. The charge-charge correlation theory from Chapter 3 predicts the magnitude of the current pattern is a scalar multiple of the current pattern where medium 2 is composed of metal (equation (3-47)). This scalar multiple, the scaling factor $\xi$, is postulated to be a function of the contrast ratio $\kappa_2$ (equation (3-48)). Experimental results from experimental group 4 are used as an example for testing whether the current pattern magnitude does indeed match predictions.

$$I_{\text{non-metal}} = \xi I_{\text{metal}}$$

where $\xi$, the scaling factor, is computing using standard regression techniques

$$\xi = \frac{\kappa - 1}{\kappa + 1}$$
Figure 5-6 compares computed and predicted scaling factor vs. contrast from experimental group 4 data. Experimental scaling factor values are computed using the relationship between high contrast and low contrast current patterns presented in equation (5-8) (originally equation (3-47)). The predicted scaling factor is computed from the relationship presented in equation (5-9) (originally equation (3-48)). The experiments were conducted with 24 separate sets of contrast ratios ranging from nearly 1.0 to 15.0. These experimental scaling factor results (diamonds) are plotted vs. the known contrast ratio while the predicted scaling factor function is overlaid as a solid line. The error bars represent ±1 standard deviation about the mean of the computed scaling factor values.

Figure 5-6: Experimental and predicted scaling factor results: $\xi$ vs. $\kappa_{21}$

Predicted and experimentally determined scaling factors are plotted versus contrast ratio. Experimentally computed scaling factors are presented with uncertainty bars that are ±1 standard deviation of the mean. The coefficient of determination between the predicted and experimental results was computed with a value of 0.993.
The goodness of fit between the predicted and computed (from experimental data) scaling factor is quantified using the coefficient of determination, $r^2$. The coefficient of determination is computed from the square of the correlation. Values range from 0 to 1, where values close to 1 indicate there is no difference between the estimated scaling factor-value and the actual scaling factor-value while values close to 0 indicate the model is not helpful in predicting a scaling factor-value. The coefficient of determination indicates how much of the total variation in the dependent variable can be accounted for by the predicted scaling factor function. Most statisticians consider a COD of .7 or higher for accepting the model as reasonable [157]. The coefficient of determination is 0.993, which experimentally supports the notion that magnitude of the current pattern is predictable.

$$c.v. = \frac{\text{standard deviation of } \xi}{\text{mean of } \xi} \times 100\%$$  \hspace{1cm} (5-10)

An interesting observation is that the error bars in Figure 5-6 appear to increase in magnitude as the scaling factor increases in magnitude. To determine if this is an issue to be concerned about, the coefficient of variance is computed. The coefficient of variance, sometimes called the *relative standard deviation*, is the degree to which a set of data points varies. It is defined as the ratio of the standard deviation to the mean (equation (5-10)), denoted as c.v. and quoted in percentage [156]. The c.v. vs. scaling factor results are presented in Figure 5-7. Except for two outlier points, the c.v. values generally fall between 3 and 7%. The c.v. results suggest that the error bars presented in Figure 5-6 are consistent and not abnormal.
The coefficient of variance for the experimentally determined scaling factors is plotted versus contrast ratio. The uncertainty bars are ± 1 standard deviation of the c.v.

5.2 Forward Solution Results

The next section determines if the high contrast forward solution (equation (3-45)) accurately fits the experimental result that is necessary in determining the contrast ratio, $\kappa_{21}$. The predicted current pattern, computed from the high contrast forward solution, is applied to data from experimental groups 1, 2 and 3. These experiments all use a medium 2 composed of metal.

5.2.1 Comparing Measured and Predicted Current Patterns

Figure 5-8 compares the predicted high contrast forward solution with the measured relative current results for the reference case ($x_2=11.6$ cm, $y_2=2.4$ cm, $d_2=1.9$ cm, $\kappa_{21}=10^7$). The x- and y- axes represent the electrode number and relative current respectively. Solid lines with
diamond symbols represent experimental results while dashed lines with square symbols represent predicted lines. Visually, the predicted and measured current patterns appear to have nearly identical values for all 15 data points. The coefficient of determination ($r^2$), which is 0.999, confirms this assessment. The high contrast forward solution is deemed a reasonable fit for the reference case.

![Graph showing experimental and predicted current patterns](image)

$r^2=0.999$

**Figure 5-8: $I_{\text{relative}}$ vs. electrode number: Reference case measured and predicted**

The predicted and measured current patterns (dashed and solid lines respectively) for the reference case with position, size, and contrast at $x_2=11.6$ cm, $y_2=2.4$ cm, $d_2=1.9$ cm and $\kappa_{21}=10^7$ are presented. The coefficient of determination was determined to be 0.999.

The high contrast forward solution is applied to all experimental results from experimental groups 1, 2, and 3. Recall that experimental group 1 experiments vary lateral position, experimental group 2 experiments vary depth position, and experimental group 3 experiments vary size, all with respect to the reference case. In all cases the coefficient of
determination is at least 0.9. Consequently, the forward solution is deemed an accurate model for predicting the current patterns for all cases under study.

5.2.2 Estimating Limits on the Forward Solution

This section examines the question, “at what stage does the forward solution stop yielding useful information?” The behavior of the high contrast forward solution is characterized using a single experimental data point in comparison with the corresponding predicted point. Since the coefficient of determination, $r^2$, is close to one, comparing single corresponding data points is reasonable. An obvious point to compare is the peak current (i.e. the current with the maximum value) defined in equation (5-11).

$$I_{\text{peak}} = \max(\text{abs}(I))$$  \hspace{1cm} (5-11)

The peak current value is plotted for lateral position, depth position, and size variations (figure 5-9 through 5-11). Figure 5-9 presents the peak current resulting from the placement of medium 2 (composed of metal) at various lateral positions ranging from 1.7 cm to 11.6 cm lateral position (experimental group 1 results). The x-axis represents the lateral position ($x_2$) in cm while the y-axis represents the peak current. Experimental peak current is plotted with diamond symbols, with 14 separate points corresponding to 14 separate placement positions. Predicted peak current is plotted with a solid line.

Recall that the peak current is selected from 1 of 15 electrodes. The electrode corresponding to the peak current depends on the lateral location of medium 2. The predicted and experimental results display oscillatory behavior. This is expected. Recall from Figure 5-1, the current is measured at a discrete number of electrodes with a discrete size. If the current pattern were measured with an infinite number of electrodes, the discrete current pattern would appear as a continuous current pattern. With only 15 electrodes, the current pattern is ‘discretized.’ If the peak current is located directly between two electrodes, the two adjacent electrodes will share the discretized current pattern, thus the current will appear to decrease. This result, though, is not primary to the issue at hand. The reader is directed to the Appendix C for a discussion on the reasons for this oscillatory behavior.
The predicted and experimental results display good agreement and the coefficient of determination is 0.948. The high contrast forward solution accurately predicts the peak relative current. The selection of the uniform case potential in equations (3-37) and (3-38) to compute internal charge is a reasonable approximation of the internal potential for small sized media.
Experimental Peak Currents
Predicted Peak Currents

Figure 5-10: Peak \( I_{\text{relative}} \) vs. depth position \( y_2 \)

Measured and predicted peak current (diamond symbol and solid line respectively) as a function of the depth position of medium 2. The predicted peak current was fit to a power law function.

\[
I_{\text{peak}} = 0.835 y_2^{-1.73}
\]

The predicted and experimental results display nearly perfect agreement and the coefficient of determination is 0.999. The high contrast forward solution accurately predicts the peak relative current. The experimental and predicted results decline with increasing depth. This behavior is characterized with a power series approximation (equation (5-12)).
\[ I_{\text{peak}} = 0.835 \cdot y_2^{-1.73} \]  

(5-12)

Figure 5-11 presents the peak current resulting from the placement of medium 2 for four different sizes ranging from \( d_2 = 1.0 \) to 1.9 cm diameter (experimental group 3 results). The x-axis represents the size \( (d_2) \) in cm while the y-axis represents the peak current. Experimental peak current for experimental results is plotted with diamond symbols and predicted peak current is plotted with a solid line.

\[ I_{\text{peak}} = 0.053 \cdot d_2^{1.94} \]  

(5-13)

The predicted and experimental results display nearly perfect agreement and the coefficient of determination is 0.998. The high contrast forward solution accurately predicts the
peak relative current. The experimental and predicted results decline with decreasing size. This behavior is characterized with a power series approximation (equation (5-13)).

\[
0.0034 = \left( \frac{\kappa_{21} - 1}{\kappa_{21} + 1} \right) \cdot \left( 0.835 \cdot (11.6)^{-1.73} \right) \cdot \frac{0.053 \cdot d_2^{1.94}}{0.053 \cdot (2.4)^{1.94}}
\]  
\[\text{(5-14)}\]

\[
d_2 = \left( 0.636 \cdot \left( \frac{\kappa_{21} - 1}{\kappa_{21} + 1} \right)^{-1/1.94} \right)
\]  
\[\text{(5-15)}\]

**Figure 5-12: Determining minimum size and contrast detectability**

The balance between minimum detectable size vs. minimum detectable contrast for medium 2 located at the center of the data acquisition tank \((y_2=11.6 \text{ cm})\) is presented here. For instance, to detect a 5 mm object the contrast must be greater than 13. Alternatively, to detect an object with a contrast of 5, the size must be greater than 9 mm.

The final step is to determine the limit on the maximum depth, minimum size, and minimum contrast ratio that can be reasonably detected. At some given depth and size, the current pattern signal is lost in random signal noise. This noise is unique for each data acquisition system. This noise, the noise floor, is estimated for this system using the standard error of the estimate [156] to be 0.0034 (in units of relative current). Based on symmetry...
arguments, the most distant point in the data acquisition tank to place medium 2 is the tank center, $y_2=11.6$ cm. To determine a relationship between the minimum size and contrast that is detectable at the tank center, the noise floor, 0.0034, the relationships expressed in equations (5-12) and (5-13), along with the scaling factor relationship in equation (3-48) are substituted into (3-47) to produce equation (5-14). The depth position is chosen to be $y_2=11.6$cm. Equation (5-14) is rearranged to form an expression relating size to contrast (equation (5-15)) and is presented in Figure 5-12. For instance, to detect an object with a diameter less than 5 mm, the contrast ratio must be greater than 13. Alternatively, to detect an object with a contrast ratio less than 5, the object must have a diameter greater than 9 mm.

5.3 Inverse Solution Results

The third section presents the conductivity (contrast) results predicted by the inverse method. The section is divided into three separate groups. The first group presents data for the two media experiments (experimental groups 5 and 6). The second group presents results for the three media experiments that use only agar for medium 2 and 3 (experimental groups 6 and 7). The final group presents experimental group 9 results that are for more complex experiments using liver and oatmeal. The results in this final group are intended to shed some light on the future direction this research might eventually take. Predicted results for the first and second groups are computed using the charge-charge correlation method. Predicted results for the third group are computed using the indirect reconstruction method.

5.3.1 Two Media Results: Predicted Contrast vs. Depth

The results presented in this section cover experiments from experimental group 5. In these experiments a medium 2 composed of agar, with a diameter of $d_2=1.9$ cm was placed within saline at a lateral position of 11.6 cm. Medium 2 possessed one of five different contrast values ranging from $\kappa_{21} = 1.7$ to 15.2. Data are acquired for 6 different depth positions of medium 2 ranging from $y_2 = 2.4$ to 11.6 cm. The temperature of the media 1 and 2 (saline bath and agar) is maintained at 21 °C.
Figure 5-13: Predicted contrast vs. depth: The 2 media case

Predicted and ‘true’ (referred to as the independently measured) contrast ratios are presented for six depths of medium 2. At each depth, measurements for five different contrast ratios are collected. The predicted contrast ratios are computed from mean value of 50 separate measurements and the uncertainty bars are ± 1 standard deviation of the mean. The ‘true’ contrast for each sample was determined using four lead measurement technique.

Figure 5-13 presents the predicted results as the depth of medium 2 is varied. The x-axis represents the depth of the medium 2 while the y-axis represents contrast ratio values. The
results are presented in groups (families) of data points. The groupings are based on their common contrast values. The predicted contrast values are presented as individual data points along with their corresponding error bars. The value of these points is averaged from 50 separate estimates (predictions) of the agar contrast. The error bars are uniformly ±1 standard deviation of the average contrast value. All data points sharing the same contrast group are represented by the same symbol. The ‘true’ contrast values are presented as continuous lines possessing various line styles. These values are computed by independent measurement using a standard 4 lead measurement method and are simply referred to as the independent measurement (IM) results [18].

In general, the predicted contrast results are grouped with their corresponding ‘true’ contrast results. Predicted results typically fall within one standard deviation of the independent measurement. The uncertainty in the predicted contrast values (error bars) increases with increasing contrast. Recalling the discussion from section 5.1.4, the coefficient of variance (c.v.) is relatively constant for all scaling factor values. The c.v. was generally between 3 and 7%, or 5% on average.

To understand the impact of the scaling factor uncertainty on the computation of the contrast ratio uncertainty, consider Figure 5-14. This figure illustrates how the uncertainty in the scaling factor translates into uncertainties in the contrast ratio. Figure 5-14 presents 2 of the 24 data points originally presented in Figure 5-6. The value of the lower scaling factor is 0.366±0.018 and for the higher scaling factor 0.797±0.053. Equation (3-49) is used to compute the contrast and the corresponding uncertainties. The lower scaling factor translates into a mean contrast of 2.15 with an uncertainty of −0.084 and +0.093. The higher scaling factor translates into a mean contrast of 8.53 with an uncertainty of −1.73 and +3.78. The uncertainty of the lower contrast essentially balances, whereas the uncertainty of the higher contrast value is unbalanced. This imbalance is apparent in Figure 5-14. The large magnitude in the uncertainty with increasing contrast is also clearly visible. Therefore, the large uncertainties present in Figure 5-13 are consistent with findings from section 5.1.4. Thus, the larger uncertainties at higher contrast ratios are probably due to random measurement noise that affected the computation of the scaling factor.
Figure 5-14: Predicted contrast uncertainties as a function of scaling factor

This figure illustrates how the uncertainty in the contrast ratio is computed from the scaling factor uncertainty. The scaling factor is the mean computed from 50 separate measurements and the uncertainty is ±1 standard deviation of the mean. As illustrated above, the contrast ratio is computed directly from the mean, while the uncertainty in the contrast ratio is computed from adding/subtracting the scaling factor uncertainty to the scaling factor mean.

Table 5-5 presents relative error results in a matrix representation. Relative error is given in percent and is defined in equation (5-16), as:

$$\text{Relative Error} = \frac{\kappa_{IM} - \kappa_{predicted}}{\kappa_{IM}} \times 100\% \quad (5-16)$$

where $\kappa_{IM}$ is the contrast from the independent measurement
$k_{predicted}$ is the contrast of the predicted result

Each row of the table corresponds to the ‘true’ contrast and each column corresponds to the depth ($y_2$) of medium 2. The intersection of a given column with a given row contains the relative error (in percent). Results are presented for 30 separate data points. In general, the error
is less than 10%. In fact, 22 of the 30 results are less than 10% while only 8 of the 30 were greater than 10%. Four of the 8 cases with error greater than 10% correspond to high contrast ($\kappa_{21}=15.2$) medium 2. Three of the 8 cases with error greater than 10% correspond to medium 2 with great depth ($y_2=11.6$ cm).

<table>
<thead>
<tr>
<th>Contrast $\kappa_{21}$</th>
<th>Depth $y_2$ (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2.4</td>
</tr>
<tr>
<td>1.7</td>
<td>3.3</td>
</tr>
<tr>
<td>2.4</td>
<td>2.6</td>
</tr>
<tr>
<td>4.4</td>
<td>3.5</td>
</tr>
<tr>
<td>7.4</td>
<td>6.9</td>
</tr>
<tr>
<td>15.2</td>
<td>19.0</td>
</tr>
</tbody>
</table>

Note: Error values are given in %

Other researchers have arrived at comparable results. Glidwell and Ng [141] reported results from simulation studies that used \textit{a priori} anatomical information. The purpose of the research was to improve the prediction of anisotropic tissues, in particular muscle. They performed simulation studies. Their studies attempted to estimate the heart conductivity of a simulated mongrel dog that they arbitrarily stipulated to be 0.232 S/m. The studies introduced simulated measurement noise. The simulation studies introduce 0%, 5%, 10% and 15% noise into the simulation and produced conductivities with –4.7%, 7.3%, -12.9% and –16.8% error respectively.

Baysal and Eyuboglu [144] reported results from experimental studies that used \textit{a priori} anatomical information. They compared two different estimation methods, MiMSEE (minimum mean squares error estimator) and LSEE (least squares error estimator). Their experiment was performed on an analog circuit composed of resistive elements arranged in a 34 by 34 matrix. The circuit board was arranged as a cross section of the thorax. The region is divided into the following tissue groups: lung, heart, aorta, vertebra and sternum. The comparison with the heart in this model more closely compares with the agar in the current research since the heart is located within the domain and surrounded by the other tissues. Baysal reports his results an error of 26.9% and 6.99% using the LSEE and MiMSEE methods respectively.
Table 5-6: Error in predicted contrast for various sizes: The 2 media case

<table>
<thead>
<tr>
<th>Contrast $\kappa_{21}$</th>
<th>Size $d_2$ (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.0</td>
</tr>
<tr>
<td>1.6</td>
<td>1.4</td>
</tr>
<tr>
<td>2.3</td>
<td>4.2</td>
</tr>
<tr>
<td>4.2</td>
<td>5.4</td>
</tr>
<tr>
<td>6.9</td>
<td>4.3</td>
</tr>
<tr>
<td>13.1</td>
<td>18.4</td>
</tr>
</tbody>
</table>

Note: Error values are given in %

5.3.2 Two Media Results: Predicted Contrast vs. Size

Figure 5-15, presents the predicted contrast results as the size of medium 2 is varied (experimental group 6 results). In these experiments medium 2 is placed at a lateral position of $x_2=11.6$ cm and a depth of $y_2=2.4$ cm. Data are acquired for 4 different depths of medium 2 ranging from $d_2 = 1.0$ to $1.9$ cm. Medium 2 was also varied in contrast values ranging from $\kappa_{21} =$ 1.6 to 13.2. The temperature of media 1 and 2 are maintained at 21 °C ambient temperature. The layout and presentation of the results is nearly identical to Figure 5-12 except the x-axis of Figure 5-15 represents the diameter of medium 2.

Table 5-6 presents error results in a matrix representation. Again, the presentation of this table is nearly identical to Table 5-5 except the columns correspond to the size of medium 2. Results are presented for 20 separate data points. The relative error is generally less than 10% with 14 of the 20 results are less than 10% and 6 of the 20 were greater than 10%. The 6 cases with error greater than 10% correspond to media with high contrast ($\kappa_{21} = 6.9$ and 13.1). As previously observed, this is not unexpected and it’s probably due to random measurement noise that affected the computation of the scaling factor, which at higher contrasts produces larger errors.
Figure 5-15: Predicted contrast vs. size: The 2 media case

Predicted and ‘true’ (referred to as the independently measured) contrast ratios are presented for four sizes (diameter) of medium 2. Four each size, measurements for five different contrast ratios are collected. The predicted contrast ratios are computed from mean value of 50 separate measurements and the uncertainty bars are ± 1 standard deviation of the mean. The ‘true’ contrast for each sample was determined using four lead measurement technique.

<table>
<thead>
<tr>
<th>Contrast Group</th>
<th>Predicted Contrast</th>
<th>Independently Measured Contrast</th>
</tr>
</thead>
<tbody>
<tr>
<td>13.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

![Figure 5-15: Predicted contrast vs. size: The 2 media case](image)
5.3.3 Three Media Results Using Agar

The results presented in this section cover experiments using three media. These experiments are described in experimental groups 7 and 8 and are presented in Figures 5-16 and 5-17. Medium 1 is a saline bath with a conductivity $\sigma_1=0.08$ S/m. Medium 2, in both experimental groups, is composed of an agar disk possessing a conductivity of $\sigma_2=0.1417$ S/m with a diameter $d=20.3$ cm, positioned at $x_2=11.6$ cm and $y_2 = 11.4$ cm. Medium 3, in both experimental groups, possesses four different contrast values ranging from $\kappa_{32} = 1.4$ to 11.7. Medium 3’s lateral position is $x_3=11.6$ cm and is embedded in medium 2. The temperature of media 1, 2, and 3 is maintained at 21 °C.

Figure 5-16 presents contrast predictions of medium 3 as a function of depth position, $y_3$, vs. contrast, $\kappa_{32}$. Figure 5-17 presents contrast prediction as a function of size, $d_3$, vs. contrast, $\kappa_{32}$. Prediction results are presented in groups (families) of data points based on their common contrast values. In both figures, predicted contrast values are represented as individual mean data points along with their corresponding error bars. Contrast values are averaged from 49 separate computed predictions of the medium 3 and the error bars are uniformly ±1 standard deviation of the average contrast value. Contrast predictions with the same contrast (as determined by independent measurement) share the same symbol, while the ‘true’ contrast values are presented as lines with unique styles.

In general, the predicted results typically fall within one standard deviation of the independent measurement. The error in these results is presented in tables 5-7 and 5-8 in a matrix representation. Each row of the table corresponds to the ‘true’ contrast of medium 3. Each column of Table 5-7 corresponds to the depth of medium 3 (corresponding to results from Figure 5-16) while in Table 5-8 each column corresponds to the size of medium 3 (corresponding to results from Figure 5-17). The relative errors are quoted in percent.

Two trends are apparent in Table 5-7. First, the relative error increases with increasing contrast. Second, the relative error increases with increasing depth. Both trends are evident in the 2 media experiments. The reason for the first trend is the inverse method tends to produce higher contrast uncertainties at higher contrast values. The second trend is caused by the decrease in signal strength as medium 3 moves deeper into the data acquisition tank. Assuming
the random measurement noise is unchanged by the location of medium 3, the relative error should increase as the current pattern’s magnitude decreases.

Two trends are apparent in Table 5-8. As in the case with Table 5-7, the first trend is an increase in relative error with increasing contrast, which is due to production of higher contrast uncertainties at higher contrast values. The second trend is that the relative error increases with decreasing size. By the same reasoning as presented above, assuming the random measurement noise is unchanged by the size of medium 3, the relative error should increase as the current pattern’s magnitude decreases.

### Table 5-7: Error in predicted contrast for various depths: The 3 media case

<table>
<thead>
<tr>
<th>Contrast $k_{32}$</th>
<th>Depth $y_3$ (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.8</td>
<td>4.3</td>
</tr>
<tr>
<td>1.4</td>
<td>0.3</td>
</tr>
<tr>
<td>2.7</td>
<td>3.1</td>
</tr>
<tr>
<td>4.9</td>
<td>6.9</td>
</tr>
<tr>
<td>11.7</td>
<td>16.9</td>
</tr>
</tbody>
</table>

Note: Error values are given in %

### Table 5-8: Error in predicted contrast for various sizes: The 3 media case

<table>
<thead>
<tr>
<th>Contrast $\kappa_{32}$</th>
<th>Size $d_3$ (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>1.3</td>
</tr>
<tr>
<td>1.4</td>
<td>5.7</td>
</tr>
<tr>
<td>2.8</td>
<td>3.0</td>
</tr>
<tr>
<td>4.9</td>
<td>5.1</td>
</tr>
<tr>
<td>11.7</td>
<td>23.2</td>
</tr>
</tbody>
</table>

Note: Error values are given in %
Figure 5-16: Predicted contrast vs. depth: The 3 media case
Predicted and ‘true’ (referred to as the independently measured) contrast ratios are presented for four depths of medium 3. At each depth, measurements for four different contrast ratios are collected. The predicted contrast ratios are computed from mean value of 50 separate measurements and the uncertainty bars are ±1 standard deviation of the mean. The ‘true’ contrast for each sample was determined using four lead measurement technique.

Figure 5-17: Predicted contrast vs. size: The 3 media case
Predicted and ‘true’ (referred to as the independently measured) contrast ratios are presented for four sizes (diameter) of medium 3. Four each size, measurements for four different contrast ratios are collected. The predicted contrast ratios are computed from mean value of 50 separate measurements and the uncertainty bars are ±1 standard deviation of the mean. The ‘true’ contrast for each sample was determined using four lead measurement technique.
5.3.4 Three Media Results Using Liver and Oatmeal

The results presented in this third section cover experiments using three media, but with the difference that medium 2 is composed of calves liver and medium 3 is composed of an oatmeal/saline solution mixture. This experiment is described in experimental groups 9. Medium 1 is a saline bath with a conductivity $\sigma_1 = 0.09$ S/m. Medium 2 is a freshly slaughtered calf’s liver disk with a diameter $d=20.3$ cm, positioned at $x_2 = 11.6$ cm and $y_2 = 11.4$ cm possessing a conductivity that ranges from $\sigma_2 = 0.11$ to 0.14 S/m. Medium 3 is composed of an oatmeal-saline mixture that is positioned at $x_3 = 11.6$ and $y_3 = 2.8$ cm, has a size of $d_3 = 1.9$ cm and possesses a single conductivity of $\sigma_3 = 0.25$ S/m. The temperature of media 1, 2, and 3 ranges from 18 to 19 °C throughout the 17 hour data collection session.

Compared with the agar samples, which are predominantly conductive in nature, the liver media possesses complex electrical properties, conductivity and relative permittivity. The purpose of the experiments is to determine how accurately the EPET method predicts the electrical properties of medium 2 and 3. The indirect reconstruction method (using finite difference and Newton-Raphson methods for forward and inverse solutions) is applied this case.

5.3.4.1 Liver Results

Results in figures 5-18 and 5-19 present predictions of the conductivity and relative permittivity ($\sigma_2$ and $\varepsilon_r2$) of medium 2 (liver) vs. time respectively. The x-axis in both figures represents the time that has passed since the first independent measurement of electrical properties is acquired. The y-axis of Figure 5-18 represents conductivity values in S/m while the y-axis for Figure 5-19 represents the relative permittivity. The predicted conductivity/relative permittivity values are presented as individual data points (diamonds). The value of these points is averaged from 50 separate predictions. The ‘true’ conductivity/relative permittivity values are presented as interpolations stretching between the first and last independent measurements of the liver electrical properties acquired at 0 hours and 17 hours elapsed time using four lead measurement, which are represented with x-symbols. The interpolated conductivity and relative permittivity values are presented as a continuous dashed line. The linear models of these independent measurements are presented in equations (5-17) and (5-18) for conductivity and relative permittivity respectively. These values were computed by independent measurement using a standard 4 lead measurement method.
\[ \sigma_{2}^{\text{IM}} = 0.002 \cdot \text{time} + 0.112 \text{[S/m]} \quad (5-17) \]

\[ \varepsilon_{r2}^{\text{IM}} = -279 \cdot \text{time} + 14190 \quad (5-18) \]

The standard error of the estimate [156] between the EPET predicted and independently measured conductivity and relative permittivity values is presented in Table 5-9. The error for the liver conductivity (1.9%) over the 17 hours is consistent with the agar results (between 0.5 and 6.3%) for the same position, size and contrast range. The error for the liver relative permittivity is slightly higher (5.1%), but is still within the range of the conductivity results for the 3 media agar experiments.

**Table 5-9: Relative Standard Error of the Estimate for Liver and Oatmeal**

<table>
<thead>
<tr>
<th>Case</th>
<th>Relative Standard Error of the Estimate ± 1 Std (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liver conductivity</td>
<td>1.9 ± 0.03</td>
</tr>
<tr>
<td>Liver relative permittivity</td>
<td>5.1 ± 0.31</td>
</tr>
<tr>
<td>Oatmeal conductivity (unadjusted phase)</td>
<td>17.4 ± 2.18</td>
</tr>
<tr>
<td>Liver conductivity (phase adjusted)</td>
<td>6.7 ± 0.88</td>
</tr>
</tbody>
</table>

The results display a very obvious time variation in the liver’s conductivity and relative permittivity values. Over the 17 hour time span, the conductivity rises about 24% in value while the relative permittivity declines about 32%. The variation in conductivity and relative permittivity over time is an expected result. A number of studies performed by other researchers are available for comparison. Kehrer et al [158] report changes in the impedance of liver over the first few hours after slaughter. He noted that very quickly after death the alpha dispersion (low frequency) disappears rapidly (within 2 to 3 hours). He theorizes this was due to the closing of the gap junctions between cells within the first few minutes to a couple of hours. There is a clear trend change in the electrical properties measured in this dissertation work, however the cause is probably due to factors other than the closing of gap junctions.

In addition to Kehrer’s results, the liver tissue is decaying. Cell membranes are steadily dissolving. Recalling the impedance model presented in chapter 2, the tissue relative
permittivity is theorized to be predominantly due to the presence of the cellular membranes. As these membranes dissolve, the source of tissue relative permittivity also disappears. Additionally, as the cell membranes dissolve, the intra- and extracellular fluids combine. Since the intracellular fluid possesses a higher conductivity than the extracellular fluid, and observer would expect the overall conductivity to increase as the cell membranes dissolve. This also provides a large current path through the tissue.
Predicted and ‘true’ (referred to as the independently measured) conductivity are presented for liver (medium 2). The predicted conductivities are computed from mean value of 50 separate measurements and the uncertainty bars are ±1 standard deviation of the mean. The ‘true’ conductivity for each sample was determined using four lead measurement technique before and following the experiment. The expected ‘true’ conductivity for the period during the experiment was computed by interpolating between these measurements.

Predicted Conductivities

Independently Measured Conductivities

Figure 5-18: Predicted liver conductivity vs. time

Predicted and ‘true’ (referred to as the independently measured) relative permittivity are presented for liver (medium 2). The predicted relative permittivities are computed from mean value of 50 separate measurements and the uncertainty bars are ±1 standard deviation of the mean. The ‘true’ relative permittivity for each sample was determined using four lead measurement technique before and following the experiment. The expected ‘true’ relative permittivity for the period during the experiment was computed by interpolating between these measurements.
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Figure 5-19: Predicted liver relative permittivity vs. time
5.3.4.2 Oatmeal Results

The oatmeal conductivity results are presented in Figure 5-20. The x-axis represents the time that has passed since the first independent measurement of electrical properties was acquired. The y-axis of Figure 5-20 represents conductivity values in S/m. The predicted conductivity values are presented as individual data points (diamonds). Note, the conductivity chart has a second set of predicted results denoted as the phase adjusted results that are represented as triangles. Each data point is averaged from 50 separate conductivity predictions for the oatmeal. The ‘true’ conductivity values are presented as a continuous dashed red line constant over time and were computed by independent measurement using a standard 4 lead measurement method.

The conductivity results appear to consistently predict values less than the expected oatmeal conductivity. The error for the oatmeal conductivity (Table 5-9) over the 17 hours is consistently greater (on average 17.4%) than agar results predicted for similar position and size (between 0.5 and 5.8%). The oatmeal relative permittivity over the same time period is negative and large (approximately -20,000). The relative permittivity results are not presented in a chart since negative permittivities are undefined and such results hold little meaning for physical interpretation. However, negative permittivity predictions suggest the source of a problem that can explain the high error in the conductivity results. Negative permittivity predictions are likely due to a phase error in the measured current pattern data. A negative relative permittivity could be explained by the ‘positive’ phase angle versus a ‘negative’ phase angle in the current data. Subsequent to the data collection session, the experimental setup was recalibrated. A phase-shift of 16 degrees was observed using agar and metallic samples as test objects. When purely conductive media are under test, no phase shift is expected. Candidates for the source of this phase shift are:

1. The driver/sensor electronics
2. the Solartron 1260 phase/gain amplifier, or
3. interface issues (i.e. the electrode/electrolyte electrochemical reactions).

Further testing was unable to narrow the source of the phase shift.
Predicted and ‘true’ (referred to as the independently measured) conductivity are presented for the oatmeal/saline mixture (medium 3). The predicted conductivities are computed from mean value of 50 separate measurements and the uncertainty bars are ±1 standard deviation of the mean. The ‘true’ conductivity for each sample was determined using four lead measurement technique before and following the experiment. The expected ‘true’ conductivity for the period during the experiment was computed by interpolating between these measurements.

To test the notion that the negative relative permittivity and under predicted conductivity are due to the phase error, the predicted conductivity and relative permittivity are phase shifted to match the expected phase angle. For a 0.25 S/m saline solution the relative permittivity is approximately 80. The expected phase angle is (defined in equation (5-19)):
This angle is very small, thus the phase corrected conductivity is approximately the absolute magnitude of the complex conductivity (defined in equation (5-20)).

\[
\sigma_{\text{phase corrected}} = \sqrt{\sigma_{\text{uncorrected}}^2 + \left(\omega \varepsilon_0 \varepsilon_r \right)^2}
\]  

(5-20)

The phase adjusted conductivity prediction is overlaid (triangle) with the uncorrected conductivity (diamond). These values reduce the error from 17.4% to 6.7%, which is in line with agar results. With this phase correction, it appears that the oatmeal results are reasonable.

5.3.4.3 Understanding the liver/oatmeal results

The time varying problems are a significant source of uncertainty and error in these experiments. Three types of time varying sources are:

1. changing water conductivity,
2. changing liver properties and
3. changing temperature.

Changing water conductivity results from the contamination of the blood in the liver mixing with the saline bath (medium 1). Blood has a conductivity of 0.7 S/m at 25 °C [15]. When mixed with a saline solution of approximately 0.09 S/m, the saline solution’s conductivity rises. Changing liver properties is most likely caused by the liver decaying. This change has already been discussed. The liver is allowed to reach room temperature and remains at room temperature (17 to 19°C) throughout the experiments.

The choice to use liver is balanced between advantages and drawbacks. The advantage is that liver possessed relative permittivity properties in the neighborhood found in living tissue at 50 kHz. It is isotropic in its electrical properties unlike other bulk tissue, for example muscle is highly anisotropic. It was not possible to reproduce an artificial phantom with similar characteristics. The disadvantage is that blood in the liver mixed with the saline resulting in changing conductivity values. The changing saline conductivity values were estimated statistically by examining the single medium (uniform case) current reading before and after each experimental run and comparing these readings with independently measured bath water conductivity measurements (using a handheld conductivity meter). Even though these estimates
produced reasonable results as shown above, the method was tedious and susceptible to erroneous fluctuations.

A typical experiment took about 60 minutes to complete (including preparation and cleanup) and the data collection session lasted nearly 17 hours. Aside from the saline conductivity changes, the liver properties also changed. Over the 17 hours that the experiment lasted, the conductivity and relative permittivity changed from 1% to 2% per hour. It was desirable to complete the actual measurement of the liver as quickly as possible.

5.4 Charge-charge Correlation vs. Indirect Reconstruction Method

The final section of this chapter compares the two numerical methods used in the Electrical Property Enhanced Tomography (EPET) to predict electrical property values. These methods, the charge-charge correlation method (CCCM) and the indirect reconstruction method (IRM), are described in detail in chapters 3 and 4. The CCCM uses a high-contrast forward solution (equation (3-45)) to produce a predicted current pattern. From this predicted current pattern a scaling factor, ξ, is computed (equation (3-47)) which is used to compute the predicted contrast ratio, κ (equation (3-49)). The IRM uses predictions of the electrical properties in the finite difference method (FDM) to compute the predicted current patterns. The Newton-Raphson method is then used to adjust the predicted electrical properties until they approach the measured current patterns (i.e. the least squares error estimate is minimized). The CCCM is employed to predict contrast ratios used in all experimental groups except experimental group 9, in which the IRM was employed.

These two methods are now compared side by side using data from experimental group 5 (the two media case). In these experiments a medium 2 composed of agar, with a diameter of $d_2=1.9$ cm was placed at a lateral position of 11.6 cm. Medium 2 consisted of five different contrast values ranging from $\kappa_{21}=1.7$ to 15.2. Data are acquired for 6 different depth positions of medium 2 ranging from $y_2=2.4$ to 11.6 cm. The temperature of the media 1 and 2 (saline bath and agar) was maintained at 21 °C (ambient temperature).

The predicted contrast ratios are presented in Table 5-10. The relative errors and computation times for both numerical methods are presented in Table 5-11. The relative errors of both the IRM and CCCM are comparable at low contrast ($\kappa_{21}=1.7$ and 2.4) but begin to diverge as the contrast of medium 2 increases. The error using the CCCM remains under 10%
until the highest contrast ratio ($\kappa_{21} = 15.2$) and increases less rapidly than the IRM. The error using the IRM, by contrast, rises above 10% when the contrast ratio of medium 2 is relatively low ($\kappa_{21} = 4.4$). In the two media case, the CCCM produces better predictions of the contrast ratio at moderate contrast values ($4.4 < \kappa_{21} < 15.2$) than the IRM.

The computation time for the IRM is between 3 and 4 minutes. The time depends somewhat on the magnitude of the contrast ratio for medium 2 and increases as the contrast ratio increases. By contrast, the CCCM performs the prediction computations in a fraction of a second, a more than 10,000 fold improvement over the IRM. The computation time is fairly constant and is independent of the contrast ratio. The comparison shows that the CCCM produces predictions of internal electrical properties that are at least equal to, and as contrast increases, superior to, the IRM. Furthermore, the CCCM achieves these results in a fraction of the time needed by the IRM.

### Table 5-10: Predicted Contrast Results using IRM and CCCM

<table>
<thead>
<tr>
<th>Independently Measured Contrast Ratio $\kappa_{21}$</th>
<th>Predicted Contrast Ratio (±1 standard deviation)</th>
<th>IRM</th>
<th>CCCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.7</td>
<td>1.63 ± 0.01</td>
<td>1.60 ± 0.01</td>
<td></td>
</tr>
<tr>
<td>2.4</td>
<td>2.31 ± 0.05</td>
<td>2.31 ± 0.06</td>
<td></td>
</tr>
<tr>
<td>4.4</td>
<td>3.93 ± 0.15</td>
<td>4.21 ± 0.18</td>
<td></td>
</tr>
<tr>
<td>7.4</td>
<td>5.81 ± 0.42</td>
<td>6.96 ± 0.65</td>
<td></td>
</tr>
<tr>
<td>15.2</td>
<td>11.19 ± 3.78</td>
<td>17.69 ± 7.19</td>
<td></td>
</tr>
</tbody>
</table>
Table 5-11: Comparing relative errors and computation times for IRM and CCCM

<table>
<thead>
<tr>
<th>Independently Measured Contrast Ratio $\kappa_{21}$</th>
<th>Relative Error (%)</th>
<th>Computation Time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IRM</td>
<td>CCCM</td>
</tr>
<tr>
<td>1.7</td>
<td>4.1</td>
<td>5.9</td>
</tr>
<tr>
<td>2.4</td>
<td>3.7</td>
<td>3.7</td>
</tr>
<tr>
<td>4.4</td>
<td>10.7</td>
<td>4.3</td>
</tr>
<tr>
<td>7.4</td>
<td>21.5</td>
<td>5.9</td>
</tr>
<tr>
<td>15.2</td>
<td>26.4</td>
<td>16.4</td>
</tr>
</tbody>
</table>
6 SUMMARY AND FUTURE WORK

Electrical Impedance Tomography (EIT) is a technique for determining conductivity and relative permittivity distributions within the human body. EIT has traditionally relied mainly on numerical methods to solve the non-linear Poisson’s equation. Both direct (single iteration) and indirect (multiple iteration) methods are used, but indirect methods are the dominant method of choice. The forward and inverse problems are performed sequentially and iteratively until the LSEE falls below a minimum threshold. The forward solution is time consuming because it is computationally intensive. The inverse solution uses the Newton-Raphson method, which produces a matrix representation that is ill-posed. The matrix must be inverted, which produces erroneous results. The ill-posed issues are generally addressed using regularization or a priori geometric information.

6.1 The Proposed Solution

This research proposed an alternative approach to solving the Poisson equation. This approach used the Green’s theorem with Dirichlet boundary conditions to relate internal charge distribution and applied boundary potential to the internal potential field. The Green’s function is determined solely by the shape of the domain.

Manipulation of the Green’s theorem led to the charge-charge correlation relationship. This relationship forms the basis of the impedance reconstruction method, called Electrical Property Enhance Tomography (EPET). EPET does not attempt to create the image with the electrical data but rather adds electrical property information to the existing modality and, in fact, requires the data from another modality to locate the position of internal structures in the object. The EPET method uses a priori structural (geometric) information to identify the location of internal charge buildup. The buildup is expected to occur at the boundary between different electrical properties. Using a well defined domain, the charge-charge correlation relationship, and a priori structural information, the EPET method produces estimates of the internal electrical properties within a domain.
6.2 Conclusions

First two media cases using saline for the first media and either agar or metal for the second media were considered. The observed current pattern possessed a Gaussian-like shape. Cross-correlation analysis showed that the current pattern shape was a function of the position of the second media only. Similar analysis demonstrated that the magnitude of the current pattern is a function of the size and contrast ratio. Its shape remained unchanged as the size and contrast ratio of the second medium varied, but the magnitude changed with these variations.

The magnitude of the current pattern was maximized when the second medium was metallic (i.e. when the contrast ratio was very large). As the contrast ratio decreased, the magnitude of the current pattern decreased. Analysis comparing the magnitude of the current patterns with cases where the contrast ratios ranged from approximately 1 to 15 demonstrated that the scaling factor function, $\xi$ (equation (3-48)), reasonably modeled (with a coefficient of determination > 0.9) the magnitude of the current pattern. Since the scaling factor was described by a function involving only the contrast ratio and was independent of the position or size of the second media, this finding supported the assertion that the inverse solution of the EPET method could accurately estimate the unknown electrical properties of the second medium.

Next, consider the forward solution for two media cases using saline for the first medium and metal for the second medium. The forward solution was applied and compared to measured results where the lateral position, depth position, and size of the second media were varied. In all cases the coefficient of determination was at least 0.9. Consequently, the forward solution was deemed an accurate model for predicting the current patterns for all cases under study.

Analysis using the peak current as a test point demonstrated that the forward solution predicts the measured peak currents nearly perfectly (coefficient of determination > 0.99) as the depth and size of the second medium was varied. This result suggested the forward solution could be used to estimate the second medium’s minimum size and contrast ratio when it was placed in the center of the tank. Using an estimate of the measurement noise floor (level), a relationship between minimum contrast and minimum size was derived.

The inverse solution for both two and three media cases produced similar results. The error was less than 10% for 22 of the 30 cases in two media experiments when the depth of the second media was varied, and for 14 of the 20 cases when the diameter of the second medium
was varied. In three medium experiments, the error was less than 10% for 10 of the 16 cases when the depth of the third media was varied and when the diameter of the third medium was varied. These results compared well with reports from other researchers. Glidwell and Ng [141] reported errors of 4.7%, 7.3%, 12.9% and 16.8% from simulation studies that introduce 0%, 5%, 10% and 15% noise respectively. Baysal and Eyuboglu [144] reported an error of 26.9% and 6.99% using the LSEE and MiMSEE methods respectively.

Three trends were apparent from these error results. First, the error increased with increasing contrast; second, the error increased with increasing depth (of the second and third media in the two and three media experiments respectively); and third, the error increased with decreasing diameter (of the second and third media in the two and three media experiments respectively). Analysis of the inverse function (equation (3-49)) demonstrated that the inverse method was less accurate at higher contrast values. Analysis comparing the peak current for measured versus predicted cases demonstrated that as current pattern magnitude decreased with decreasing diameter (or increasing depth), relative uncertainty due to measurement noise increased. Given that the error results were in line with other researchers and that the detrimental effects of high contrast and small diameter were understood (as was discussed earlier), the inverse solution was deemed to be at least as reliable as the indirect reconstruction method.

The three media experiments using saline for medium 1, liver for medium 2 and an oatmeal/salt mixture for medium 3 were viewed in a more qualitative than quantitative light. Errors of the predicted liver conductivity and relative permittivity are 1.9% and 5.1% respectively. Over a 15 hour time span, the conductivity rose about 24% in value while the relative permittivity declined about 32%. These changes over time were expected due to decay of the liver tissue. As these cell membranes dissolved, the source of tissue relative permittivity also disappeared, and conductivity increased. Additionally the intra- and extracellular fluids combined resulting in an overall conductivity increase.

The error for the oatmeal conductivity was on average 17.4%. The oatmeal relative permittivity was negative, indicating a phase shift error in the measured data. Sources for an error source were identified (electronics, instrumentation, and electrode/electrolyte reactions). Correcting the phase shift reduced the conductivity error from 16% to 6.7%.
These experiments with liver were viewed as an indication of possible applications of the EPET method in the future. Liver was chosen because it possessed conductivity and relative permittivity properties that could not be reconstituted using manmade materials and methods. On the negative side, blood in the liver mixed with the saline causing the saline conductivity values to change. Also, a typical experiment required nearly 60 minutes to complete (including preparation and cleanup). Over the 15 hours that the experiment session lasted, the conductivity and relative permittivity changed from 1% to 2% per hour. It was desirable to complete the actual measurement of the liver as quickly as possible. Phase measurement errors were significant. Phase measurement were not an issue for purely conductive materials (agar and metal), but were vital when the relative permittivity was estimated.

When comparing the indirect reconstruction method (IRM) and charge-charge correlation method, the relative errors of both the IRM and CCCM were comparable at low contrast (\(\kappa_{21} = 1.7\) and 2.4) but began to diverge as the contrast of medium 2 increased. The error using the CCCM remained under 10% until the highest contrast ratio (\(\kappa_{21} = 15.2\)). The error using the IRM, by contrast, rose above 10% when the contrast ratio of medium 2 is relatively low (\(\kappa_{21} = 4.4\)). In the two media case, the CCCM produced better predictions of the contrast ratio at moderate contrast values (\(4.4 < \kappa_{21} < 15.2\)) than the IRM.

The computation time for the IRM was between 3 and 4 minutes. The time depended on the magnitude of the contrast ratio for medium 2 and increased as the contrast ratio increased. By contrast, the CCCM performed the prediction computations in a fraction of a second, a more than 10,000 fold improvement over the IRM. The computation time was fairly constant and was independent of the contrast ratio of medium 2. The comparison showed that the CCCM produced predictions of internal electrical properties that were at least equal to, and in moderate contrast ranges superior to, the IRM. Furthermore, the CCCM achieved these results in a fraction of the time needed by the IRM.

### 6.3 Future Work

The conclusions reached in this report suggest a need for further research. Proposals for future work should address some technical issues as well as theoretical issues. This proposal falls into three categories: evolving the theory, developing electronics, constructing a new data
acquisition tank, and performing laboratory experiments. The purpose of this work would be to transition this research work to an eventual clinical application.

The work presented in this report was limited to a quasi-two dimensional application. The theory must be modified for three-dimensional applications. This effort will require solving Green’s function in three dimensions and modifying the charge-charge relationship accordingly.

Work has already commenced on the development of new electronics. The University of Wisconsin at Milwaukee has developed electronics that drive and sense over frequencies ranging from 10 to 500 kHz. These electronics operate without the use of the Solartron 1260. The electronics measure the phase to within 1 degree of accuracy, which should greatly improve results using biological media.

The electronics are attached to a new data acquisition system that supports three dimensional experiments. The tank has a single column of 15 electrodes surrounded by very large guard rings. The medium under investigation hangs from a fixture. With the aid of a step motor, the fixture moves the medium laterally past the electrodes. A virtual network of electrodes can be simulated depending on the distance each step moves the medium. The system (electronics and acquisition tank) has been operational since the beginning of 2005.

Future experiments will be conducted using Agar media. The use of biological media will be avoided due to the complications associated with contamination of blood with the bath water.
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ABSTRACT
An electrical parameter imaging apparatus and method includes the acquisition of a charge distribution pattern on an array of electrodes that surround an object being imaged. In addition the exterior boundary, or contours of the object is measured by an array of light beams and associated light sensors. The contour measurement is employed to provide a first estimate of the object geometry needed to compute an electrical parameter image from the acquired charge distribution pattern.
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Electrical Property Enhanced Tomography (EPET)

William D. Gregory and Christopher W. Gregory

Abstract - We report a simulation study of a method for enhancing conventional imaging modalities (CT or MRI) by adding information about electrical properties of the object under test. While related to the existing impedance imaging methods, the technique reported here differs in a number of substantive ways. EPET does not attempt to create the image with the electrical data but rather adds electrical property information to the existing modality and, in fact, requires the data from the other modality to locate the position of internal structures in the object. Also, this method employs electrode sensors on a fixed geometric structure outside the object and connects to the object with an electrically conductive bolus. Electrical data are acquired from all sensors simultaneously in an applied voltage rather than an injected current mode. As a result of these and other features of the technique, the image inversion problem is well conditioned and errors propagated from input to output are actually reduced by about two orders of magnitude.
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I. BACKGROUND

At the last World Congress in Nice (1997), we outlined a method of extracting images of the interior of an object, reflective of either the object's electrical resistance or reactance. In this paper we extend that work to simultaneous measurement of both components of the object's impedance map, and we report on a detailed simulation study of this imaging modality using four human axial cross sections.

A salient feature of this work is that our method produces a well-conditioned mathematical problem because the solution is expressible in an orthogonal, complete set of functions. In analogy to Fourier spectroscopy, the orthogonality of the solution equations appears to produce a multiplex advantage.

In addition, the computing burden is reduced by using other imaging modalities to locate internal structures in the object under test, allowing all the information content of the input data to be used to maximize the accuracy of the impedance image.

As a result of these features, we find a net reduction of noise propagated from input data (sensor currents) to output results (object internal impedance values) of approximately two orders of magnitude.

II. THEORETICAL STRUCTURE

Figure 1 illustrates the 2-D geometry we consider for this problem, where \( x = (x, y) \) [field point] and \( x' = (x', y') \) [source point]. The object under test is thinly coated with an impedance matching gel (the bolus) which connects the object to an array of electrodes situated on a regular geometric structure surrounding the object. (Bolus exaggerated in Fig. 1)

In the mathematical derivation to follow, the geometry of the electrode array is rectangular. The use of a well defined geometry for the electrode array configuration, rather than the conventional technique of attaching electrodes directly to an arbitrary shaped object, allows the solution of the problem to be expressed in terms of a complete orthogonal set of functions. For the rectangular geometry used here the solution functions are the sine functions, \( \sin(l \cdot \pi \cdot x / a) \) where \( l \) is an integer. Other useful array geometries would be cylindrical (producing Bessel function solutions) and elliptical (leading to elliptical function solutions).

* Figure 1

We will seek the quasi-static solution to this problem, where \( \nabla \times \mathbf{E} = 0 \), allowing the use of a potential function \( \Phi \) to generate \( \mathbf{E} \). In addition, we will define the electrical properties of the object under test using the usual constitutive relations to connect the conductivity, \( \sigma \), and the relative dielectric constant, \( \varepsilon_r \), to the \( \mathbf{E} \) field. These starting assumptions are summarized as follows:

\[
\begin{align*}
\nabla \times \mathbf{E} &= 0 ; \\
\mathbf{D} &= \varepsilon_r \varepsilon_0 \mathbf{E} ; \\
\mathbf{J} &= \sigma \mathbf{E}
\end{align*}
\]

where \( \varepsilon_0 \) is the dielectric constant of free space.

In addition to the conditions listed in (1), the operable Maxwell equations for this situation are:

\[
\nabla \times \mathbf{H} = \mathbf{J} + \dot{\mathbf{D}} ; \\
\nabla \cdot \mathbf{E} = \frac{\rho_{\text{free}}}{\varepsilon_0}
\]

Since the divergence of a curl is always zero, the first Maxwell equation in (2) leads to the following equivalent statements in differential and integral form. The integral formulation will be used as the basis for a Finite Difference (FD) Solution to the problem:

\[
\nabla \cdot (j \omega \varepsilon_0 \varepsilon_r \Phi) = 0
\]

so using Gauss's law

\[
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\]
\[ f(\sigma + j\omega \epsilon_r) \cdot \nabla \Phi \cdot dS = 0. \]

Expressing the \( E \) field as the gradient of the potential \( \Phi \) per equation (1) and taking the divergence of the second Maxwell equation in (2) leads to the Poisson equation for \( \Phi \):

\[ \nabla^2 \Phi = \frac{\rho_{\text{Total}}}{\varepsilon_0}. \tag{4} \]

We will consider a second solution using the Green's function for the Dirichlet boundary conditions to solve (4). The Green's Function (GF) Solution for a closed volume \( V \) surrounded by a surface \( S \) is given by

\[ \Phi(s) = \int_{S} \frac{1}{4\pi} \int_{\text{Vol}} \left[ \frac{\partial G_D(s,x)}{\partial n'} \cdot dS' - \frac{\partial G_D(s,x)}{\partial n} \cdot ds \right] \cdot dV', \tag{5} \]

where \( n' \) is the normal to the surface \( S \) and \( ds \) is an element of area on \( S \).

It is also instructive to write down an expression for the total charge density in the region of interest. This can be obtained by completing the task of taking the divergence of the differential form of equation (3), leading to the following expression:

\[ \rho_{\text{Total}} = \nabla \sigma + j\omega \epsilon_r \nabla \epsilon_r \cdot \nabla \Phi \tag{6} \]

### III. GREEN'S FUNCTION SOLUTION

Our methodology will be to complete the Green's Function solution to the problem and use that result as a guide to produce an accurate, easily implemented numerical imaging tool based on the Finite Difference solution.

We start by noting from equation (6) that the total charge density \( \rho_{\text{Total}} \) is non-zero only when (a) either \( \nabla \sigma \) or \( \nabla \epsilon_r \) is non-zero and (b) not perpendicular to \( \nabla \Phi \). This means that if we consider the case where only the bolus is contained in the test region there are no boundaries where the electrical properties change, so \( \rho_{\text{Total}} = 0 \) everywhere and the first term in the Green's Function solution (equation (5)) vanishes. Thus, the second term in (5) is just equal to the potential when the test region is empty of the object under test, \( \Phi_{\text{empty}} \).

For the Dirichlet boundary conditions assumed here, the second term in (5) would remain the same regardless of whether the test object is present or not because the Dirichlet conditions require that the boundary potential, \( \Phi |_{S} \), must remain constant throughout the experiment. This leads to the following expression for the change of the potential interior to the test volume before and after insertion of the object under test:

\[ \Phi_{\text{Full}}(x) - \Phi_{\text{Empty}}(x) = \int_{V} \rho_{\text{Total}}(x') \cdot G_D(x,x') \cdot dV'. \tag{7} \]

We can now operate on both sides of equation (7) with the \( \nabla \) operator and obtain \( -\nabla \Phi_j = E_j \). Applying Gauss's Law to the \( j^\text{th} \) sensor surface we obtain:

\[ \oint_{S_j} \left( \frac{\partial \Phi_j}{\partial n} \right) ds = Q_j \]

where \( Q_j \) is the net charge deposited on \( S_j \) by the object and \( dS \) is an element of area on sensor \( j \). We then convert the right side of equation (7) to a discrete sum over the interior charges by setting \( \rho_{\text{Total}}(x') \cdot dV' = q_j(x) \) and obtain:

\[ \Phi_j(x) = -\frac{1}{4\pi} \sum_{S_j} \int_{V} \nabla G_D(x_j,x) \cdot ds \cdot q_j(x) \tag{8} \]

For the rectangular geometry we have chosen for the sensor array, the Green's Function can be expanded as a sum over two products: (a) sine functions of the field and source variables, \( \left( \frac{l}{\pi} \cdot x/a \right) \cdot \left( \frac{l}{\pi} \cdot x'/a \right) \); where \( l \) is an integer, \( x \) is the horizontal component of \( x \), and \( x' \) is the horizontal component of \( x' \); and (b) hyperbolic sine functions of the respective \( y \) values in the vertical component direction. Equation (8) then becomes a set of equations indexed by \( j \) and a double sum over \( l \) and \( i \). Evaluating the normal derivative at the top or bottom boundary for equation (8) eliminates the \( y \) variable on the right side. We can further simplify the remaining sums by taking the spatial sine Fourier transform of the sensor charge values \( Q_j(x) \). To maximize the information content, we compute the net transform for the top and bottom of the array:

\[ FT(l) = \frac{1}{a} \int_{a} \left[ Q_{\text{top}}(x) - Q_{\text{bottom}}(x) \right] \sin \left( \frac{l \cdot \pi \cdot x}{a} \right) dx \]

\[ FT(l) = \frac{1}{\pi} \sum_{l=0}^{\infty} \frac{\sin(l \cdot \pi \cdot x/a) \cdot \sinh(l \cdot \pi \cdot b/2a)}{\sinh(l \cdot \pi \cdot b/2a)} \tag{9} \]

We note that for each Fourier transform, \( FT(l) \), we get a separate equation that is a function of a different member of the set of sine functions, \( \sin(l \cdot \pi \cdot x/a) \).

### IV. FINITE DIFFERENCE SOLUTION

Using repeated iterations, we demand that the integral form of equation (3) must be satisfied for the complex potential \( \Phi \) at each point within the measuring region. During each iteration the values of the potentials at each point are updated as an average (using equation(3)) of the potentials from the nearest neighbors. The iterative process is stopped when the changes in potential with each iteration fall below a preset threshold. For boundary potentials of the order of 1 unit, we usually set the threshold to 10\(^{-5}\). Using a global command in the IDL computer language that allows one to perform a pseudo-parallel operation on all points at once, adding back a portion of the difference between the actual and the required nearest neighbor average at each point to accelerate convergence, and working with a 450 MHz computer, a typical 1000 element array solution will converge in about 10 seconds. This method is an extension of that due to McRae.
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We have examined two methods to utilize the FD solution to determine the values of $\sigma$ and $\varepsilon$. In each case, we solve the "forward" problem, i.e., we assume values for $\sigma$ and $\varepsilon$, and then use the computed potentials to compute a set of $FT(l)$ values for a chosen range of $l$ (usually $l=1$ to $l_{max}=25$) with the transform now written as a vector $FT = \{FT(1), \ldots, FT(l_{max})\}$. We define an electrical properties vector alpha $\alpha$ as follows:

$$\alpha = \{\sigma(k = 1), \ldots, \sigma(k = l_{max}) \}$$

where the index $k$ counts the number of different impedance values for the object under test (i.e., skin, muscle, bone, etc.). We assume all regions of the same tissue type in a given cross-section have the same electrical values. The two methods are summarized in equations (10) and (11):

**Data Base Method**

$$FT_{Meas} = FT_{Stand} \cdot SC$$

**Iterative Correction Method**

$$FT_{Meas} - FT_{Tid} = \frac{\partial FT_{Tid}}{\partial \alpha} \delta \alpha$$

In the Data Base Method we solve the problem for a given situation (e.g., a typical chosen human axial cross-section) using standard literature values for the electrical properties, and from this solution we compute a "standard" FT vector, $FT_{Stand}$. We then compare the measured FT vector $FT_{Meas}$ to $FT_{Stand}$ using a scale factor vector $SC$, where the elements of $SC$ are the factors one must increase (decrease) $FT_{Stand}$ to make it equal to $FT_{Meas}$. These computations can be performed off-line for a large number of cases and then the set of vectors $\{\alpha\}$ can be correlated to the set of possible measured transforms $\{FT_{Stand}\}$ using either a look-up table or a neural net.

In the Iterative Correction Method we use the actual CT or MRI cross-section of the object to compute a trial transform, $FT_{Tid}$. The difference between $FT_{Meas}$ and $FT_{Tid}$ is used to compute a correction to the electrical property vector, $\delta \alpha$, using the first term in a Taylor's series expansion of the change of $FT_{Tid}$ given by a numerically calculated matrix of dimensions $l_{max}$ by $l_{max}$ written as $\frac{\partial FT_{Tid}}{\partial \alpha}$. We obtain $\delta \alpha$ by inverting equation (11) with a typically over-determined set of equations utilizing a Singular Value Decomposition technique. If the magnitude of $\delta \alpha$ is larger than a preset value, $\delta \alpha$ is used to re-compute $FT_{Tid}$ and the process is repeated until the change in $\alpha$ is below an acceptable limit. A flow chart of the Iterative Correction Method is shown in Figure 2.

V. RESULTS AND DISCUSSION

We have conducted simulation studies of both the Data Base and Iterative Correction methods using anatomical data on four human cross-sections from the Visible Human Project: legs, pelvis, thorax and head. Values for the dielectric constant and conductivity of human tissues were estimated using the compilation of Gabriel, Lau and Gabriell

for five frequencies: $10^2$, $10^3$, $10^4$, $10^5$ and $10^6$ Hz. Our simulation software allowed us to include noise or errors introduced by changes of the object (such as motion of a human subject, perfusion of blood in organs, respiratory cycle changes, etc.) and/or due to inaccuracy of the current measurement. In addition, we were able to study the effect of various combinations of data from different relative orientations of the object and the electric field, as well as the effect of 4-pulse impedance on the propagation of error. The basic methodology of the simulations was to
define a "true" value for the electrical properties of the cross-section and then determine how close either technique could come to the "true" values. In particular, we studied the effects of choosing "trial" values (as defined above) that were not necessarily close to the "true" value.

To investigate the Data Base method we generated a file of 6000 FT vectors for a range of electrical property values bracketing a nominal "standard" value. Using both a look-up table approach and a neural net analysis we found that we could typically come within a few percent rms difference of the "true" and "measured" tissue electrical property values with this approach. While it is computationally intensive to produce the database, those calculations can be done off-line. Particularly with the neural net approach, a final result for a test query can be obtained almost instantaneously once the neural network algorithm is generated.

The Iterative Correction method yielded even more accurate results. Figure 3 shows the convergence of the rms difference between the "true" electrical property values and the "trial" values for successive iterations of equation (11). A pelvic cross-section with random errors of about 1% added to the object electrical property values for the "measured" transforms were used for the case shown in Figure 3.

We note in Figure 3 that after only three iterations the result converges to within 0.05% rms of the "true" electrical property values. This residual is due only to the random error introduced into the input. When we introduce zero random errors on the input, the values converge within the double precision accuracy of the computer. Moreover, we found that the convergence was unaffected by the magnitude of the random error introduced or the deviation of the original "trial" values guessed, up to about at least a factor of two orders of magnitude times the "true" values.

We see the database method as a good way to generate starting $\sigma$ and $\epsilon$ values from typical cross-sections to use with the iterative method for the actual cross-section.

At the beginning of this study we had assumed that the proper values for the electrical properties of the bolus would be approximately equal to those of the outer surface of the object (i.e., the skin). In fact, choosing a bolus with the skin values results in almost a 1:1 ratio of "error out vs. error in". We used the Powell\textsuperscript{9} multidimensional minimization procedure to obtain the bolus impedance values that minimize the error propagation for all of the cross-sections used in this study at all frequencies employed. Table 1 lists the best and worst cases of "error out vs. error in" for the entire study. The "error out/error in" ratios ($\epsilon_{out}/\epsilon_{in}$) in Table 1 range from $0.7 \times 10^{-2}$ to $6 \times 10^{-2}$. For the number of measurements used in each simulation, this is about the error reduction expected from the multiplex advantage.

\begin{table}
\centering
\begin{tabular}{|c|c|c|c|}
\hline
X-section & Freq. (Hz) & $\epsilon_{out}$ & $\epsilon_{in}$ \tabularnewline \hline
Head & $10^6$ & $1.66 \times 10^{-2}$ & $10^6$ & $2.83 \times 10^{-2}$ \tabularnewline
Chest & $10^6$ & $2.31 \times 10^{-2}$ & $10^6$ & $2.68 \times 10^{-2}$ \tabularnewline
Pelvis & $10^6$ & $0.74 \times 10^{-2}$ & $10^4$ & $6.1 \times 10^{-2}$ \tabularnewline
Legs & $10^6$ & $3.09 \times 10^{-2}$ & $10^6$ & $3.12 \times 10^{-2}$ \tabularnewline
\hline
\end{tabular}
\caption{"ERROR OUT/ERROR IN" WITH OPTIMUM BOLUS}
\end{table}
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APPENDIX B: Using FDM to Model the Uniform Case Potential

The uniform potential, \( \Phi_u \), is used in the computation of the charge-charge correlation method (equation (3-43)) and in the computation of the relative current (equation (5-1)). Since the uniform case is a single-medium case (i.e. only saline is measured), its computation is trivial. The finite difference method is employed to develop a continuous model of the potential field, \( \Phi(x,y) \). The gradient of this model is then determined by analytical means. The result is employed in equations (3-43) and (5-1).

![Figure B-1: Discritized potential locations within a domain.](image)

The finite difference is a numerical method that computes the potential at discrete locations in the domain (equations (B-1) and (B-2)). Figure B-1 illustrates the layout of five discrete potential points. The potential points are labeled \( \Phi_{i,j} \), where the indices \( i \) and \( j \) correspond to the discrete \( x \) and \( y \) locations respectively (defined in equations (B-3) through (B-5)). Because the electrical properties, \( \sigma_{i,j} \), in equation (B-2) are all the same value, the finite difference potential computation simplifies to one involving only the potential values (equation (B-6)).
The potential is computed on the square domain (23.1 cm on a side) that is discretized into 93 by 93 potential points. The resulting discrete potential values are used to compute a two-dimensional spatial polynomial fit of the domain potential. The fit is computed using the IDL function `sfit.pro`, which determines a polynomial fit to a surface and returns a fitted array. This polynomial fit, defined in equation (B-7), uses the coefficient $k_x$, defined in equation (B-8). The gradient of the potential is determined analytically in equation (B-9), which is used in equation (3-43).

The boundary current along the $y=0$ side of the sample holder is computed from the integral of the current density passing through a given electrode centered at $x_k$ using the gradient of the potential (equation (B-9)). This integral, equation (B-10), is simplified in equation (B-11).

\[\Phi_{i,j} = \Phi(x_i, y_j) \]  
\[\Phi_{i,j}^{n+1} = \frac{(\sigma_{i,j-1} + \sigma_{i,j}) \Phi_{i+1,j}^{n} + (\sigma_{i-1,j} + \sigma_{i,j}) \Phi_{i-1,j}^{n} + (\sigma_{i,j-1} + \sigma_{i-1,j-1}) \Phi_{i,j-1}^{n} + (\sigma_{i,j} + \sigma_{i-1,j+1}) \Phi_{i,j+1}^{n}}{4 \cdot (2(\sigma_{i,j-1} + \sigma_{i,j} + \sigma_{i-1,j+1} + \sigma_{i-1,j})))} \]  
\[(B-2)\]

where $i$ is the column, $j$ is the row, $n$ is the iteration count.

\[x_i = i \cdot \delta x \]  
\[y_j = j \cdot \delta y \]  
\[\delta x = \delta y = \frac{23.1 \text{ cm}}{93} \]  
\[(B-3)(B-4)(B-5)\]

\[\Phi_{i,j}^{n+1} = \frac{\Phi_{i+1,j}^{n} + \Phi_{i-1,j}^{n} + \Phi_{i,j-1}^{n} + \Phi_{i,j+1}^{n}}{4} \]  
\[(B-6)\]

The potential is computed on the square domain (23.1 cm on a side) that is discretized into 93 by 93 potential points. The resulting discrete potential values are used to compute a two-dimensional spatial polynomial fit of the domain potential. The fit is computed using the IDL function `sfit.pro`, which determines a polynomial fit to a surface and returns a fitted array. This polynomial fit, defined in equation (B-7), uses the coefficient $k_x$, defined in equation (B-8). The gradient of the potential is determined analytically in equation (B-9), which is used in equation (3-43).

The boundary current along the $y=0$ side of the sample holder is computed from the integral of the current density passing through a given electrode centered at $x_k$ using the gradient of the potential (equation (B-9)). This integral, equation (B-10), is simplified in equation (B-11).

\[\Phi(x, y) = \sum_{i=0}^{5} \sum_{j=0}^{5} kx(i, j) \cdot x^i \cdot y^j \]  
\[(B-7)\]

\[
kx = \begin{pmatrix}
9.88E-01 & -1.43E-02 & -1.14E-04 & 5.63E-06 & -7.05E-08 & 2.99E-10 \\
1.17E-03 & -1.36E-05 & 1.33E-05 & -4.94E-07 & 6.39E-09 & -2.83E-11 \\
-5.11E-05 & 5.21E-06 & -5.89E-07 & 1.93E-08 & -2.47E-10 & 1.09E-12 \\
7.93E-07 & -1.07E-07 & 9.57E-09 & -3.03E-10 & 3.86E-12 & -1.71E-14 \\
-3.55E-09 & 5.16E-10 & -5.05E-11 & 1.64E-12 & -2.11E-14 & 9.39E-17 \\
\end{pmatrix} \]  
\[(B-8)\]

\[\nabla\Phi(x, y) = \sum_{i=0}^{5} \sum_{j=0}^{5} i \cdot kx(i, j) \cdot x^{i-1} \cdot y^j \hat{i} + \sum_{i=0}^{5} \sum_{j=0}^{5} j \cdot kx(i, j) \cdot x^i \cdot y^{j-1} \hat{j} \]  
\[(B-9)\]
\begin{align*}
I_u(x_k,0) &= -\sigma_1^* \cdot \int_{x_k-\Delta x}^{x_k+\Delta x} \sqrt{R-x^2} \int_0^{\sqrt{R-x^2}} \nabla \Phi|_{(x_k,0)} dz' dx' \cdot \hat{y} \quad \text{(B-10)} \\
I_u(x_k,0) &= -\sigma_1^* \cdot \sum_{i=1}^{6} kx(i,0) \cdot \int_{x_k-\Delta x}^{x_k+\Delta x} x'^i \cdot \sqrt{R-x'^2} \, dx' \quad \text{(B-11)}
\end{align*}
APPENDIX C: Observed Current Pattern Dependence on Lateral Position

Recall that the peak current is selected from 1 of 15 electrodes. The electrode corresponding to the peak current depends on the lateral location of medium 2. The predicted and measured peak currents oscillate in magnitude as a function of the x-position of medium 2. To explain this behavior, imagine if the 15 electrodes are replaced with a large number of electrodes. The measured current pattern would appear to be a continuous function. Such a continuous function is illustrated in Figure C-1 with a solid line. In this example, $x_2 = 11.6$ cm (directly in front of electrode 8), $y_2 = 2.4$ cm, $d_2 = 1.9$ cm, and $\kappa_{21} = 10^7$. As the number of electrode is reduced, it effectively discretizes the continuous current pattern. This discretization effectively occurs only at the center of the electrode (dashed line). Figure C-2 illustrates the case when the sample is moved between electrode 7 and 8 ($x_2 = 10.8$ cm). The peak of the of the continuous current pattern (solid line) shifts to the left, but the discretize current pattern (dashed red line) peak disappears. The peak appears to be truncated and is shared by electrodes 7 and 8. The value of the peak is reduced as well when compared to Figure C-1, consequently, the peak current is expected to oscillate as the sample moves along the x-direction.
Figure C-1: Comparing continuous and discretized current patterns – Sample position centered on the electrode.

Figure C-2: Comparing continuous and discretized current patterns – Sample position between electrodes.
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