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Abstract

Cooperative Wireless Communications: Protocol Design and Performance Analysis

by

Kanchan Vardhe
Doctor of Philosophy in Electrical Engineering
West Virginia University
Daryl Reynolds, Ph.D., Chair

It is well known that multiple antenna wireless communication systems improve the capacity and reliability of wireless communication systems by leveraging spatial diversity. In many wireless applications where it is impractical to implement multiple antennas at the transceivers, cooperation between wireless users wherein single antenna terminals share their resources has been proposed as a viable option to achieve spatial diversity.

The main goal of this research is to characterize the performance bounds for the multiuser, multirelay cooperative communication systems using information theoretic tools and use it to provide guidance in the design of practical systems. The protocols developed in this work either lead to improved performance or make the system design more practical. To this end, we first consider a two-phase user cooperation scheme where users have been allocated orthogonal channels for transmission. We develop a strategy that jointly performs relay selection and power allocation in a decode-and-forward (DF) multiuser cooperative uplink while minimizing the total uplink power such that each user satisfies its data rate. Results indicate that significant cooperation gains could be obtained using a space-time coded cooperative diversity over the wide range of target rates and total number of users when using the proposed joint relay selection and power minimization algorithm. We also propose a two-phase multiuser DF cooperation protocol that operates in an asynchronous CDMA uplink while relaxing the inter-user orthogonality constraint. The protocol developed here leads to fully distributed cooperation where no inter-user coordination is required and greatly simplifies the medium-access control protocol design. We evaluate the information-outage probability performance of the proposed scheme in an underloaded, fully-loaded and overloaded CDMA uplink. Finally, we propose a DF multistage cooperation protocol wherein the transmission between source and destination takes place in $T \geq 2$ equal duration and orthogonal time phases. In the first time phase, the source broadcasts its message which is received by all potential relays. During subsequent time phases, the relays that have successfully decoded the message using information from all previous transmitting relays, transmit a space-time code for the source’s message. The non-decoding relays keep accumulating information and transmit in the later stages when they are able to decode the message. The process repeats for $T$ cooperation time phases. We develop an exact analytical expression for the outage probability of multistage cooperation and use it to analyze near-optimal relay locations and the number of cooperation stages needed for the best performance.
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Chapter 1

Introduction

With the deployment of 3G broadband network services, users are enjoying the benefits of a wide variety of life enhancing and personalized services. The increasing use of wireless services such as mobile telephony, wireless internet, real-time video, and live TV over wireless channels, have sparked interests in the research community to explore potential 4G technologies that could serve the demands for even higher data rates and quality-of-service (QoS) requirements. 3G cellular networks provide ubiquitous connectivity but comparatively low data rates when compared to WLAN which can offer much higher data rates but only cover smaller geographic areas. Smart integration of these technologies might be a promising move for next generation wireless networks. Often wireless system designers are faced with number of challenges that include a complex time-varying nature of the wireless channel (fading and multipath), limited radio frequency spectrum, and interference between the signals transmitted by many simultaneous active users. Fading is the main channel impairment in the wireless communication systems and most of the research in wireless community is centered around investigating advanced signal transmission/reception methods to combat or exploit fading.

Fading is often mitigated by using diversity techniques, antenna diversity (spatial diversity) being attractive since it can employed independent of time and frequency diversity. In particular, transmit diversity can be generated by transmitting information using multiple antennas. At the receiver, the independently faded copies of the transmitted signal can be combined in an appropriate manner to better detect the signal of interest. The landmark
contributions by Telatar [2] and Foschini [3] have shown that capacity of multiple antenna systems exceeds that of single antenna communication systems. The multiple antenna systems promise high capacity gains only when antenna elements experience uncorrelated fading channels. This requires the antenna spacing of about several wavelengths of the carrier frequency. But in many cases, it is not possible to implement multiple antennas at the mobile units with the desired spacing between them. For example, with 3G wireless systems using carrier frequencies of the order of 1 GHz, wavelength can not be much smaller than 0.3m. Due to physical size and hardware complexity constraints, implementation of a large number of antennas with many meters dimension is not practical in many situations, such as uplink of the cellular environment, WLANs, or sensor nodes in case of wireless sensor networks.

Recently, a promising method called user cooperative communications has been proposed that enables single antenna mobile users in a multiuser environment to share their antennas and additional resources to generate a virtual multiple antenna transmitter that allows them to achieve transmit diversity. The basic idea is the following. Each single antenna user in a multiuser communication environment cannot individually generate transmit diversity. However, due to the broadcast nature of the wireless medium, it may be possible for users to receive each other’s transmission. The users can then forward a processed version of these received signals along with their own data. Each user’s data gets forwarded from antennas of different users over statistically independent fading paths, thus yielding a transmit diversity effect. Cooperation between users leads to interesting trade-offs in terms of transmit power per user and data rates. One might guess that additional transmission resources, for example, power, time, or bandwidth will be needed in order for user to transmit its own data and also data for other users it is cooperating with, thereby increasing the total transmit power and lowering the data rates. However, each user will need less power due to diversity gains and also improve spectral efficiency due to cooperative diversity. It is not known a priori which of these effects will dominate the system performance. Hence the development on design and implementation of cooperation protocols will need a careful investigation of several complicated issues such as overall interference in the network, resource allocation algorithms, cooperation group assignment, power allocation between user’s own data and cooperative data etc.
1.1 Dissertation Motivation and Outline

Wireless mobile terminals usually suffer from a number of practical constraints such as average power constraints and bandwidth limitations. Designing an efficient system model under these constraints while meeting demands for higher data rates, increased user coverage, higher network capacity calls for investigation of innovative and practical techniques that improve spectral efficiency and link reliability in cooperative wireless networks. The issue that we try to address in this work is how efficiently the users or dedicated relays in wireless networks can share the transmission resources in a collaborative manner that would lead to increases in reliability, range, and data rate of wireless systems with single antenna transceivers. In particular, the work in this dissertation focuses on the following three areas of research.

- Joint power allocation and relay selection in cooperative wireless networks

Most prior work on two-stage cooperative diversity either 1) makes no attempt to optimize power, or 2) optimizes power, assuming a cooperating group has been assigned a priori. There has been a very little work on joint relay selection and power allocation in multiuser decode-and-forward (DF) cooperative networks. To avoid an excessive power expenditure, while still allowing users to satisfy their target data rates, it is necessary to allocate the source power that selects the optimal decoding set and then optimally allocate the relay transmission powers. This kind of optimal power allocation leads to joint relay selection and power allocation problem which has been rarely considered in the literature on cooperative diversity. Note that in case of a DF protocol, the set of decoding relays is a function of both inter-user channels as well as the source power during the first phase of transmission. We develop a power minimization algorithm in a two-stage decode-and-forward cooperative diversity uplink such that each user satisfies its target data rate. We assume for the expositional simplicity that the users have been allocated orthogonal channels for transmission. Each user in the proposed system transmits its own data towards the base station and also serves as a relay for other users. The base station assigns one or more relays to each user in order to minimize total power in the uplink. The relay selection is based upon the instantaneous user
to base station channels, inter-user channels and also the target rates of the users. The simulation results indicate significant power savings over a non-cooperative uplink, under proposed joint relay selection and power minimization algorithm in a DF cooperative uplink when using a space-time coded cooperative diversity.

- The impact of non-orthogonal channel allocation in cooperative wireless networks

In conventional two-stage decode-and-forward cooperation schemes, the source broadcasts its message in the first time phase. All potential relays that can decode source’s message transmit in the second time phase on orthogonal channels. The design and analysis of two-stage cooperative diversity protocols often relies on the assumption of orthogonal channel allocation between relays and source terminals and synchronous communication between the signals transmitted by different cooperating terminals in the networks which may lead to bandwidth inefficient system design. Both these assumptions may also require accurate coordination causing significant overhead in the network. Also, high bandwidth efficiency is one of the key requirements to achieve high target rates with limited spectrum availability. To deal with these problems, we propose a multiuser DF cooperative diversity protocol that operates in the presence of inter-user orthogonality and evaluate the outage probability performance of asynchronous CDMA uplink under fading channels. We analyze the information-outage probability performance of the proposed protocol in underloaded CDMA, fully-loaded CDMA and overloaded CDMA under diversity combining at the base station in the high-signal-to-noise ratio (SNR) regime.

- The performance of multistage cooperation

In a conventional dual-phase decode-and-forward cooperative diversity protocol, the transmission between source and the destination is accomplished in two orthogonal time phases. The source transmits in the first time phase and then cooperating terminals that can decode source’s transmission may transmit during the second phase. These schemes have been shown to extract full diversity in the total number of terminals and not just the number of decoding terminals. However, in many scenarios of two-stage
cooperation, not every relay takes part in cooperation because of not being able to decode source’s transmission. Having noted that each relayed transmission leads to either an increase in the average SNR at the destination (as in the case of space-time coded cooperative diversity) or an increase in mutual information at the destination (as in incremental redundancy-based cooperative diversity protocols), it might seem intuitive to design a multistage cooperation scheme where most of the relays could contribute to the performance enhancement at the destination. In the multistage cooperation scheme that we propose, the transmission between source and destination takes place in $T \geq 2$ equal duration and orthogonal time phases. We consider a decode-and-forward cooperation where relays successfully decode the message before forwarding. In the first time phase, the source broadcasts its message which is received by all potential relays. During subsequent time phases, the relays that have successfully decoded the message using information from all previous transmitting relays, transmit a space-time code for the source’s message. The non-decoding relays keep accumulating information and transmit in the later stages when they are able to decode the message.

We develop and analyze the outage probability of multistage cooperation protocol under orthogonal relaying. Through analytical results, we obtain the near-optimal placement of relays that gives the best performance when compared with most other candidate relay location strategies of interest. For the relay placement scenario where the relays are placed along the straight line between source and destination in an equidistant manner, we also investigate an interesting tradeoff between an increased SNR and decreased spectral efficiency as the number of cooperation stages is increased.

The rest of the dissertation is organized as follows. In Chapter 2 we present background material required for the subsequent development of the work. In Chapter 3 we propose a strategy to minimize the total power in a decode-and-forward (DF) multi-user, multi-relay cooperative uplink, such that each user satisfies its quality-of-service (QoS) data rate. We model the total power minimization problem as an optimization problem where the objective function (total network power) is a convex function of user powers and the constraints are target rates of users which are concave functions. We then solve the optimization prob-
lem by the Lagrange multiplier method. The solution to the optimization problem in DF cooperative uplink leads to an iterative algorithm that jointly performs relay selection for cooperation and optimally allocates source and the relay powers. Chapter 4 presents an outage probability analysis for a multi-user decode-and-forward (DF) cooperative diversity protocol that operates in an asynchronous CDMA uplink while relaxing the inter-user orthogonality constraint and also presents guidelines for a practical system design for asynchronous cooperative diversity. We develop and analyze exact outage probability expression for multistage cooperation protocol in Chapter 5. Chapter 6 concludes the dissertation where we also present future research ideas.
Chapter 2

Theoretical Background

This chapter presents a variety of key concepts needed for the subsequent development of this dissertation. In particular, the chapter begins with a brief introduction to multipath fading, one of the key performance limiting factors in wireless networks. At the physical and medium access layers, there are two main issues in cellular communication: multiple access and interference management. We present the code-division multiple-access (CDMA) system where all users can transmit over the same frequency band simultaneously. The idea behind CDMA is to code user’s information bits with a unique spreading sequence and at the receiver, retrieve user specific data with its assigned spreading code. In this system, the simultaneous transmissions by users cause interference. We discuss multiuser detectors that exploit the knowledge of multiple access interference in CDMA systems. The basic definitions from information theory including mutual information and outage probability that will be used quite often in the dissertation are then described. We conclude this chapter with a discussion on evolution of cooperative communication from point-to-point multiple-antenna communications and also point out the related work in this area.

2.1 The Wireless Channel

Once a signal is transmitted over a wireless medium, it undergoes reflection, refraction and defraction and arrives at the receiver via multiple paths. Fluctuations in the instantaneous received signal strength due to multipath propagation of the transmitted signal is
termed as fading. Scattering and propagation over long distances increasingly attenuates
signal power introducing an effect called path-loss. Due to basic propagation mechanisms,
multipath components of a signal arrive at the receiving antenna with different propagation
delays and amplitudes. The multipath copies of the transmitted signal might add constructively,
thereby increasing the signal-to-noise ratio (SNR), or destructively, thereby decreasing
the SNR. These SNR fluctuations cause fading. In order to model slow flat fading, often
block fading channel model is used which was also introduced in [4]. The fading coefficients
in block fading are modeled as constant over a block of symbols and vary independently
between blocks. Suppose a block of symbols consists of \( N \) symbols each with duration \( T \).
Then the baseband received signal in a frequency non-selective block fading channel can be
expressed as

\[
    r(t) = hs(t) + n(t), \quad 0 \leq t \leq NT
\]

(2.1)

where \( s(t) \) is the transmitted signal, \( h \) captures the effects of fading and \( n(t) \) captures
the effects of receiver thermal noise. There exists various channel models based on the
probability distribution of the fading. Throughout this dissertation, we use Rayleigh fading
channel model where we assume that there are large number of scatterers so that \( h \) can be
modeled as complex i.i.d Gaussian using central limit theorem.

\section{Multiuser Communications and CDMA}

With the increasing demands on higher data rates, it is a challenging task to accommodate
a large number of mobile users in a finite radio spectrum. There are various multiple access
techniques that allow multiple users to share the finite radio spectrum. For example, in case
of time division multiple access (TDMA) technique, time is partitioned into different time
slots which are then assigned to each user. The receiver can simply switch to appropriate
time epochs to detect the transmitted signal. On the other hand, frequency division multiple
access (FDMA) assigns different carrier frequencies to each user and band-pass filtering of
the received signal is used to recover the information from the user of interest. In these
techniques, users share the channel by occupying a given time or frequency slot. It is also
possible to let users transmit signals that overlap both in time and frequency and still detect each user’s signal at the destination. This can be accomplished by assigning each user a unique signature sequence, the technique being commonly known as code-division multiple access (CDMA). Under fading, where the channel may vary with time and frequency, CDMA turns out to be superior to other multiple access techniques, because in CDMA systems, the frequency selectivity of the radio channel can be averaged out [5].

CDMA is a spread spectrum technique in which the signal is expanded in bandwidth with the help of a code which is independent of data. Synchronized reception and despread operation with the same code is used to recover the original data. The bandwidth expansion factor is called the processing gain. CDMA systems may be described as underloaded, fully-loaded, or overloaded. Underloaded CDMA systems arise when the total number of users is less than the processing gain \( N \). Fully-loaded CDMA corresponds to the case wherein the number of users is equal to the processing gain. Overloaded CDMA system, in which the number of users is larger than the processing gain, is of interest when \( N \) cannot be increased due to bandwidth constraints. Overloaded CDMA uses linearly dependent signature waveforms. CDMA offers other advantages over FDMA and TDMA like universal frequency reuse, soft handoff, soft (user) capacity limit on the system, RAKE receiver reception to constructively combine multipath components, inherent resistance to narrowband interference and has been widely accepted in 3G standards such as WCDMA and cdma2000. Since all user’s signals overlap in time and frequency, it results in multiple-access interference. If orthogonal spreading codes are assigned to users, then in synchronous communication environments, all the multiple access interference vanishes. Suppose a signal is assumed to be band-limited with bandwidth \( W \) and time-limited over the time interval \([0, T]\), then the number of orthogonal signature sequences (spreading codes) that can be designed is approximately equal to \(2^{WT}\) [6]. However, the orthogonality between spreading codes may get destroyed due to the time-varying nature of the wireless channel. Relaxing the constraint of orthogonal spreading codes actually has some advantages: 1) Maintaining strict synchronization between users to preserve the orthogonality between them is not needed which makes the system design less complex, 2) This places no hard constraint on the number of users in a CDMA system and the number of simultaneous users is no longer constrained to \(2^{WT}\). User capacity is in
fact decided by the received signal-to-noise ratio, cross-correlation between user’s spreading codes and the receiver design [6].

It is convenient for both analysis and implementation to convert the continuous-time signal model into an equivalent discrete-time model. An equivalency between two models (in terms of the information contained in these two models) is achieved if the discrete-time model produces sufficient statistics for decision making at the receiver. In the following, two approaches to obtaining a discrete-time signal model from its continuous counterpart are discussed with each of its advantages and limitations.

### 2.2.1 Discrete-time Signal Model for Synchronous CDMA

For a multiuser system with total $K$ active users, the continuous time received signal at the receiver is

$$ r(t) = \sum_{i=0}^{M-1} \sum_{k=1}^{K} b_k[i] \alpha_k s_k(t - iT_s) + n(t) $$

(2.2)

where $M$ is the block length, $\alpha_k$ is the flat fading channel coefficient for the channel between $k$-th user and the base station, $b_k[i]$ is the $k$-th user’s transmitted symbol, and $n(\cdot)$ is an additive white Gaussian noise process with variance $\frac{N_0}{2}$ per complex dimension. The spreading waveform assigned to user $k$ is of the form

$$ s_k(t) = \sum_{j=0}^{N-1} c_k[j] \psi(t - jT_c), \quad 0 \leq t \leq T_s $$

(2.3)

where $c_k[j] \in \{-\frac{1}{\sqrt{N}}, \frac{1}{\sqrt{N}}\}$ is the $j$-th element of user $k$’s spreading code, $T_c \triangleq T_s/N$ is the chip period, $N$ is the processing gain, $T_s$ is the symbol period, and $\psi(t)$ is a unit-energy chip waveform having support over $[0, T_c]$, i.e.,

$$ \psi(t) = \begin{cases} \frac{1}{\sqrt{T_c}} & 0 \leq t \leq T_c \\ 0, & \text{otherwise.} \end{cases} $$

(2.4)

Note that since the channel gain $\alpha_k$ and the spreading waveform $s_k(t)$ do not depend on the symbol index $i$ in this model, we are implicitly assuming that the channel is time-invariant and constant over the block of symbols (which is $MT_s$ symbol periods long) and that the user uses the same spreading waveform in each symbol interval.
Matched-filtering with respect to Spreading Waveform

The first action at the receiver, irrespective of the detection method used, is matched filtering. The continuous-time received signal in (2.2) is correlated with the spreading waveform of each user. The filtered output corresponding to user \( l \) during the \( m \)-th symbol interval is

\[
\begin{align*}
r_l[m] &= \int_{mT_s}^{(m+1)T_s} r(t) s_l(t - mT_s) \, dt \\
&= \sum_{i=0}^{M-1} \sum_{k=1}^{K} b_k[i] \alpha_k \int_{mT_s}^{(m+1)T_s} s_k(t - iT_s) s_l(t - mT_s) \, dt + n[m].
\end{align*}
\]

Note that the above integral is zero unless \( i = m \) since the spreading waveform has a support over one symbol interval \( T_s \). Stacking the matched filter outputs of each user, the discrete-time system model in the matrix-vector model looks like [7]

\[
r[m] = H b[m] + n[m]
\]

where \( r[m] \triangleq [r_1[m] \quad r_2[m] \quad \cdots \quad r_K[m]]^T \), \( b[m] \triangleq [b_1[m] \quad b_2[m] \quad \cdots \quad b_K[m]]^T \), \( H \) is a function of channel parameters and the cross-correlations between spreading waveforms with \( [H]_{k,l} \triangleq \int_{-\infty}^{\infty} \alpha_k s_k(t) s_l(t) \, dt \), and \( n \sim N(0, R) \) is no longer a white noise with \( [R]_{k,l} \triangleq \int_{-\infty}^{\infty} s_k(t) s_l(t) \, dt \). Note that if spreading codes are orthogonal, i.e., \( \int_{-\infty}^{\infty} s_k(t) s_l(t) \, dt = \delta_{k,l} \), then \( H \) is diagonal and all multiple access interference vanishes. For synchronous CDMA, correlation of continuous-time received signal with the spreading waveform produces sufficient statistics for the detection/estimation of the originally transmitted signal. However, it requires the knowledge of spreading waveforms of each user at the receiver.

Matched-filtering with respect to Chip Waveform

Chip-matched filtering can also be used to arrive at the discrete-time signal model which is simpler in implementation and convenient for analysis, especially for asynchronous CDMA. The received signal when matched filtered at the chip level yields sufficient statistics in synchronous channels. The \( q \)-th matched filtered output during the \( m \)-th symbol interval is
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\[ r[m,q] = \int_{mT_s + qT_c}^{mT_s + (q+1)T_c} r(t) \psi(t - mT_s - qT_c) \, dt \]

\[ = \sum_{i=0}^{M-1} \sum_{k=1}^{K} b_k[i] \alpha_k \sum_{j=0}^{N-1} c_k[j] \int_{mT_s + qT_c}^{mT_s + (q+1)T_c} \psi(t - mT_s - qT_c) \psi(t - iT_s - jT_c) \, dt + n[m, q] \]

\[ = \sum_{k=1}^{K} \alpha_k b_k[m] c_k[q] + n[m, q]. \quad (2.7) \]

Stacking chip-matched filtered outputs for one symbol period, the matrix-vector model is given by

\[ r[m] = \frac{S A b[m]}{H} + n[m] \]

\[ = H b[m] + n[m] \quad (2.8) \]

where \( [S]_{i,j} \triangleq [c_k[0] c_k[1] \cdots c_k[N-1]]^T \), \( b[m] \triangleq [b_1[m] \ b_2[m] \ \cdots \ b_K[m]]^T \), \( A \) is a diagonal matrix; each diagonal entry representing the channel gain \( \alpha_k \), \( H \) is thus a function of channel gains and spreading codes, and \( n \sim \mathcal{N}_c(0, N_0 I) \). It can be noticed that for synchronous communication, there is no inter-symbol interference (ISI), i.e., \( k \)-th user’s matched-filtered output at time \( i \) depends on the transmitted symbols from all users only at time \( i \). This is also known as multiple-access interference (MAI).

### 2.2.2 Discrete-time Signal Model for Asynchronous CDMA

In practice, because of the transmitter asynchronism and channel parameters, the transmitted symbols from various users arrive at the receiver at different times. The received signal under the asynchronous criterion can be expressed as

\[ r(t) = \sum_{i=0}^{M-1} \sum_{k=1}^{K} b_k[i] \alpha_k s_k(t - iT_s - \tau_k) + n(t) \quad (2.9) \]

where now \( \tau_k \) represents the \( k \)-th user’s propagation delay.

**Matched-filtering with respect to Delayed Spreading Waveforms**

At the receiver, the received signal is matched-filtered with respect to the delayed spreading waveform of each user. By Cameron-Martin formula [8], this process generates sufficient
statistics, $r_l[m]$, given by
\[
  r_l[m] = \int_{-\infty}^{\infty} r(t) \alpha_l^* s_l(t - \tau_l - mT_s) dt
  = \sum_{i=0}^{M-1} \sum_{k=1}^{K} b_k[i] \alpha_k \int_{\infty}^{\infty} s_k(t - iT_s - \tau_k) s_l(t - mT_s - \tau_l) dt + n[m].
\]  

(2.10)

Stacking all matched-filtered outputs and dropping the time index from the model, results in
\[
  r = Hb + n
\]

(2.11)

where $r = [r_1[m] \ r_2[m] \ \cdots \ r_K[m]]^T$, $b = [b[0] \ b[1] \ \cdots \ b[M - 1]]^T$ with $b[i] = [b_1[i] \ b_2[i] \ \cdots \ b_K[i]]^T$, $H$ is the cross-correlation matrix whose $(n, n')$-th element is given by $\rho_{k,l}^{i,m}$ with $n = iK + (k-1)$, and $n' = mK + (l-1)$, and $n \sim \mathcal{N}_c(0, N_0H)$. It can be noted that though correlating the received waveform with the delayed spreading waveforms produces sufficient statistics in the discrete-time model, such correlation requires the knowledge of individual user’s delays as well as their spreading waveforms. The discrete-time model can be formed without the knowledge of the delays of all users with chip-matched filtering as explained next which also results in a low complexity implementation.

**Matched-filtering with respect to Chip Waveform**

We consider a case where the continuous time received signal is sampled at the chip rate. Though simpler in implementation than correlation with delayed spreading waveforms, the process does not produce sufficient statistics in asynchronous channels. Because, the chip waveforms shifted in time by symbol intervals in this case represent a sub-optimum basis set for representing the signal in the context of the energy captured [9].

The $q$-th matched filtered output during the $m$-th symbol interval can be written as
\[
  r[m,q] = \int_{mT_s+qT_c}^{mT_s+(q+1)T_c} r(t) \psi(t - mT_s - qT_c) dt
  = \sum_{i=0}^{M-1} \sum_{k=1}^{K} b_k[i] \alpha_k \sum_{j=0}^{N-1} c_k[j] \int_{mT_s+qT_c}^{mT_s+(q+1)T_c} \psi(t - mT_s - qT_c) \psi(t - iT_s - jT_c - \tau_k) dt
  + n[m,q].
\]

(2.12)
Denote the maximum delay as 

\[ l = \max_k l_k \quad \text{and} \quad l_k = \left\lceil \frac{\tau_k + T_c}{T_s} \right\rceil. \] (2.13)

Assuming delays uniformly distributed between \([0, T_s]\), and after some manipulations \([7]\),

\[
 r[m, q] = \sum_{i=0}^{l} \sum_{k=1}^{K} b_k[m - i] \alpha_k \sum_{j=0}^{N-1} \int_{0}^{T_c} \psi(t) \psi(t - jT_c - \tau_k + mT_s + qT_c) \, dt + n[m, q].
\] (2.14)

Again, after some manipulations, we stack match-filtered outputs of each user for one symbol period, then we stack \(m\) successive samples of received vectors (\(m\) being the smoothing factor as discussed in \([7]\)) and arrive at the following linear model

\[ r = Hb + n. \] (2.15)

The matched filtered output for user \(k\) at time \(i\) may now be affected by the symbols transmitted by all other users during previous time interval and also by the \(k\)-th user’s symbols from previous symbol intervals. Thus, under asynchronous communication scenario, both ISI and MAI are present in the received signal. ISI may be due to the asynchronous transmissions between users or the multipath nature of the channel. MAI is due to the underlined CDMA technique \([10]\). Because of the ISI, the detection problem in an asynchronous channel is more complicated that in synchronous channels. The detection problem in synchronous channel can only focus on one symbol interval while detection problem in asynchronous channels should take into account thee symbols decisions on adjacent overlapping symbols of each user.

Chip-matched filtering even in the case of asynchronous CDMA channels has been considered widely in the literature. The statistics obtained by this criterion, though not sufficient, gives a reasonably accurate discrete-time model \([9]\), particularly when matched-filtered output is oversampled to minimize the inferential loss.

### 2.2.3 Multiuser Detection

Multiple-access interference which is the main concern in case of CDMA can be mitigated by the use of multiuser detectors. The conventional detector as will be presented in this
section, detects each user independent of others. Unlike conventional detector, multiuser detectors use the information about multiple users jointly to better detect individual user \cite{6}. Hence the design of multiuser detectors is an important research area in multiuser communication systems.

**Optimal Multiuser Detection**

Unless $H$ is diagonal, user’s symbols interfere with each other leading to multiple-access interference. Under the assumption of channel state information (CSI) at the receiver, the choice of $b$ that reduces the probability of bit vector error satisfies

$$\hat{b} = \arg\min_b \| r - Hb \|^2$$

(2.16)

It is optimum in the sense of minimizing the probability of error. Though this structure yeilds globally optimal solution, the complexity of this type of receiver structure is prohibitively high. The complexity increases in an exponential manner with the number of users and the block length \cite{6}. We will look at various suboptimal multiuser detectors that are easier to implement.

**Linear Multiuser Detection Techniques**

In this case, symbol-by-symbol decisions are made on the statistics obtained after applying a linear filter to the received signal vector. That is

$$d = \Omega^H r$$

(2.17)

where $\Omega$ is a linear filter whose coefficients are obtained according to some optimization criterion \cite{11}.

- (Conventional) Matched Filter Detector: The decision statistic is obtained as

$$d = H^H r.$$  

(2.18)

Matched filter detector is easy to implement. This detector neglects the MAI from other users. The performance of matched filter detector (conventional detector) depends
highly on the cross-correlation properties of the spreading codes and the performance is poor unless the spreading code cross-correlations are very small. The correlation with all other users gives rise to MAI which has a significant impact on the performance of conventional detector. This type of detector also suffers from the near-far problem in that due to geographical locations, stronger users (most probably which are closer to the destination) may dominate the weaker users. The advantage of this detector is that its implementation requires only the knowledge of the spreading waveform of the user being demodulated. Decorrelating and MMSE multiuser detector are the most popular linear multiuser detectors which are briefly discussed in the following sections.

• Decorrelating Multiuser Detector: Decorrelating multiuser detector is the optimal detector in that it corresponds to the maximum likelihood detector when the received amplitudes of all users are unknown. The first step in implementing a decorrelator is matched filtering with respect to the channel matrix. Starting with the general discrete-time received signal model

\[ r = Hb + n. \]  \hspace{1cm} (2.19)

After premultiplying the received signal by \( H^H \),

\[ y = H^H r = H^H H b + H^H n. \]  \hspace{1cm} (2.20)

Decision statistic is then obtained as

\[ d = R^{-1} y = b + \frac{R^{-1} H^H n}{v} \]  \hspace{1cm} (2.21)

where effective noise \( v \) is no longer white and is distributed as \( v \sim \mathcal{N}_c(0, N_0 R^{-1}) \). The power of the noise increases as the cross-correlation between spreading codes gets large. It can be seen that the decorrelating multiuser detector removes any multiple-access interference at the expense of enhancing the background noise. Despite the noise enhancement, the decorrelator improves the performance over matched filter detection.
It also provides optimal near-far resistance. Though the computational complexity is lower than that of optimal multiuser detector, the computations needed to invert \( R \) matrix are difficult to perform in practice. This type of detector also requires knowledge of all user’s signature waveforms to demodulate any given user.

![Bit Error Rate Performance](image)

Figure 2.1: Bit error rate performance of a synchronous CDMA in a Rayleigh flat fading channels for chip-matched filter detector, decorrelating multiuser detector (MUD) and MMSE MUD. Total number of users is 14, processing gain is 15 and random spreading codes are used.

- **MMSE Multiuser Detector**: As the name suggests, the minimum mean-squared (MMSE) multiuser detector minimizes the mean square error between the decision statistics and the symbols we wish to demodulate. The linear filter that minimizes the mean square error can be written as

  \[
  \hat{\Omega} = \arg \min_{\Omega} \mathbb{E} \{|b - \Omega^H r|\} 
  \]

  \[ (2.22) \]

  Expanding the expectation and using gradient techniques, the linear filter is obtained as

  \[
  \hat{\Omega} = (HH^H + N_0 I)^{-1} H. 
  \]

  \[ (2.23) \]

  The performance of MMSE detector is usually superior to the decorrelator because it exploits the knowledge of both the MAI and also the noise. At high SNR, MMSE
and decorrelator have the same performance. We note however that, MMSE requires the knowledge of background noise while decorrelator does not. MMSE balances the effects of MAI and noise while decorrelator completely eliminates MAI at the expense of increased noise. It also offers a significant practical advantage that it can be adapted blindly or with the use of training sequence.

2.3 Information Theory for Wireless Fading Channels

Information theory has evolved ever since the admittance of Shannon’s landmark paper \[12\] which focused on various elements of information theory including channel capacity. Over the last decade, an increase in the capacity promised by multi-antenna communication techniques have stimulated many information theoretic analyses. Furthermore, information theory has been used as a design tool to optimize the signal transmission and reception strategies at the transceiver side. Analysis using information theory provides theoretical bounds on the system performance and in many cases also provides guidelines toward the practical system design. The results thus obtained by using mathematical tools from information theory provide a baseline for comparison with practical systems. In this dissertation, we widely make use of mutual information and outage probability as the performance evaluation tools. Hence, we provide an overview of some of the concepts from information theory.

2.3.1 Entropy (Self Information)

Entropy is the amount of uncertainty contained in a random variable. Consider a continuous random variable $X$. The differential entropy of a random variable $X$ is given by

$$H(X) = -\int_{x} p(x) \log p(x) \, dx$$

(2.24)

where $p(x)$ is the probability density function of $X$. The entropy of discrete random variables sets up a lower bound on the average description length of the random variable and hence is widely used as a performance measure in data compression.
2.3.2 Mutual Information

Mutual information represents reduction in the uncertainty of random variable $X$ after observing possibly dependent random variable $Y$. The mutual information between two continuous random variables $X$ and $Y$ is given by

$$I(X;Y) = H(X) - H(X|Y) = \int_x \int_y p(x,y) \log \frac{p(x,y)}{p(x)p(y)} dx dy. \quad (2.25)$$

The above definition indicates that if $X$ and $Y$ are independent, the mutual information is zero, since knowledge of $Y$ does not reduce any uncertainty about $X$.

2.3.3 Unconstrained Channel Capacity and Outage Probability

For a communication channel with input $X$ and output $Y$, the theoretical capacity in Shannon sense is defined as

$$C = \max_{p(x)} I(X;Y) \quad (2.26)$$

where the maximization is with respect to the input distribution. Capacity is the mutual information maximized over all possible input distributions. It indicates the maximum rate at which information can be transmitted across the channel and still be recovered at the destination with very low error probability.

Capacity as can be seen is primarily a mathematical concept. However, the reason capacity has had operational relevance in the design of communication systems is because of the emerging technical advances that make the design of capacity approaching error correcting codes a reality. Furthermore, the delay and complexity needed to approach true Shannon-sense capacity have turned out to be reasonable in current technology.

The AWGN Channel

Consider a communication channel where the transmitted symbols are corrupted by the additive white Gaussian noise (AWGN) channel. Let $X$ be the real (1-dimensional) input to
the channel with the power constraint $P$, i.e., $E\{X^2\} = P$. The output of an AWGN channel is

$$Y = X + N$$  \hspace{1cm} (2.27)

where $N$ is a Gaussian random variable distributed as $N \sim \mathcal{N}(0, N_0)$ and $N$ is independent of the signal $X$. The mutual information between the channel input and output is then

$$I(X;Y) = H(Y) - H(Y|X)$$
$$= H(Y) - H(X + N|X)$$
$$= H(Y) - H(N|X)$$
$$= H(Y) - H(N).$$ \hspace{1cm} (2.28)

The last equality follows from the independence of $X$ and $N$. Since $N$ is Gaussian, $H(N) = \frac{1}{2} \log_2 2\pi e N_0$ and $E\{Y^2\} = P + N_0$. Then, the entropy of $Y$ is bounded by $\frac{1}{2} \log_2 2\pi e (P + N_0)$. Therefore, the mutual information can also be bounded as [13]

$$I(X;Y) \leq \frac{1}{2} \log_2 2\pi e (P + N_0)) - \frac{1}{2} \log_2 2\pi e N_0,$$ \hspace{1cm} (2.29)

with equality when $X$ is Gaussian with the same variance $P$. Hence, the information capacity of the Gaussian channel which is the mutual information maximized over all possible input distribution is

$$C = \max_{p(x)} I(X,Y)$$
$$= \frac{1}{2} \log_2 \left(1 + \frac{P}{N_0}\right) \text{ bits/transmission.}$$ \hspace{1cm} (2.30)

For a bandlimited channel with bandwidth $W$, and input signal transmitted over the time interval $[0, T]$, the transmitted signal can be reconstructed by samples taken at a sampling rate $\frac{1}{2W}$. In this case, the power per sample is $PT/2WT = P/2W$ and the noise power per sample is $N_0/2$. The capacity per sample is then

$$C = \frac{1}{2} \log_2 \left(1 + \frac{P}{N_0W}\right) \text{ bits/sample.}$$ \hspace{1cm} (2.31)

Since there are $2W$ samples per second, the capacity is

$$C = W \log_2 \left(1 + \frac{P}{N_0W}\right) \text{ bits/sec.}$$ \hspace{1cm} (2.32)
Equation (2.30) gives the highest rate in bits per transmission (channel use) at which information can be transmitted over the noisy channel with arbitrarily low probability of error. Under the assumptions of random codes with very long codeword lengths, Shannon proved that there exists a code that can achieve the data rate very close to channel capacity with extremely low probability of error and it is not possible to operate at higher rates than the capacity in which case the error probability is bounded away from zero.

**Ergodic Fading Channels**

Ergodic nature of the channel arises in wireless fading channels. The fading channel obeys large and small-scale fading, where the latter can be categorized as flat/frequency-selective and slow/fast fading and is observed in both temporal and spatial domain. It is very difficult to come up with an exact physical model of the time-varying random channel and hence statistical models are often used to describe the statistical nature of the channel, the most common being Rayleigh fading channel model. Let $x$ be the input with average power $P$. In case of Rayleigh fading channel, the observed signal can be written as

$$y = hx + n$$

(2.33)

where $h$ is a zero mean, unit variance complex Gaussian random variable representing the effect of small-scale fading. The envelope of $h$ then follows Rayleigh distribution. Conditioned on $h$, the channel is AWGN with instantaneous SNR $= |h|^2P/N_0W$. Each realization of the fading channel has a maximum information rate associated with it. The conditional or instantaneous channel capacity in this case is

$$C_{\text{instantaneous}} = \log \left( 1 + \frac{|h|^2P}{N_0W} \right).$$

(2.34)

In analyzing the capacity of fading channels, two commonly used statistics are the ergodic capacity and the outage capacity or outage probability. Ergodic capacity of the fading channel in Shannon sense can be obtained as

$$C_{\text{ergodic}} = \mathbb{E}_h \left\{ \log \left( 1 + \frac{|h|^2P}{N_0W} \right) \right\}.$$  

(2.35)
To achieve ergodic capacity, the codeword length should be long enough to observe all channel states during the codeword duration. Since $\log(\cdot)$ is a concave function, by Jensen’s inequality,

$$
\mathbb{E}_h \left\{ \log \left( 1 + \frac{|h|^2 P}{N_0 W} \right) \right\} \leq \log \left( 1 + \mathbb{E}_h \left\{ \frac{|h|^2}{N_0 W} \right\} P \right).
$$

(2.36)

Thus ergodic capacity of a fading channel when only receiver has channel state information (CSI) is less than the capacity of AWGN channel with same average SNR and hence fading reduces the channel capacity when only receiver CSI is available.

**Non-ergodic Fading Channels**

For delay-limited applications or slowly fading channels, the realized channel SNR may not support rate $R$ and hence the notion of ergodic channel capacity does not exist. This is because, under the conditions of no CSI at the transmitter side, the transmitter fixes a certain SNR independent of the instantaneous received SNR and encodes a code with rate $R$. The channel realizations for which $\log \left( 1 + \frac{|h|^2 P}{N_0 W} \right) \geq R$, information can be sent over the channel with very small probability of error. On the other hand, whenever the instantaneous channel capacity $\log \left( 1 + \frac{|h|^2 P}{N_0 W} \right) < R$, information cannot be conveyed reliably over the channel. This event corresponds to an *outage event* and the corresponding probability is called outage probability. It is defined as $[14]$

$$
P_{\text{out}} = \Pr \left\{ \log \left( 1 + \frac{|h|^2 P}{N_0 W} \right) < R \right\}.
$$

(2.37)

For Rayleigh fading channel, the received signal is

$$
r = h x + n
$$

(2.38)

where $h \sim \mathcal{N}(0,1)$ and $n \sim \mathcal{N}(0, N_0)$. Let average SNR be denoted by $\text{SNR} = \frac{P}{N_0 W}$, then outage probability can be evaluated as

$$
P_{\text{out}} = \Pr \left\{ \log \left( 1 + \frac{|h|^2 \text{SNR}}{N_0 W} \right) < R \right\}
$$

$$
= \Pr \left\{ |h|^2 < \frac{2R - 1}{\text{SNR}} \right\}
$$

$$
= 1 - \exp \left( -\frac{2R - 1}{\text{SNR}} \right).
$$

(2.39)
Outage probability acts as a lower bound on the codeword error probability of practically coded systems.

2.3.4 Capacity Under Modulation Constraints

As seen from the previous section, for Gaussian channels, the capacity is achieved when using Gaussian distributed input symbols. However, in practice, input symbols are often chosen from a finite signal set $\mathcal{S}$, (for example, BPSK, QPSK, QAM modulation) and usually with equal probability. In that case, the channel capacity is nothing but mutual information between channel input and output given by (2.25) with $p(x)$ decided by the underlined modulation signaling set $\mathcal{S}$. The mutual information under modulation-constrained input
for the received signal model in (2.38) can be rewritten as [15]

\[
C_{\text{constrained}} = E_{x,y,h} \left[ \log \frac{p(x, y)}{p(x)p(y)} \right] \\
= E_{x,y,h} \left[ \log \frac{p(y|x)}{p(y)} \right] \\
= E_{x,y,h} \left[ \log \frac{p(y|x)}{\sum_{x \in S} p(y|x)p(x)} \right] \\
= m - E_{x,y,h} \left[ \log \frac{\sum_{x \in S} p(y|x)p(x)}{p(y|x)} \right] \tag{2.40}
\]

where \( m = \log_2 M \), \( M \) being the signal constellation size for a specific modulation. As an example, the capacity of AWGN channel under QPSK modulation is shown in Fig. 2.2. The unconstrained capacity with Gaussian inputs is also shown for comparison. It can be seen that the capacity under modulation constraints is inferior to the unconstrained capacity at high SNRs. In addition, at high SNR, the capacity under modulation constraints saturates at \( \log_2 M \) bits/sec/Hz while the unconstrained capacity increases linearly with SNR.

### 2.4 Spatial Diversity

For point-to-point communication systems with Rayleigh fading, where there exists only a single communication path between the transmitter and a receiver, the probability of deep fade is significantly high. It is observed that by providing a receiver with multiple copies of the same transmitted signal through multiple independent faded channels (also called diversity branches), the probability of deep fades can be significantly reduced. Diversity essentially reduces the dependence of the actual received signal-to-noise ratio (SNR) on the instantaneous channel state and is often indicated by the asymptotic slope of the error rate curves when plotted against signal-to-noise ratio (SNR) in decibels. Various methods to achieve diversity exist including time diversity, frequency diversity, and spatial diversity. Time diversity adds redundant data bits in the time domain. The time intervals during which redundant information is sent exceed the coherence time of the channel providing multiple independent faded copies of the signal to the receiver. Channel coding may be viewed as a form of time diversity. In frequency diversity method, the information symbols are sent over multiple carrier frequencies. Here, the carrier frequencies are separated by
at least the coherence bandwidth of the channel and hence experience independent fades. An example of frequency diversity is multicarrier modulation. The RAKE receiver is a recent implementation of frequency diversity for CDMA. RAKE receiver provides diversity gains only when there exist multiple resolvable paths. Spatial diversity (also known as antenna diversity) is based on reception or transmission of wireless signals via multiple antenna elements along with appropriate signal processing that combines the signals from the various antennas. The diversity benefits with time or frequency diversity techniques are usually obtained at the expense of increase in either delay or bandwidth. Spatial diversity achieved using multiple antennas at the transmitter and/or receiver side (also known as antenna diversity) is an attractive alternative since it does not sacrifice time or bandwidth while providing increased received SNR.

2.4.1 Multi-antenna Systems and Space-Time Communications

The use of multiple antennas at the transmitter and receiver in wireless systems, popularly known as MIMO (multiple-input multiple-output) systems, has gained much fame over the last decade due to its powerful performance-enhancing capabilities. Much of the initial excitement about multiple antenna systems was due to the pioneering work by Telater [2] and Foschini [3] suggesting notable capacity gains over conventional single antenna systems under the rich scattering channel model.

Considering a transmitter with \( M_T \) transmit antennas and a receiver with \( M_R \) receive antennas, the channel can be represented by the \( M_R \times M_T \) matrix \( H \). The entries \( h_{i,j} \) of \( H \) represent the channel gains from transmit antenna \( j \) to receive antenna \( i \). The \( M_R \times 1 \) received signal \( y \) is

\[
y = \sqrt{\frac{P}{M_T}} H s + n
\]  

(2.41)

where \( s \) is the \( M_T \times 1 \) transmit symbol vector, \( n \) is the \( M_R \times 1 \) additive white complex Gaussian noise vector with \( \mathbb{E}(nn^H) = N_0 I_{M_R} \) and \( P \) is the total energy available at the transmitter over a symbol period. Let’s assume that the fading coefficients in \( H \) are i.i.d. complex Gaussian random variables.
Figure 2.3: Ergodic capacity of MIMO system with different antenna configurations

Under the assumption of channel knowledge only at the receiver, the ergodic capacity is given by [16]

\[ C = E_H \left[ \log \det \left( I_{M_R} + \frac{\text{SNR}}{M_T} H H^H \right) \right] \]  \hspace{1cm} (2.42)

where SNR = \( \frac{P}{N_0} \).

Fig. 2.3 gives the ergodic capacity curves as a function of SNR for different MIMO antenna configurations. We note that the capacity of SIMO channel is higher than MISO channel. It can also be shown from equation (2.42) that in the high-SNR regime, when \( M_T \) and \( M_R \) are fixed, capacity grows by \( \min(M_T, M_R) \) for each additional 3 dB increase in SNR. Also, with increase in transmit antennas \( M_T \), while keeping \( M_R \) fixed, the capacity is bounded and converges to \( M_R \log_2(1 + \text{SNR}) \). If the number of receive antennas increases while keeping \( M_T \) fixed, the capacity increases as \( \log_2 M_R \). With simultaneous increase in the number of transmit and receive antennas, the capacity increases linearly with \( \min(M_T, M_R) \) [17].

As seen above, MIMO systems offer advantages over single-input single-output (SISO) channels in terms of multiplexing gains (which improve spectral efficiency) under the assumption of uncorrelated fading between the paths created by multiple antennas [2, 18].
Bell Labs Space Time Architecture (BLAST) which was first proposed by Foschini \cite{3} can be used to achieve capacity for an arbitrary number of transmit and receive antennas. In this method, independent symbol streams are transmitted from each transmit antenna. The receiver incorporating multiple receive antennas then processes these symbol streams using appropriate detection algorithm. Although the number of independent data streams transmitted per channel use is very important factor in MIMO communications, from an engineering perspective, the link efficiency characterized by both the number of transmitted data streams as well as the bit-error-rate (BER) plays significant role in the performance evaluation of such systems. It was observed that multiple antennas can also offer diversity gains, improving the BER. Space time coding (STC) techniques using multiple transmit antennas target on achieving high diversity gains. In the space time coding technique \cite{19, 20, 21, 22}, the same information is transmitted from different antennas in an appropriate manner to improve the reliability of the system. To summarize, the goal of the BLAST system is to achieve multiplexing gain. BLAST system transmits $M$ symbols/channel use (assuming $M$ transmit antennas) to achieve this goal. Whereas STC tries to achieve maximum diversity gain. Thus STC transmits $M \leq 1$ reliable symbol/channel use. The key feature of space-time coding is to provide diversity with very low encoding/decoding complexity. There exists an optimal diversity-multiplexing tradeoff which sets a fundamental performance limit of a MIMO channel system \cite{23}. The diversity-multiplexing tradeoff is essentially the tradeoff between bit-error-rate and the data rate in a channel. The main result in \cite{23} says that given a MIMO channel, it is possible to simultaneously extract both diversity gains and capacity gains, however there exists a fundamental trade-off between how much of any type of gain any coding scheme can obtain: higher capacity gain comes at the price of sacrificing diversity. Although multiple-antenna techniques improve the capacity and BER performance, it is not always possible to incorporate multiple antennas at the wireless terminals due to size and complexity constraints. To obtain the gains promised by multiple antenna communication systems using single antenna wireless terminals, a new arena of cooperative wireless communications has been evolved.
2.4.2 Cooperative Communications

The genesis of cooperative communication can be traced back to the work on relay channel [24]. The simplest relay channel model consists of a source, relay and the destination. The noisy version of the information sent by the source is received by both the relay and the destination. In order to help destination decode source’s transmission, the relay forwards a processed version of the received signal to the destination. Of many other forwarding strategies in cooperative wireless communications, the two most favored strategies are decode-and-forward (DF) cooperation and amplify-and-forward (AF) cooperation. In decode-and-forward cooperation, the relay first fully decodes the source transmission. Upon successful decoding, it might repeat the information or might transmit additional parity bits for the original codeword. Amplify-and-forward cooperation consists of the relay amplifying the noisy received signal from the source and retransmitting it to the destination. Although the noise of the partner is amplified in this scheme, the destination still receives two independently-faded versions of the signal and is thus able to make better decisions for the transmitted symbols [25]. In this dissertation, we limit our attention to decode-and-forward cooperation. User cooperation, a simple twist on relaying differs from a simple relay channel in that users in the wireless network assist in relaying each other’s information while still being able to send their own data. Cooperative communication is thus a new form of spatial diversity that eliminates the need for incorporating multiple antennas into a single mobile unit while still achieving the transmit diversity gains via cooperation of multiple users in the system. The broadcast nature (by which transmitted signal is received by multiple nodes) of the wireless medium and its ability to achieve diversity through independent paths are the two key features which contribute to the cooperative communication.

There has been a great deal of research effort in finding the capacity of relay networks and developing efficient user cooperative protocols. Cover and El Gamal [24] developed upper and lower bounds on the capacity of non-fading relay channel and found that the relay channel capacity is bounded by the minimum of the rates of transmission of the constituent broadcast and multiple access channels. Høst Madsen [26] developed an alternative capacity results for the relay channel with the restriction that source and the relay do not trans-
mit simultaneously in the same frequency band. As an extension to single-relay channels, various multiple relay network models have been studied in the literature. [27, 28, 29, 30]. Sendonaris et al. [31] were the first to consider information theoretic framework of two-user cooperation where they analyze achievable rate regions and outage probability under multiple-access channel model. The authors also discuss CDMA implementation for this two-user cooperation scheme [32]. Laneman et al. provided outage probability analysis for multi-user cooperative diversity using optimal space-time codes [1]. The authors in [33, 34] introduced the concept of coded cooperation where each user instead of repeating the source information transmits incremental redundancy for its partner upon successfully decoding the partner’s data. More advanced issues of cooperative wireless networks such as relay selection, grouping and power allocation have also been addressed by numerous authors, for example, see [35, 36, 37, 38].

**Orthogonal Relaying Protocols**

We briefly review two candidate two-stage DF protocols first analyzed in [1] that assume orthogonality between relayed transmissions and equal power allocation between the source and other relays. In our work, we separately investigate the impact of optimal power allocation and non-orthogonal relaying on the performance of these protocols and therefore use the candidate protocols as a baseline for comparison. Consider $K$ users communicating with a single destination on orthogonal channels (perhaps using orthogonal frequency slots or orthogonal spreading codes in case of CDMA). Each user has its own data to send and may also act as a relay for other users. The channel allocation for direct transmission, incremental-based cooperative diversity and space-time coded cooperative diversity is depicted in figures 2.4-2.6.

- Incremental Redundancy-Based Cooperative Diversity:

  The source $k$ starts broadcasting its transmission to the destination. The other users that can decode source’s transmission participate in cooperation and form a decoding set $D(k)$. The users in $D(k)$ then transmit additional parity bits (incremental redundancy) for the source’s transmission on orthogonal subchannels. Under code
combining, the destination receives the original codeword from the source and also the parity bits from relays which are combined in a suitable manner for detection. The mutual information for the channel between the $k$-th user and the destination under code combining is

$$I_{\text{rep,cc}} = \frac{1}{K} \log \left( 1 + \text{SNR}|h_{s,d}|^2 \right) + \frac{1}{K} \sum_{r \in D(s)} \log \left( 1 + \text{SNR}|h_{r,d}|^2 \right) \quad (2.43)$$

where $\text{SNR} \triangleq \frac{K P_c}{N_0 W}$ is the average SNR normalized by $K$. $P_c, N_0,$ and $W$ denote the continuous time transmit power per terminal, noise density and total bandwidth.
respectively. The factor $K$ appears in front of the log term and also as a normalization factor for the $\text{SNR}$ term since the total transmission makes use of $K$ resources. The normalization of $\text{SNR}$ and mutual information by this factor leads to a fair comparison with direct transmission (no cooperation scenario) since the cooperative system is inherently allocated more resources in terms of time duration or bandwidth.

• **Space-Time Coded Cooperative Diversity**

Instead of allowing each potential relay to transmit on a separate orthogonal subchannel, relays could collectively use a space-time code and transmit simultaneously on the same subchannel without interference, at least in theory. In synchronous systems, this can be implemented via orthogonal space-time block codes. Conditioned on the decoding set, the mutual information for the channel between the $k$-th user and the destination under diversity combining is

$$
I_{stc} = \frac{1}{2} \log \left( 1 + \frac{2}{K} \text{SNR} |a_{s,d}|^2 \right) + \frac{1}{2} \log \left( 1 + \frac{2}{K} \text{SNR} \sum_{r \in D(s)} |a_{r,d}|^2 \right). 
$$

The factor $1/2$ above is due to the time-phase orthogonality.

It was indicated in [1] that the incremental redundancy-based user cooperation becomes bandwidth inefficient with increase in the number of users since each user requires a separate subchannel for cooperation. Space-time coded cooperative diversity however is bandwidth efficient and its performance improves with increase in the number of
users as cooperating users transmit over the same subchannel simultaneously using a (ideal) space-time code. The above mentioned classic protocols, however, place strict constraints on the synchronization between transmitting users, orthogonality between the channels allocated to cooperating users and do not place any constraints on the topology of the network.
Chapter 3

Joint Power Allocation and Relay Selection for Orthogonal Multiuser Cooperation

The main assumption in cooperative communications is that relay transmissions are always beneficial, compared to direct transmission from source to destination. However, a relay might have extremely poor wireless channel conditions toward the destination during a specific time interval, and forwarding source’s data through it would be harmful and wasteful in terms of transmission power. At a different time instance, the same relay might become useful if the wireless channels towards destination are strong (this could be possible when terminals are mobile). It is therefore imperative to develop cooperation schemes that determine which of the available relays are indeed useful, depending on their wireless channel conditions, as a function of time [37]. We propose in this work, an algorithm that performs relay selection while minimizing the total transmit power and satisfying certain quality-of-service (QoS) requirement in multi-user, multi-relay decode-and-forward (DF) cooperative networks. Each user in the proposed system transmits its own data towards the base station and also serves as a relay for other users. The base station assigns one or more relays to each user in order to minimize total power in the uplink. The relay selection is based upon the instantaneous user to base station channels, inter-user channels and also the target rates of the users. The simulation results indicate significant power savings over a non-cooperative
uplink, under proposed joint relay selection and power minimization algorithm in a DF cooperative uplink when using a space-time coded cooperative diversity.

3.1 Introduction

Recently, [1], [31] indicated performance improvements due to the use of cooperative diversity relative to point-to-point links in wireless networks when using single antenna at mobile nodes and equal power allocation. Later, efforts were made to further improve the performance of cooperative diversity by optimal power allocation and optimal group assignment. For example, considering a three terminal DF relay terminal network, optimal power allocation was studied when optimizing either achievable rates [39], outage events [40], or outage probability [41]. Using outage probability as an optimization criterion and total power constraint, the authors in [42] optimally allocated relay powers in DF multi-hop wireless networks. The power control algorithm, which attempts to minimize the outage probability under short-term and long-term total power constraints, was studied in [43] for two-user cooperation scheme, while [44] considered optimization of high-SNR approximations of outage probability for the multi-user space-time coded DF protocol. In [45], an opportunistic DF protocol was developed where a relay terminal is utilized depending on the overall network state with dynamic allocation of time and power. The above work demonstrated a significant performance improvement due to optimal power allocation over equal power allocation in cooperative networks. The partner choice problem in a DF cooperative network was investigated in [36], where authors devised a method to choose a single partner among available partners to increase the user cooperation gain. Grouping schemes for regenerative cooperative network of $N$ nodes, based on both centralized and distributed control strategies were presented in [35]. Bletsas et al., [37] proposed the best relay selection method that takes into account the instantaneous channel conditions of both source to relay and relay to destination channels.

Most previous work on cooperative diversity either 1) makes no attempt to optimize power, or 2) optimizes power, assuming a cooperating group has been assigned a priori. There has been very little work on joint relay selection and power allocation in multi-user
cooperative networks. Power allocation for space-time coded DF cooperative diversity was studied in [46], where the authors presented a suboptimal solution to minimizing the outage probability where the source power is fixed (perhaps fixing the decoding set in effect) and the remaining power is equally distributed among the relays. The sub-optimal source power is obtained numerically through exhaustive search. Relative to [15], the novelty of our approach is the non-suboptimal solution for the source and relay powers and joint relay selection as explained below.

We consider a user-cooperative uplink where users have been allocated orthogonal channels for transmission (using, for example, orthogonal CDMA spreading codes\(^1\)). Each user has its own data to send to the base station. We develop in this chapter, a strategy to minimize the total transmit power in a decode-and-forward (DF) user cooperative uplink, such that each user satisfies its quality-of-service (QoS), data rate. We model the total power minimization problem as an optimization problem where the objective function (total network power) is a convex function of user powers and the constraints are target rates of users which are concave functions. We then solve the optimization problem by Lagrange multiplier method. The solution to the optimization problem in DF cooperative uplink leads to an iterative algorithm that jointly performs relay selection for cooperation and optimally allocates source and the relay powers.

The remainder of the chapter is organized as follows. Section 3.2 introduces the uplink system model, channel model, and also describes the user cooperation protocol. Section 3.3 considers power consumption under non-cooperative uplink as a baseline for the proposed power minimization algorithm. Section 3.4 describes the proposed joint relay and power allocation algorithm under both diversity combining and code combining. Simulation results are presented in Section 3.5 and Section 3.6 concludes.

\(^1\)Non-orthogonal codes can be dealt with using decorrelating multiuser detection and an additional noise variance factor [47].
3.2 System Model

The uplink consists of $K$ users that have been allocated orthogonal channels. Each user has its own data to transmit to the base station, potentially using other users as relays. We consider a two-stage decode-and-forward (DF) protocol that consists of two transmission phases. During the first phase, each user $k$ broadcasts its message to the base station with power $p_k$. In the second phase, other users that can decode the $k$-th user’s transmission form a decoding set $\mathcal{D}(k)$ and may serve as relays. Based on our proposed relay selection criterion, some relays from the decoding set would, however, remain silent even if they can decode the $k$-th user’s transmission in order to reduce the power consumption in the network. Since each user acts as a source during the first time phase and may serve as relay during second time phase, we use the terms user, source and relay interchangeably. We consider two practical scenarios. In the first case, selected relays could transmit using incremental redundancy which leads to code combining of the relayed information. As an alternative, the selected relays may use a distributed space-time code for the source’s transmission that leads to diversity combining of the relayed transmissions [1]. Incremental redundancy type of cooperation protocol enjoys full spatial diversity gains but at the expense of bandwidth inefficiency since each user requires a separate orthogonal channel for its own transmission and for relaying other user’s data. More bandwidth efficient space-time coded cooperation provides full spatial diversity gains, however, requires symbol level inter-user synchronization.

The base station is assumed to have the knowledge of all instantaneous channel conditions including user to base station channels as well as inter-user channels and makes all assignment decisions$^2$. It then conveys the relay assignment and the optimized powers to users through a low rate feedback channel. The user-to-base station channels and the inter-user channels undergo independent quasi-static Rayleigh fading and path loss. The inter-user channels are non-symmetric, i.e., the channel between user $i$ and $j$ is, in general, different from the channel between user $j$ and $i$. All channels are statistically modeled as zero-mean, circularly symmetric complex Gaussian random variables. We model distance dependent path loss

$^2$The assumption on the knowledge of all instantaneous channel gains at the base station is not practical. However, the results provide baseline for comparison with practical systems and also provide guidance in the design of practical systems.
without shadowing. The channel (distance) between the $k$-th user and the base station is denoted by $h_{k,d}$ ($d_{k,d}$) while $h_{i,j}$ ($d_{i,j}$) denotes the inter-user channel (distance) between users $i$ and $j$. Let $g_{i,j}$ denote the channel gain for the link between users $i$ and $j$ where $g_{i,j} = |h_{i,j}|^2/d_{i,j}^\alpha$, $\alpha$ being the path loss coefficient.

### 3.3 Power Consumption in a Non-cooperative Uplink

For certain traffic types, e.g., real-time video, it is necessary that the transmission meets certain QoS requirement, e.g., data rate. The total network power consumption under a non-cooperative scenario, where users expend power to achieve target rates, can be found in a straightforward manner as follows.

The signal received by the base station $d$ due to the $k$-th user’s transmission is

$$r_d[n] = \sqrt{p_k} h_{k,d} d_{k,d} x_k[n] + v[n]$$

where $p_k$ is the power used by the $k$-th source and $v[n]$ is the receiver noise and is distributed as $v[n] \sim \mathcal{N}_c(0,1)$. The mutual information for the channel between the $k$-th user and the base station is

$$\log (1 + p_k g_{k,d}) .$$

The minimum transmit power required at the source $k$ to achieve the target rate $R$, under no cooperation, is

$$p_{k,nc} = \frac{2^R - 1}{g_{k,d}}.$$ (3.3)

The total uplink power under no cooperation scenario is

$$p_{nc} = \sum_{k=1}^{K} p_{k,nc}.$$ (3.4)

### 3.4 Power Minimization in a User-Cooperative Uplink

In wireless networks, at any given time instant, users might experience very different fading channel conditions. Users experiencing deep fades will then have to expend large
amount of power in order to meet the QoS constraints as can be seen from (3.3). Spatial diversity created due to user cooperation might reduce the probability of deep fades, thus reducing the total transmit power. To further enhance the performance of user-cooperative uplink, it is imperative to devise algorithms for optimal relay selection and power allocation across source and relay terminals. Optimal power allocation in a DF uplink is complicated by the fact that decoding set is a function of both inter-user channels as well as the source power in the first phase. Given all instantaneous channel conditions, one of the naive approaches to the relay selection would be to perform exhaustive search over all possible decoding sets for a particular source by appropriately setting source power in the first phase and then deciding upon the decoding set that minimizes the total uplink transmit power after optimal power allocation. This relay selection process would alone require \( \sum_{i=1}^{K-1} \binom{K-1}{i} \) iterations per user, which is impractical for larger number of uplink users.

We develop an iterative algorithm that jointly performs relay selection for the purposes of cooperation and optimally allocates source and the relay powers. This iterative method requires only up to \( K \) iterations. In this section, we state the proposed power minimization problem with respect to general mutual information expressions. In the later sections, we consider specific cooperative diversity protocols along with corresponding mutual information expressions and then provide solution to the joint relay selection and power minimization
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The proposed power minimization problem can be formulated as follows.

$$\text{minimize } \sum_{k=1}^{K} \left\{ p_k + \sum_{\substack{r=1\ \ \ r\neq k}}^{K} p_{k,r} \right\}$$  \hspace{1cm} (3.5)

subject to

$$I_k = R_k \quad k = 1, 2, \cdots, K$$

where $p_k$ is the $k$-th user’s transmit power during phase I, $p_{k,r}$ is the transmit power by relay $r$ when forwarding $k$-th user’s message, $I_k$ is the mutual information for the channel between user $k$ and the base station which will be defined in subsequent sections, $R_k$ is the target rate of user $k$, and $p_{k,\min}$ is the minimum power that source $k$ transmits with during the first time phase that helps choose relays. The power $p_{k,\min}$ is updated in each iteration of the proposed iterative power minimization algorithm in order to select the most efficient (optimal) set of relays from the decoding set for source’s transmission. The role of $p_{k,\min}$ will be clarified further in the next Section. In the discussion to follow, we assume for the sake of exposition that the target rates of all users are the same, i.e., $R_1 = R_2 = \cdots R$.

In the above optimization problem, the minimization is done over source and the relay powers. The objective function here is a affine function of source and relay powers and hence is a convex function. Each constraint function, i.e., the target rate is a concave function. The convex optimization problem can now be solved by the Lagrange multiplier technique [48]. The solution to the above problem when selecting the optimal set of relays from a decoding set leads to an iterative algorithm as will be explained in the sequel.
3.4.1 Power Minimization under Code Combining

In this section, we consider the power minimization algorithm for the incremental redundancy type coded cooperation protocol that was discussed in [1]. During the first time phase, each user $k$ transmits to the base station. During the second time phase, each relay selected after executing the proposed power minimization algorithm transmits the source’s information over orthogonal subchannels. Each relay has its own unique codebook for its own data and for each potential source’s data. As an example, each relay could transmit a different part of the codeword which results in a code combining at the base station. Similar to the non-cooperative case, the mutual information due to the $k$-th user’s transmission during the first phase is

$$\frac{1}{K} \log (1 + p_k g_{k,d}). \quad (3.6)$$

The factor $1/K$ is due to the fact that each source transmits during $1/K$ of total time slots in incremental redundancy-based coded cooperative diversity [1]. A potential relay will be able to decode $k$-th user’s message if the realized mutual information between user $k$ and the relay $r$ is greater than the fixed target spectral efficiency $R$. Therefore, the relay will be in the decoding set of user $k$ if

$$\frac{1}{K} \log (1 + p_k g_{k,r}) \geq R, \quad (3.7)$$

i.e.,

$$p_k \geq \frac{2^{KR} - 1}{g_{k,r}}. \quad (3.8)$$

We denote by $p_{k,r,\text{min}}$ the minimum power source $k$ should transmit with that will guarantee successful decoding at the relay $r$. Hence

$$p_{k,r,\text{min}} = \frac{2^{KR} - 1}{g_{k,r}}. \quad (3.9)$$

The overall average mutual information between user $k$ and the base station under code combining is \footnote{Although it appears that spectral efficiency under incremental redundancy cooperative diversity goes to zero as $K$ goes to infinity, following the technique in [49] it can be easily shown that it approaches a fixed non-zero value.}
\[ I_{k,cc} = \frac{1}{K} \log (1 + p_k g_{k,d}) \]
\[ + \frac{1}{K} \sum_{r=1\atop r \neq k}^{K} 1_{p_k > p_{k,r,\min}} \log (1 + p_k g_{r,d}) \]  
\[ (3.10) \]

where \( 1_{x>y} \) is a indicator function

\[ 1_{x>y} = \begin{cases} 
1, & \text{if } x > y; \\
0, & \text{otherwise.} 
\end{cases} \]  
\[ (3.11) \]

Now with mutual information defined for the special case of code combining, we return to the optimization problem in (3.5). The Lagrangian equation for the optimization problem in (3.5) is

\[ \sum_{k=1}^{K} \left\{ p_k + \sum_{r=1\atop r \neq k}^{K} p_{k,r} \right\} - \sum_{i=1}^{K} \lambda_i (I_{i,cc} - R_i) = 0. \]  
\[ (3.12) \]

By taking the derivative of (3.12) with respect to the source and relay powers, applying the Kuhn-Tucker conditions, and taking into account the non-negativity constraints,

\[ p_k = \max \left( \frac{\lambda_k}{\log 2} - \frac{1}{g_{k,d}} p_{k,\min}, p_{k,\min} \right); \quad k = 1, \cdots, K \]  
\[ (3.13) \]

\[ p_{k,r} = 1_{p_k > p_{k,r,\min}} \times \max \left( \frac{\lambda_k}{\log 2} - \frac{1}{g_{r,d}}, 0 \right) \]  
\[ \text{for } k = 1, \cdots, K; \quad r = 1, \cdots, K; \quad r \neq k \]  
\[ (3.14) \]

where the powers \( p_{k,\min} \) in the first iteration are set according to the following rule:

\[ p_{k,\min} = \begin{cases} 
p_{k,nc}, & \text{if } p_{k,r,\min} \geq p_{k,nc}, \forall r; \\
\arg \max_{r} \Omega, & \text{otherwise} 
\end{cases} \]  
\[ (3.15) \]
where $\Omega = \{p_{k,r,\text{min}} \mid p_{k,r,\text{min}} \leq p_{k,\text{nc}}\}$. Equation (3.15) has the following interpretation. During the first iteration, if the source to destination channel is stronger than any of the source to (potential) relay channels, then only direct transmission is preferred, else the source transmits with a minimum power that guarantees largest possible decoding set for its transmission. Hence, at the start of the first iteration of the algorithm, all potential relays for the source $k$ for which $p_{k,\text{min}} \geq p_{k,r,\text{min}}$ are the decoding relays. $\lambda_k$ is found by substituting source powers $p_k$ and the relay powers $p_{k,r}$ from (3.13) and (3.14) in the $k$-th constraint of (3.5) and solving the transcendental equation in $\lambda_k$. The source and relay powers are then obtained by substituting for $\lambda_k$ in (3.13) and (3.14). From the set of decoding relays considered during the previous iteration, the relays that resulted in corresponding $p_{k,r} = 0$ after power minimization, are excluded from a set of decoding relays. This is because for any $p_{k,r} = 0$, the resulting power minimization suggests not selecting that particular relay for cooperation purposes. The corresponding minimum source power to have second largest possible decoding set is then updated using equation (3.15) as also the source and relay powers. A total of up to $K$ iterations are needed to find the most efficient set of relays and the corresponding relay powers for each source. If the computed transmit powers do not change between successive iterations, the iterative procedure described in the proposed algorithm can be stopped. In a conventional DF protocol using constant power allocation, the relays remain silent if they cannot decode the source’s transmission. However, in the proposed setup, whenever it is advantageous for the source to utilize a relay, it transmits with a sufficient power level that guarantees successful decoding at the relay. This also helps in finding the optimal source power for the first phase of transmission.

3.4.2 Power Minimization under Diversity Combining

We consider here the power minimization algorithm in the context of space-time coded protocol where during the second time phase of cooperation, the selected relays from the decoding set of a particular user use an ideal space-time code and hence can transmit simultaneously on the same subchannel [1]. Using (3.5), we develop a iterative relay selection and power minimization algorithm very similar to the code combining case discussed earlier.
The mutual information due to $k$-th user’s transmission during the first phase is

$$\frac{1}{2} \log(1 + p_k g_{kd}).$$  \hfill (3.16)

The factor $1/2$ is due to the time phase orthogonality in space-time coded protocol. A potential relay will be able to decode $k$-th users message if the realized mutual information between user $k$ and the relay $r$ is greater than the fixed spectral efficiency $R$. Therefore, relay will be in the decoding set of user $k$ if

$$\frac{1}{2} \log (1 + p_k g_{kr}) \geq R, \hfill (3.17)$$

i.e.,

$$p_k \geq \frac{2^{2R} - 1}{g_{kr}}. \hfill (3.18)$$

Hence

$$p_{k,r,\min} = \frac{2^{2R} - 1}{g_{kr}}. \hfill (3.19)$$

The overall average mutual information between user $k$ and the base station under diversity combining is

$$I_{k,sc} = \frac{1}{2} \log(1 + p_k g_{kd})$$

$$+ \frac{1}{2} \log \left(1 + \sum_{r=1}^{K} \sum_{p_k > p_{k,r,\min}}^{p_k} p_k g_{r,d} \right). \hfill (3.20)$$

The diversity combining case with space-time coded protocol thus differs from the code combining case in the bandwidth utilization factor in front of the log terms which is $1/K$ for the incremental redundancy based coded cooperative diversity and $1/2$ for the space-time coded cooperative diversity. It also differs in the mutual information expressions in that incremental redundancy based cooperative diversity with code combining involves sum-log expression while space-time coded diversity with diversity combining involves log-sum expressions for the second phase of transmission. The Lagrangian equation for the optimization
problem in (3.5) is

\[
\sum_{k=1}^{K} \left\{ p_k + \sum_{r=1 \atop r \neq k}^{K} p_{k,r} \right\} - \sum_{i=1}^{K} \lambda_i (I_{i,sc} - R_i) = 0. \tag{3.21}
\]

By taking the derivative of (3.21) with respect to the source and relay powers, applying the Kuhn-Tucker conditions and taking into account the non-negativity constraints,

\[
p_k = \max \left( \frac{\lambda_k}{\log 2} - \frac{1}{g_{k,d}}, p_{k,min} \right); \quad k = 1, \ldots, K
\tag{3.22}
\]

\[
p_{k,r} = \max \left( \frac{\lambda_k}{\log 2} - \frac{1}{g_{r,d}} - \sum_{i=1 \atop i \neq r}^{K} \mathbb{1}_{p_{k,r} > p_{k,i,min}} \times \frac{p_{k,i} g_{k,i}}{g_{r,d}}, 0 \right)
\]

for \( k = 1, \ldots, K; r = 1, \ldots, K; r \neq k. \)

(3.23)

As seen from (3.23), the relay powers are now interdependent. The relay powers \( p_{k,r} \) are found sequentially and in an iterative fashion, where sequence order is not crucial to finding the optimum solution. The relay powers are initially set to zero and are updated as the sequence of relay power equations in (3.23) is traced, for a particular value of \( \lambda_k \). By varying the value of \( \lambda_k \), a transcendental equation in \( \lambda_k \) is solved. The remaining iterative steps of the underlined joint relay selection and power allocation algorithm remain the same as the code combining case.

### 3.5 Simulation Results

We assume for the simulation purposes that the users are distributed uniformly over a grid of \( 1 \times 1 \) units with the base station located at position \( (1,1) \). All channels including the inter-user channels and the user-to-base station channels are independent. The channel coefficients are complex Gaussian with zero mean and unit variance. The path loss coefficient \( \alpha \) is set to 3.
Figure 3.1: Average power consumption in a uplink as a function of total number of users. The target rate is $R = 1 \text{ bit/sec/Hz}$. We see that incremental redundancy based cooperation improves performance up to about 5 users, while space-time cooperation uniformly outperforms no cooperation or incremental redundancy based cooperation.

Fig. 3.1 indicates the average power consumption in a uplink with respect to total number of users under direct transmission and two different user cooperation scenarios. The target rate is $R = 1 \text{ bit/sec/Hz}$. It is seen that for a fixed rate, as we increase the total number of uplink users, the average total uplink power consumption under incremental redundancy-based cooperative diversity with code combining exceeds that of direct transmission. This is because, under incremental redundancy-based cooperation, each relay requires a separate orthogonal channel for cooperation. With large number of users, this protocol becomes bandwidth inefficient and bandwidth inefficiency problem dominates any cooperation gain obtained. We see that incremental redundancy-based cooperation improves performance up to about 5 users. The space-time coded protocol with diversity combining performs uniformly better than no cooperation and incremental redundancy-based cooperation with code combining. This is because, with an increase in the total number of users, each potential relay requires a separate orthogonal subchannel in incremental redundancy-based cooperative diversity, hence, making the system bandwidth inefficient. The system utilizing a space-time coded protocol, however, requires all relays to transmit over the same subchannel and is hence
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Figure 3.2: Average power consumption in a uplink as a function of target rate for no cooperation (nc), incremental redundancy-based cooperative diversity under code combining (cc), and space-time coded cooperative diversity under diversity combining (dc). The figure indicates that for fewer number of users and target rates of interests, the average total power consumption under both incremental redundancy-based and space-time coded cooperative diversity is significantly less than no cooperation.

bandwidth efficient when compared to incremental redundancy-based protocol. Therefore, the space-time coded protocol offers significant power savings over no cooperation (direct transmission) under the proposed relay selection and power minimization algorithm.

Fig. 3.2 illustrates the average power consumption in a user cooperative uplink and under direct transmission, as a function of target rate on a logarithmic scale. It is observed that incremental redundancy-based cooperative diversity with code combining is better than no cooperation up to target rate of 2 bit/Hz/sec for 3 users and up to target rate of 1 bit/sec/Hz for 5 users. The figure indicates that for fewer number of users and target rates of interest, the average total power consumption under both incremental redundancy-based and space-time coded cooperative diversity is significantly less than the direct transmission. For higher target rates and more total users in the uplink, the space-time coded protocol outperforms both direct transmission and incremental redundancy-based cooperative diversity, in terms of power consumption.
3.6 Conclusion

In this chapter, we propose a strategy to minimize the total uplink transmit power in a decode-and-forward (DF) user cooperative uplink such that each user satisfies its target data rate. The proposed iterative algorithm for minimizing the total uplink power jointly performs relay selection for the purposes of cooperation and optimally allocates source and the relay powers. We develop a power minimization scheme for incremental redundancy-based cooperative diversity with code combining (of relayed information) and space-time coded protocol with diversity combining. With respect to incremental redundancy-based cooperative diversity, we find that the cooperation is beneficial in terms of minimizing the total uplink power at lower target rates and less number of cooperating users. Significant cooperation gains could be obtained using a space-time coded cooperative diversity protocol over the wide range of target rates and total number of users when using the proposed joint relay selection and power minimization algorithm. A practical approach to network power minimization based on the average channel gains and average rates remains a topic of future work.
Chapter 4

Performance of Multiuser Cooperation under Non-orthogonal Channels

In the last chapter, we studied the effect of power allocation on the performance of space-time coded cooperative diversity. The users were assumed to be allocated orthogonal channels for the expositional simplicity. Most prior work on cooperative diversity also assumes the allocation of orthogonal channels to multiple users (inter-user orthogonality) and synchronous communication between the signals transmitted from different cooperating users in the network. For example, the use of cooperative diversity in a cellular uplink was first popularized by Sendonaris et al., [31], where the authors developed a full-duplex, two-user sharing protocol for synchronous code-division-multiple-access (CDMA) using orthogonal spreading codes. However, the assumption of orthogonal spreading codes limits the flexibility of the scheme. Also, choosing orthogonal codes does not achieve orthogonality in asynchronous channels. In [1], the authors developed space-time coded decode-and-forward (DF) protocols and present an information-outage probability analysis of these protocols. The medium-access control protocol suggested in [1, 50], allocates orthogonal channels to the transmitting users and also assumes block and symbol synchronization. The assumptions on orthogonal channel allocation and synchronous communication between users may require accurate coordination among the cooperating users, causing significant overhead. The
authors in [51] design linear multi-user detectors for the synchronous cooperative CDMA uplink using non-orthogonal spreading codes and analyze the performance of various detection strategies under repetition-based full-duplex relaying schemes. The issue of non-orthogonal channel allocation in the context of cooperation has been addressed in [52, 53]. The authors in [52] apply delay-diversity techniques to single-source cooperative networks which do not require orthogonal channelization or symbol-level timing synchronization. In [53], the authors propose a cooperative transmission technique, where relay nodes act as active scatterers and simply retransmit the source’s transmission under very loose synchronization constraints.

From another point of view, the information-theoretic analysis of orthogonal cooperative diversity systems typically assumes Gaussian input symbols, however, practical systems must be constrained to use inputs selected from a finite signal set. The authors in [54] evaluate the impact of modulation constraints on the throughput of point-to-point hybrid-ARQ and suggest the extension to relaying protocols. While information theory has provided insight into the behavior of basic cooperative diversity systems, many issues need to be addressed which include investigating the impact of multiple-access interference (MAI) in multi-user cooperation schemes under non-orthogonal channel allocation and asynchronous communications, assessing the information-outage probability performance of multi-user cooperative diversity under practical modulation constraints, and ascertaining suitable combining techniques at the base station in a multi-user cooperative environment. We address these issues in this chapter. The specific contributions are as follows:

1. We propose a multiuser decode-and-forward (DF) cooperative diversity protocol that operates in an asynchronous CDMA uplink while relaxing the inter-user orthogonality constraint. We address the problem of multi-user relaying where each user first broadcasts its own uniquely spread message and then other users that overhear the broadcast can relay the re-encoded and re-spread message to the base station. The protocol developed here leads to fully distributed cooperation where no inter-user coordination is required and greatly simplifies the medium-access control protocol design.

2. We analyze the information-outage probability performance of the proposed protocol
in underloaded CDMA, fully-loaded CDMA and overloaded CDMA under diversity combining at the base station in the high-signal-to-noise ratio (SNR) regime.

3. We compare diversity combining (e.g., employing space-time coding) and code combining (e.g., employing incremental redundancy) [55] of the relayed information at the base station using numerical results for the information-outage probability of fully-loaded CDMA uplink. For these combining schemes, no matter how the relayed information is combined with itself, the relayed information is always code combined with the source information. In the former case, the relays simply repeat the source’s message and at the base station, these multiple observations are combined using a maximal-ratio diversity combining technique. In the code combining case, the source first transmits a codeword and relays help the source by sending additional redundancy bits. The base station then combines the original codeword and the redundancy bits to decode the source’s message.

4. We examine the impact of using practical modulation techniques on the outage probability performance of space-time coded cooperative diversity under fully-loaded CDMA system configuration.

5. Finally, we present a practical system design and provide bit-error-probability simulations under the practical adaptive receiver design.

We compare the outage probability performance of the proposed cooperation scheme under fully-loaded CDMA system configurations and diversity combining with that of Laneman’s space-time coded protocol [1] which builds upon inter-user orthogonality and accurate synchronous communication assumptions, using high-SNR approximations. The comparison demonstrates the loss in spectral efficiency of the proposed protocol with respect to Laneman’s space-time coded protocol due to non-orthogonal spreading code assignment to each user (which introduces inter-user non-orthogonality), asynchronism between relayed transmissions and the (suboptimal) reception method used in our scheme. However, these assumptions make our system practical and more flexible.

Also, it is well known that code combining is almost always better than the diversity
combining in non-cooperative networks. This is because when code combining is used, the mutual information of the individual channels is added, while when using diversity combining, signal-to-noise ratios add. Interestingly, the numerical results presented here indicate that in a multi-user cooperative diversity environment, diversity combining of the relayed information from multiple users is nearly as good as code combining because of the associated probabilities of a decoding set, as will be explained in the sequel.

The chapter is organized as follows. Section 4.1 introduces a CDMA cellular uplink model and describes the proposed user cooperation protocol and received signal model under cooperation. Section 4.2 analyzes the performance of the proposed multi-user cooperation protocol in underloaded CDMA, fully-loaded CDMA and overloaded CDMA with diversity combining, while Section 4.3 considers code combining techniques. The outage probability for the modulation constrained case is presented in Section 4.4. We provide numerical results in Section 4.5 and Section 4.7 concludes.

4.1 System Model

4.1.1 Conventional CDMA Uplink

In direct-sequence code-division multiple-access (CDMA) systems, each user is assigned an individual (orthogonal or non-orthogonal) signature waveform or a spreading code and signals from different users may overlap in both time and frequency. The continuous-time baseband received signal at the base station in a non-cooperative asynchronous CDMA uplink with $K$ active users is given by

$$r(t) = \sum_{k=1}^{K} \sum_{i=0}^{B-1} x_k[i] \alpha_k s_k(t - iT_s - \tau_k) + n(t)$$

(4.1)

where $B$ is the block length, $T_s$ is the symbol period, $n(\cdot)$ is an additive white Gaussian noise process, $x_k[i] \in \mathbb{C}$ is the $k$-th user’s transmitted symbol with $\mathbb{E}\{|x_k[i]|^2\} = P$, $\alpha_k$ is the flat fading channel coefficient for the channel between $k$-th user and the base station, $s_k(t) = \sum_{j=0}^{N-1} c_k[j] \psi(t-jT_c)$ is the spreading waveform of $k$-th user where $c_k[j] \in \{-\sqrt{N}, \sqrt{N}\}$ is the $j$-th element of user $k$’s spreading code, $\psi(t)$ is a unit-energy transmit pulse shape waveform, $N$ being the processing gain.
CDMA systems may be described as underloaded, fully-loaded, or overloaded. Underloaded CDMA systems arise when the total number of users is less than the processing gain $N$. Fully-loaded CDMA corresponds to the case wherein the number of users is equal to the processing gain. Overloaded CDMA system, in which number of users is larger than the processing gain, is of interest when $N$ cannot be increased due to bandwidth constraints. Overloaded CDMA requires linearly dependent signature waveforms.

### 4.1.2 Cooperation in a CDMA Uplink

**Protocol Design**

We analyze a user cooperation protocol wherein users transmit their own data and also serve as relays for other users. This is in contrast with typical relay networks where relays do not have data of their own. We compare the outage probability performance of the proposed cooperation scheme under fully-loaded CDMA and diversity combining of the relayed information with that of Laneman’s space-time coded protocol [1], which assumes inter-user orthogonality and accurate synchronous communication. The proposed multi-user cooperation scheme differs from [1] in medium-access control requirements and multiple-access
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strategy. We consider a CDMA cellular uplink consisting of $K$ users. Let set $S$ denote the set of all users in the system so that $|S| = K$. Let $m$ be the number of cooperating users and the set of cooperating users be denoted by $C \subset S$, where $|C| = m$. A user is considered to be cooperating if it attempts to decode the transmissions of other users for purposes of forwarding the transmission, regardless of whether the decoding attempt was successful. Let set $\mathcal{N} \triangleq \{S \setminus C\}$ denote the set of non-cooperating users. Each source is assigned a particular spreading code. The spreading codes provide processing gain $N$ and are assumed non-orthogonal.

Fig. 4.1(b) depicts channel and subchannel allotments for the proposed CDMA cooperative scheme. The channel representing a single spreading code spans two time-phases and when split into individual time-phases corresponds to subchannels. The transmission between users and the base station is accomplished in two orthogonal time-phases. In the first phase, every user $k \in S$ broadcasts its message using a particular spreading code (i.e., in the appropriate subchannel). In the second phase, users from the set $C$ that can decode the $k$-th user’s transmission, $k \in C$, form a decoding set $\mathcal{D}(k)$ and serve as relays ($r$)\textsuperscript{1}. Users in $\mathcal{D}(k)$ are called decoding relays. The decoding relays then transmit to the base station asynchronously, in the appropriate subchannel. The relays in $\mathcal{D}(k)$ could all transmit the same re-encoded and re-spread sequence, which can be diversity combined at the base station. If $N$ is sufficiently large and $\mathcal{D}(k)$ relatively small, then the signals will be transmitted at slightly different times and a RAKE receiver can be used to resolve the individual transmissions. Alternatively, a distributed space-time code could be used as in [1]. As an alternative to retransmitting the same re-encoded sequence, the relays may use incremental redundancy which leads to code combining of the relayed transmissions at the base station. Note that no matter how the relayed information is combined with itself, the relayed information is always code combined with the source information. The users in the set $\mathcal{N}$ continue transmitting their own data in the second phase. For most of the chapter, we will concentrate on the case where $S = C$ and hence $m = K$, i.e., every user is a cooperating user, and hence, every user is a potential relay for every other user. The maximum number of decoding relays a particular user can have is $m - 1$. Thus for this cooperative diversity

\textsuperscript{1}We emphasize here that though we use the term ‘relay’, it also has its own data to transmit.
scheme, decoding relays for any particular source user transmit asynchronously over the same subchannel (i.e., they use the same spreading code). Use of non-orthogonal spreading codes leads to non-orthogonality across the subchannels. Therefore, there exists non-orthogonality across the subchannels and asynchronism within a subchannel. The crux of the problem is then to evaluate performance under these conditions and to design practical coding and reception schemes.

*Note:* Laneman’s protocol [1] assumes half-duplex relays where relays transmit and receive at the same time but this is done on different frequencies. Instead, we assume simultaneous transmission and reception on different spreading codes at the same frequency which may cause transmit signal to overwhelm the receive signal powers leading to self-interference. The self-interference cancelation at the mobile units can be facilitated by the knowledge of relevant antenna gains or use of co-located antennas and/or multiple spreading codes [31].

**Received Signal Model**

It is assumed that all the received signals at the base station have the same average power. This kind of power control may not be optimal in reality.

The proposed sharing scheme operates in an asynchronous flat-fading CDMA uplink in the presence of multiple-access interference (MAI) and inter-symbol interference (ISI) due to the use of non-orthogonal spreading codes and asynchronous relayed signals respectively. Consider the signal model for the second phase of transmission. The specified use of decorrelating multiuser detection [11] at the base station effectively transforms the resulting MAI and ISI channel into parallel interference-free scalar flat fading channels with increased background noise. Without loss of generality, we assume that first $m$ users are cooperating users and the remaining $(K - m)$ users are non-cooperating users. The received signal at the base station over a flat fading channel with total $K$ users, $m(< K)$ cooperating users and $m - 1$
potential relays is given by

\[ r(t) = \sum_{k=1}^{m} \sum_{l=1}^{m-1} \sum_{i=0}^{B-1} x_{l,k}[i] \alpha_l s_k(t - iT_s - \tau_l) \]  \hspace{1cm} \text{(4.3)}

\[ r(t) = \sum_{k=1}^{m} \sum_{l=1}^{m-1} \sum_{i=0}^{B-1} x_{l,k}[i] \alpha_l s_k(t - iT_s - \tau_l) + n(t) \]  \hspace{1cm} \text{(4.4)}

where \( B, T_s, n(\cdot), \tau_l, \) and \( s_k(t) \) are as described under equation (4.1). \( x_{l,k}[i] \in \mathbb{C} \) is the \( k \)-th user’s coded symbol transmitted from \( l \)-th cooperating user with \( \mathbb{E}\{x_{l,k}^2[i]\} = P \), \( x_{k,k}[i] \in \mathbb{C} \) is the \( k \)-th non-cooperating users own transmitted data, \( \alpha_l \) (or \( \alpha_{l,d} \)) is the flat fading Rayleigh channel coefficient for the channel between \( l \)-th user and the base station with variance \( 1/\lambda_l \) (or \( 1/\lambda_{l,d} \)).

At the base station, the received signal is matched-filtered with respect to the delayed
spreading waveforms as shown in (4.5). By Cameron-Martin formula [8], this process generates sufficient statistics, \( r_{l,k}[i] \), given by

\[
\begin{align*}
  r_{l,k}[i] &= \alpha_l^* \int_{-\infty}^{\infty} r(t) s_k(t - \tau_l - iT_s) dt \\
  &= \sum_{k'=1}^{m} \sum_{l'=1}^{m-1} \sum_{i=0}^{B-1} x_{k',l'}[i] \alpha_l^* \alpha_{l'} k',l' \rho_{k,l}^{k',l'} \\
  &\quad + \sum_{k'=m+1}^{K} \sum_{l'=1}^{m} \sum_{i=0}^{B-1} x_{k',l'}[i] \alpha_l^* \alpha_{k'} k',l' \rho_{k,l}^{k',l'} + n_{k,l}[i]
\end{align*}
\]

where \( \rho_{k,l}^{k',l'} = \int_{-\infty}^{\infty} s_k(t - \tau_l - iT_s) s_{k'}(t - \tau_{l'} - iT_s) dt \) is the cross-correlation between delayed spreading waveforms. Stacking all matched-filtered outputs and dropping the time index from the model in (4.5), results in

\[
r = \tilde{H} x + n
\]

where \( n \sim \mathcal{N}_c(0, N_0 \tilde{H}) \). The structure of \( r, \tilde{H} \) and \( x \) is shown at the top of the page. In (4.2), the index \( m + 1 \) has been indicated by \( n \). Equation (4.7) can further be expressed as

\[
r = A R A^H x + n
\]

where \( A \) is a quasi-block-diagonal matrix and is a function of only channel gains \( \alpha_i \)'s, and \( R \) is a function of cross-correlations between delayed signature waveforms. The expression for \( R \) is obtained by extracting only the cross-correlation entries from (4.2) in the form of a matrix. The diagonal entries in quasi-block-diagonal matrix \( A \) are the corresponding diagonal channel coefficient elements of (4.2).

While considering \( K = m \) case, matrices \( \tilde{H}, R, A \) are obtained from the corresponding matrices with last \( K - m \) columns and rows removed.

Applying the decorrelating detector to the discrete-time received vector \( r \) yields,

\[
y = (AR)^{-1} r + v
\]

where \( v \sim \mathcal{N}_c(0, N_0 R^{-1}) \). Thus a parallel flat fading scalar channel model similar to [1] is obtained as,

\[
y_i = [y]_i = \alpha_i x_i + v_i,
\]

where \( [y]_i \) is the \( i \)-th element of \( y \).
but with enhanced noise, distributed as $v_i \sim \mathcal{N}(0, N_0[R_{i,i}]^{-1})$. Using this scalar channel model with an appropriate signal-to-noise ratio parameterization, the proposed scheme can be compared to [1] via outage probability, i.e., the probability that average mutual information (in bits/sec/Hz) falls below a given threshold.

The discrete time received signal at the base station (relays) during the first phase can be written very similar to (4.8) where we now have $A$ as a diagonal matrix (instead of a block diagonal matrix as in phase II) with corresponding source to base station (source to relay) channel gains as diagonal entries. The structure of the correlation matrix $R$ in the first phase is slightly different than in the second phase. Since users transmit their own data only in the first phase, the size of the correlation matrix is $K$ by $K$ while in the second phase it is $m^2$ by $m^2$ for $K = m$ case and $m^2 + (K - m)$ by $m^2 + (K - m)$ for the $K > m$ case, assuming $m - 1$ decoding relays.

In general, the complexity of the decorrelating multiuser detector is that of correlation-matrix inversion which is of the order of $(m^2)^3$ per user (when $K = m$). Also, the assumption that $R$ is invertible is not very restrictive, since a mild assumption that $R$ is positive definite, is sufficient which is the case when the delayed signature waveforms are linearly independent. The situations where $R$ matrix is singular, the decorrelator is not a practicable detector structure [56]. Nevertheless, we use the decorrelator structure here to create performance bounds that would apply to the MMSE multiuser detector case in the high SNR regime, including low-complexity adaptive implementations [57].

**Remark:** We build in this chapter a framework to exploit the presence of relays which also have their own data to transmit. The benefit of our approach is that it can be used when there is not a rich multipath environment. In effect, the relays create virtual multipaths, which can still be exploited by a RAKE receiver. If the actual system has frequency selective fading, which would typically be the case in a CDMA uplink, then even more performance improvements can be expected due to the additional frequency diversity exploited by the RAKE receiver. The work in this chapter applies to frequency selective channels with few modifications in mutual information expressions to be given in the sequel. This can be done by first finding an equivalent SNR for each user to destination channel by summing up the SNRs over that user’s multiple resolved paths due to the use of RAKE receiver and
using this equivalent SNR in mutual information expressions as before. Thus the benefits of cooperation could be obtained by simultaneous exploitation of the channel as well as the potential relays.

4.2 Performance Under Diversity Combining

In this section, we study the performance of the proposed cooperative diversity protocol under diversity combining. In this type of cooperation, all the relays in the decoding set for a particular cooperating user transmit on the same subchannel (i.e., on that user’s spreading code) using a space-time code or simply delay diversity. The performance measure is information-outage probability, i.e., the probability that the average mutual information ($I$) between user $k$ and the base station falls below a fixed spectral efficiency $R$. The information-outage probability serves as a lower bound on the codeword error rate of practically coded systems operating at the same spectral efficiency $R$. Since the decoding set for cooperating user $k$, $D(k)$, is a random entity, the outage probability for the channel between user $k$ and the base station is given by

$$\Pr[I < R] = \sum_{D(k)} \Pr[D(k)] \Pr[I < R|D(k)].$$

(4.11)

We now formulate the outage probability expressions for the space-time coded cooperative diversity in an underloaded CDMA, fully-loaded CDMA and overloaded CDMA uplink under diversity combining at the base station. We indicate different parameters such as fraction of the available degrees of freedom (DOF) utilized by each cooperating terminal, normalized spectral efficiency and normalized discrete-time power in Table 4.1. Because we compare the performance of the proposed scheme to Laneman’s space-time coded protocol, we express the normalized discrete-time power constraint and normalized spectral efficiency for our scheme in terms of the parameters of Laneman’s protocol [1]. In Table 4.1, $r$ is the transmission rate in bits/sec, $R$, as defined in [1], is the spectral efficiency in bits/sec/Hz and is nothing but the transmission rate normalized by the fraction of total degrees of freedom utilized by each terminal under Laneman’s non-cooperative medium-access protocol. Also, $R_{CDMA}$ is the normalized spectral efficiency in bits/sec/Hz in case of the proposed scheme.
Table 4.1: Normalized (by the fraction of available degrees of freedom utilized by each cooperating user) transmit power and normalized (by the fraction of available degrees of freedom utilized by each user under noncooperative transmission) spectral efficiency parameterizations consistent with Laneman [1]. $r$ is the transmission rate in bits/sec and $W$ is the bandwidth in Hz.

and is expressed in terms of $R$ for fair comparison.

### 4.2.1 Underloaded CDMA Uplink

For underloaded system, $K < N$, where $K$ and $N$ are the total number of users and the processing gain respectively. We assume $m = K$, i.e, all the users in the system are cooperating users. Each user in the proposed protocol is assigned a single spreading code for its own data. Since each user sends its own data on its spreading code in the first time phase and also sends other user’s data on that user’s spreading code in the second phase, each user effectively uses up to $K$ spreading codes while the total number of linearly independent spreading codes available in the system is $N$. Thus each cooperating terminal utilizes $K/2N$ of available degrees of freedom in the channel. The $1/2$ factor is due to time-phase orthogonality where the total time slot is equally divided into Phase I and Phase II. Conditioned on the decoding set $\mathcal{D}(k)$, the mutual information between $k$-th user and base station can be shown to be

$$I_{u,\text{CDMA}} = \frac{K}{2N} \log \left(1 + \frac{2NSNR}{K^2} \frac{|\alpha_{k,d}|^2}{[R^{-1}]_{k,k}} \right)$$

$$+ \frac{K}{2N} \log \left(1 + \frac{2NSNR}{K^2} \sum_{r \in \mathcal{D}(k)} \frac{|\alpha_{r,d}|^2}{[R^{-1}]_{r,r}} \right)$$
where $\text{SNR} \triangleq \frac{P}{N_0}$ is the signal-to-noise-ratio in the absence of fading. The mutual information in (4.12) is the sum of the mutual informations for two parallel channels, one from the user $k$ to the base station and other from the set of decoding relays, $r \in D(k)$, to the base station. Note that since we consider the relayed transmissions using a space-time code or delay diversity and diversity combining at the base station, we have a log-sum expression for the second phase. Using a high-$\text{SNR}$ approximation developed in [1], the outage probability conditioned on a decoding set and $R$ can be written as

$$
\Pr[I_{u,\text{CDMA}} < R_{\text{CDMA}} | D(k), R] \sim \left[ \frac{2^{(2N^2R/K^2)} - 1}{2N\text{SNR}/K^2} \right]^{[D(k)]+1} \times \lambda_{k,0}[R^{-1}]_{k,k} \times \prod_{r \in D(k)} \lambda_{r,0}[R^{-1}]_{r,r} \times A_{|D(k)|} \left( \frac{2^{(2N^2R/K^2)} - 1}{2N\text{SNR}/K^2} \right).$$

(4.14)

where $A_n(t) = \frac{1}{(n-1)!} \int_0^1 \frac{w^{n-1}(1-w)}{1+tw} dw, \quad n > 0.$

The mutual information between the $k$-th user and the potential relay $r$ is given by

$$I_{k,r} = \frac{K}{2N} \log \left( 1 + \frac{2N\text{SNR}}{K^2} \frac{|\alpha_{k,r}|^2}{[R^{-1}]_{r,r}} \right).$$

(4.15)

The potential relay will be able to decode $k$-th user’s message if the realized mutual information between user $k$ and the relay $r$ is greater than the fixed spectral efficiency $R_{\text{CDMA}}$.

$$\Pr[r \in D(k) | R] = \Pr[I_{k,r} > R_{\text{CDMA}}] = \exp \left[ -\lambda_{k,r}[R^{-1}]_{r,r} \frac{2^{(2N^2R/K^2)} - 1}{2N\text{SNR}/K^2} \right].$$

(4.16)

The probability of a decoding set is then given by

$$\Pr[D(k) | R] = \prod_{r \in D(k)} \exp \left[ -\lambda_{k,r}[R^{-1}]_{r,r} \frac{2^{(2N^2R/K^2)} - 1}{2N\text{SNR}/K^2} \right] \times \prod_{r \in D(k)} \exp \left[ -\lambda_{k,r}[R^{-1}]_{r,r} \frac{2^{(2N^2R/K^2)} - 1}{2N\text{SNR}/K^2} \right].$$

(4.17)

\(^2\)The proof is similar to [1].
By high-SNR approximation, using Taylor series expansion of (4.17), we get the probability of a decoding set as

$$\Pr[D(k)|\mathbf{R}] \sim \left[ \frac{2^{\frac{2N^2R}{K^2}} - 1}{2N\text{SNR}/K^2} \right]^{K-|D(k)|-1} \times \prod_{r \in D(k)} \lambda_{k,r}[\mathbf{R}^{-1}]_{r,r}. \quad (4.18)$$

Combining (4.11), (4.14), and (4.18), the expression for outage probability under high-SNR approximation conditioned on $\mathbf{R}$, is given by

$$\Pr[I_{u-CDMA} < R_{CDMA} | \mathbf{R}] \sim \left[ \frac{2^{\frac{2N^2R}{K^2}} - 1}{2N\text{SNR}/K^2} \right]^K \times \sum_{D(k)} \lambda_{k,d}[\mathbf{R}^{-1}]_{k,k} \times \prod_{r \in D(k)} \lambda_{r,d}[\mathbf{R}^{-1}]_{r,r} \times \prod_{r \not\in D(k)} \lambda_{k,r}[\mathbf{R}^{-1}]_{r,r} \times A_{|D(k)|} \left( \frac{2^{\frac{2N^2R}{K^2}} - 1}{2^{\frac{2N^2R}{K^2}}} \right). \quad (4.19)$$

Then the final expression for average outage probability is

$$\Pr[I_{u-CDMA} < R_{CDMA}] = E_{\mathbf{R}} \{ \Pr[I_{u-CDMA} < R_{CDMA} | \mathbf{R}] \}. \quad (4.20)$$

The expected value in (4.20) is found using Monte-Carlo simulations by averaging (4.19) over realizations of $\mathbf{R}$ for a particular choice of a space-time code.

4.2.2 Fully-loaded CDMA Upink

Here $m = K = N$. The mutual information and outage probability expressions for the fully-loaded case can be obtained by substituting $K = N$ in (4.12) and (4.19) respectively. For the sake of completeness, we state the expressions for mutual information and outage probability here. The mutual information conditioned on a decoding set is given as

$$I_{l-CDMA} = \frac{1}{2} \log \left( 1 + \frac{2\text{SNR}}{K} \frac{|\alpha_{k,d}|^2}{[\mathbf{R}^{-1}]_{k,k}} \right) + \frac{1}{2} \log \left( 1 + \frac{2\text{SNR}}{K} \sum_{r \in D(k)} \frac{|\alpha_{r,d}|^2}{[\mathbf{R}^{-1}]_{r,r}} \right). \quad (4.21)$$
And the high-SNR approximation for the outage probability yields

\[
\Pr[I_{\text{CDMA}} < R_{\text{CDMA}} | \mathbf{R}] \sim \left[ \frac{2^{2(R-1)} - 1}{2^{\text{SNR}/K}} \right]^K \times \sum_{D(k)} \lambda_{k,d} \left[ \mathbf{R}^{-1} \right]_{k,k} \\
\times \prod_{r \in D(k)} \lambda_{r,d} \left[ \mathbf{R}^{-1} \right]_{r,r} \times \prod_{r \notin D(k)} \lambda_{k,r} \left[ \mathbf{R}^{-1} \right]_{r,r} \\
\times A_{|D(k)|} \left( 2^{(2R)} - 1 \right).
\] (4.22)

### 4.2.3 Overloaded CDMA Uplink

For overloaded CDMA system, \( K > N \). Notice that we can generate only \( N \) linearly independent spreading waveforms. The remaining \( K - N \) signatures waveforms are linear combinations of the first \( N \) spreading waveforms. Each user thus utilizes up to all available spreading codes. Hence each user utilizes 1/2 of the available degrees of freedom. We consider the following two special subcases.

**Case I :** \( m = K(> N) \)

The allowed maximum number of relays in the decoding set in this case is \( K - 1 \). Because of the existence of linearly dependent spreading waveforms in case of overloaded CDMA system, it is not possible to distinguish between individual relay transmissions at the base station. To identify each user and each relay transmission in cooperative overloaded CDMA (\( K > N \)), each relay in \( D(k) \) inserts a random delay before transmitting \( k \)-th user’s data to the base station. This allows us to maintain a full-rank signature matrix \( \mathbf{R} \). The addition of random delays induces the delay diversity effect which is a form of space-time code but is not an optimal space-time code. Though it is not optimal, it is attractive since it is simple in implementation, fully distributed, and scales with increasing numbers of cooperating users [52]. As indicated in Table 4.1, each cooperating terminal utilizes 1/2 of total degrees of freedom in the channel. Conditioned on the decoding set \( D(k) \), the mutual information
between \( k \)-th user and base station can be shown to be

\[
I_{o-CDMA} = \frac{1}{2} \log \left( 1 + \frac{2 \text{SNR}}{K} \frac{|\alpha_{k,d}|^2}{[R^{-1}]_{k,k}} \right) + \frac{1}{2} \log \left( 1 + \frac{2 \text{SNR}}{K} \sum_{r \in D(k)} |\alpha_{r,d}|^2 \left[ R^{-1} \right]_{r,r} \right),
\]

(4.23)

and the realized mutual information between the \( k \)-th user and the potential relay \( r \) is given by

\[
I_{k,r} = \frac{1}{2} \log \left( 1 + \frac{2 \text{SNR}}{K} \frac{|\alpha_{k,r}|^2}{[R^{-1}]_{r,r}} \right).
\]

(4.24)

Following the same procedure as given in the earlier section, the corresponding high-SNR formulation for outage probability conditioned on \( R \) is

\[
\Pr[I_{o-CDMA} < R_{CDMA} | R] \sim \left[ \frac{2^{\left( \frac{2 \text{SNR}}{K} \right)} - 1}{2 \text{SNR}/K} \right]^K \times \sum_{D(k)} \lambda_{k,d} \left[ R^{-1} \right]_{k,k} \\
\times \prod_{r \in D(k)} \lambda_{r,d} \left[ R^{-1} \right]_{r,r} \times \prod_{r \notin D(k)} \lambda_{k,r} \left[ R^{-1} \right]_{r,r} \\
\times A_{|D(k)|} \left( 2^{\left( \frac{2 \text{SNR}}{K} \right)} - 1 \right).
\]

(4.25)

and the final expression for average outage probability is

\[
\Pr[I_{o-CDMA} < R_{CDMA}] = E_R \{ \Pr[I_{o-CDMA} < R_{CDMA} | R] \}.
\]

Case II : \( m = N(< K) \)

Here the number of cooperating users \( m \) is less than the total number of users \( K \) and is equal to processing gain \( N \). Therefore the allowed maximum number of relays in the decoding set is \( N - 1 \). The remaining \( (K - N) \) users transmit their own data to the base station independently in both phases, hence, just add interference to the users that cooperate. Again, each user utilizes 1/2 the total degrees of freedom. The expression for outage probability in this case is similar to the case where all users cooperate but only differs in the exponent of the first term in (4.25) which depends upon \( \text{SNR} \). The exponent of the first term in equation (4.25) indicates the diversity gain which is equal to \( N \) in this case. Since the
mutual information formula is the same as in case I, we only present the outage probability conditioned on $R$ which is given as

$$
\Pr[I_{\text{CDMA}} < R_{\text{CDMA}} | R] \sim \left[ \frac{2^{\frac{2N}{K}} - 1}{2 \text{SNR}/K} \right]^N \times \sum_{D(k)} \lambda_{k,d}[R^{-1}]_{k,k}
\times \prod_{r \in D(k)} \lambda_{r,d}[R^{-1}]_{r,r}
\times \prod_{r \notin D(k)} \lambda_{k,r}[R^{-1}]_{r,r}
\times A_{|D(k)|} \left( 2^{\frac{2N}{K}} - 1 \right).
$$

(4.26)

Unconditional outage probability can then be found by taking expectation of (4.26) with respect to $R$.

### 4.3 Performance Under Code Combining

We consider a fully-loaded CDMA system configuration ($m = K = N$) in this section. The use of decorrelating multiuser detection as discussed in Section 4 allows us to form interference-free scalar flat-fading parallel channels with increased background noise. Thus instead of using the same Gaussian codebook in the form of a space-time code or delay diversity, the relays could employ different Gaussian codebooks to transmit relayed information toward base station. This is equivalent to each relay transmitting a different part of the codeword. This results in a code combining at the base station. Under code combining, the system in the second time phase behaves like a set of $|D(k)|$ parallel Gaussian channels. The mutual information under code combining and fully-loaded CDMA system configuration conditioned on a decoding set can be given by

$$
I_{L,\text{CDMA}} = \frac{1}{2} \log \left( 1 + \frac{2^{\text{SNR}}}{K} \left| \alpha_{k,d} \right|^2 \right)
+ \sum_{r \in D(k)} \frac{1}{2} \log \left( 1 + \frac{2^{\text{SNR}}}{K} \left| \alpha_{r,d} \right|^2 \right).
$$

(4.27)

Notice that since we consider relayed transmissions from different Gaussian codebooks and code combining at the base station, we have sum-log expression for the second phase. The mutual information in (4.27) is thus larger than that in (4.21) for same $|D(k)|$ due to Jensen’s inequality. Note that the previously published work on cooperative diversity employing code
combining at the base station requires the existence of parallel channels which is achieved through orthogonal channel allocation. But in our protocol, though the users have been allocated non-orthogonal spreading codes and relayed transmissions occur asynchronously in the same subchannel for each user, the decorrelating multiuser detector allows the creation of virtual parallel channels without a bandwidth penalty though there is a penalty in the signal-to-noise-ratio due to entries in the $[\mathbf{R}]^{-1}$ matrix. The closed form expression for the outage probability under code combining is not tractable for an arbitrary number of relays. Hence, instead of using high-SNR approximations, we evaluate the outage probability performance of the proposed protocol under code combining via Monte-Carlo simulation and compare it with the simulated performance of the proposed protocol under diversity combining (4.21) in Section 4.5.

### 4.4 Performance Under Modulation Constraints

In the earlier sections, we provided an information-theoretic analysis of multi-user cooperative diversity using Gaussian distributed inputs. The assumption of Gaussian inputs is justifiable if we are dealing with large signalling constellations. But the information-theoretic results need to be extended so as to take into account the effect of practical modulation techniques. In this section, we compute the mutual information under the constraint of uniform input probabilities considering diversity combining at the base station. We consider a fully-loaded CDMA system configuration ($m = K = N$). To find the expression for mutual information under modulation constraints with the earlier mentioned system parameters, we model the received signal at the base station during two time-phases as follows. In the first phase, user $k$ transmits. The received signal at the base station during first phase after decorrelating multiuser detection can be written as

$$y_1 = \frac{\alpha_{k,d}}{\sqrt{|[\mathbf{R}]_{k,k}^{-1}|}} x + n$$  \hspace{1cm} (4.28)

where $n \sim \mathcal{N}(0, N_0)$, $x$ is a modulated symbol drawn from the uniform probability distribution and $E\{|x|^2\} = 2P/K$ as can be seen from Table 4.1. The received signal model pointed out here is very similar to scalar channel model obtained in (4.10) except the scaled factor
of $1/\sqrt{[R]^{-1}_{r,r}}$. We note that doing this does not change the received signal-to-noise-ratio (and yields exactly the same mutual information expression given in (4.21)) but enables the separation of SNR from interference terms while plotting the outage probability performance. The mutual information under modulation constraints between $k$-th user and the base station during phase I is [15]

$$ I_1 = \frac{1}{2} \left( m - \mathbb{E}_{x,y_1} \left[ \log \sum_{z \in \chi} \frac{p(y_1|z)}{p(y_1|x)} \right] \right) $$

(4.29)

where $m = \log_2 M$, $M$ is the signal constellation size, $\chi$ denotes the signal set, and $p(y|x)$ is the transition probability density function between input $x$ and the output $y$ as defined in [15]. The factor $1/2$ outside the log term is due to the fraction of degrees of freedom utilized by a cooperating terminal in fully-loaded CDMA. Similarly the received signal at the base station during the second phase under modulation constraints due to retransmissions from $K'$ relays can be modeled as

$$ y = \begin{bmatrix} \alpha_{2,d}/\sqrt{[R]^{-1}_{2,2}} \\ \vdots \\ \alpha_{r,d}/\sqrt{[R]^{-1}_{r,r}} \\ \vdots \\ \alpha_{K',d}/\sqrt{[R]^{-1}_{K',K'}} \end{bmatrix} x + n. $$

(4.30)

Again, the expression for the mutual information under uniform input probability and diversity combining conditioned on a decoding set is given by

$$ I_2 = \frac{1}{2} \left( m - \mathbb{E}_x \mathbb{E}_y \left[ \log \sum_{z \in \chi} \frac{p(y|z)}{p(y|x)} \right] \right). $$

(4.31)

The overall mutual information conditioned on a decoding set between $k$-th user and the base station is then

$$ I_m = I_1 + I_2. $$

(4.32)

The mutual information between $k$-th user and a potential relay can be formed in a similar fashion which then can be used to find the probability of a decoding set. Using the expression for probability of the a decoding set and the mutual information expression in (4.32), and applying the total probability law in (4.11), we plot the outage probability performance through Monte-Carlo simulation.
4.5 Numerical Results

In all the figures, \( N \) denotes the processing gain, and \( K \) denotes the total number of users. \( m \) is the number of cooperating users. The outage probability curves are plotted for \( \lambda_{i,j} = 1 \). The spreading codes are random and the delays are assumed to be uniformly distributed between 0 and \( T_s \). The SNR gain or loss of these curves indicates the spectral (bandwidth) efficiency/inefficiency of the protocols and slope of the curves indicates the spatial diversity order. Figs. 4.2, 4.3 and 4.4, indicate the information-outage probability performance of the proposed cooperative diversity protocol under diversity combining with \( N = 4 \) and \( R = 1 \) bits/sec/Hz, using high-SNR approximation, while Figs. 4.5 and 4.6 present the outage probability performance without high-SNR approximation. Fig. 4.2 indicates the outage probability performance in an underloaded and fully-loaded CDMA uplink when \( m = K \). It can be seen that the underloaded system is bandwidth inefficient when compared to fully-loaded system. This is because not all available degrees of freedom in the channel are utilized in this system configuration. The outage probability curve for Laneman’s space-time coded protocol is also plotted for comparison. Note that Laneman’s protocol \([1]\) can only be treated as the fully-loaded scenario \( (m = K = N) \) and also assumes inter-user orthogonality, orthogonal space-time coding, block and symbol synchronization and optimal decoding at the base station. Because of these assumptions, there is no interference within a subchannel or across the subchannels for the protocol design built in \([1]\). The proposed scheme with fully-loaded configuration \( (m = K = N = 4) \) also demonstrates a loss in spectral efficiency with respect to space-time coded protocol developed in \([1]\). The loss in the performance is because of the use of decorrelating multiuser detection to generate parallel channels at the base station and, consequently, due to inter-user non-orthogonality which arises because of non-orthogonal spreading codes and/or asynchronism addressed in our scheme. The decorrelating multiuser detector can not optimally handle asynchronism and non-orthogonality. The performance penalty due to above mentioned constraints is manifested through \( [R]^{-1} \) matrix entries. We make use of non-orthogonal (random) spreading codes because even if we use orthogonal spreading codes, the asynchronism between cooperating users would destroy orthogonality. Also for a given \( N \), the number of orthogonal spreading codes is limited to
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Figure 4.2: Outage probability performance (under high-SNR approximation) of space-time coded scheme in an asynchronous underloaded CDMA uplink with \( m = K \) and diversity combining. The threshold spectral efficiency is \( R = 1 \) bit/sec/Hz. The point-to-point CDMA uplink performance \((m = 1)\) is shown for comparison. The outage probability curves without high-SNR approximation (dashed lines) are also plotted for comparison.

Unlike non-orthogonal spreading codes. The SNR loss with respect to Laneman could be reduced using alternative receiver structures, e.g., MMSE-DF detection or even optimal multiuser detector, perhaps, as long as post-interference suppression parallel channels can be assumed and modeled. We note here that if we consider cooperation in the proposed fully-loaded CDMA system with orthogonal spreading codes and use of orthogonal space-time codes under synchronous communication assumption, which yield \( R^{-1} = I \) in (4.21) and (4.22), the outage probability performance matches that of Laneman’s space-time coded protocol.

Fig. 4.3 compares the outage probability results of the proposed cooperative diversity scheme that operates in the overloaded CDMA \((K > N)\) uplink. The curves are plotted assuming \( m = K \) cooperating users. It can be seen that overloading the system is advantageous in terms of the bandwidth efficiency until certain threshold \((K = 6\) in this case). But if the number of users exceed a certain threshold, then it exhibits a loss in bandwidth efficiency. This is because keeping \( N \) constant, if we increase the number of cooperating
users $K$ without bound, then $R$ tends towards singularity and leads to large SNR loss. It can also be observed that increasing $K$ increases the diversity order but also increases the SNR loss and hence in practical scenarios, it could be appropriate to choose $K$ slightly larger than $N$.

Fig. 4.4 illustrates the outage probability performance of the proposed space-time coded scheme in overloaded CDMA system assuming $m = N(< K)$ cooperating users. Here, the slope of all outage probability curves is the same because even if we vary total number of users in the system, the number of cooperating users remains fixed which decides the diversity gain and hence the slope of the outage probability. All numerical results via slope of the curves indicate that the protocol achieves full spatial diversity in number of cooperating users.

Fig. 4.5 indicates the conditional outage probability performance comparison between diversity combining and code combining reception schemes for the fully-loaded CDMA cellular uplink with $m = K = N = 8$. As we mentioned earlier, we present numerical results instead of high-SNR approximation due to intractability of the closed form expression for
Figure 4.4: Outage probability performance (under high-SNR approximation) of space-time coded scheme in an asynchronous overloaded CDMA uplink ($K > N$) with $m = N$ and diversity combining. The threshold spectral efficiency is $R = 1$ bit/sec/Hz. The point-to-point CDMA uplink performance ($m = 1$) is also shown for comparison.

outage probability in the code combining case. The outage probability is conditioned on $R$ and hence is plotted for one realization of $R$ for simplicity\(^3\). However, we point out that the relative performance between different outage probability curves is virtually independent of $R$. Recall that $R$ is a function of cross-correlations between delayed spreading waveforms and does not involve channel gains. The results are plotted for $R = 1$ bit/sec/Hz. It is well known that code combining is almost always better than the diversity combining in a non-cooperative networks due to the consequence of Jensen’s inequality. Interestingly, from the figure, it can be seen that in a cooperative diversity scenario, under the system parameters mentioned here, diversity combining is nearly as good as code combining. Specifically, code combining is only 0.01 dB better than the diversity combining and this difference is not visible from the figure. This is because decoding set is a random variable. All potential relays in the system do not necessarily decode the source user’s transmission. For the SNRs of interest and fewer number of simultaneously active users in the system, the probability of

\(^3\)We plot all the conditional outage probability curves using the same realization of $R$.  
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![Graph showing Conditional outage probability performance comparison of diversity combining and code combining schemes for fully-loaded CDMA system configuration with $m = K = N = 8$. The outage probability is conditioned on $R$. The threshold spectral efficiency is $R = 1$ bit/sec/Hz. Code combining is 0.01 dB better than the diversity combining and so the plots are almost indistinguishable.](image)

Figure 4.5: Conditional outage probability performance comparison of diversity combining and code combining schemes for fully-loaded CDMA system configuration with $m = K = N = 8$. The outage probability is conditioned on $R$. The threshold spectral efficiency is $R = 1$ bit/sec/Hz. Code combining is 0.01 dB better than the diversity combining and so the plots are almost indistinguishable.

having large number of relays in the decoding set is very small and therefore, considering the expansion of (4.11) in the increasing order of $|D(s)|$, only first few terms in the expression (4.11) dominate the system performance. Since the first few terms in diversity combining and the code combining are very similar, the code combining does not offer performance gains (in terms of information-outage probability) over diversity combining. The conclusions might be different if we consider very high-SNR regions and a large pool of users in the system. The conclusions might also change if we consider a non-symmetric network topology where all inter-user channels are statistically different leading to inter-user SNR dependent decoding set probabilities. It was also observed that in a deterministic cooperative network, where $\Pr[D(k)] = 1$ for some $D(k)$ (which is the case of a non-cooperative scenario with $|D(k)|$ parallel channels), code combining demonstrates significant performance gain in terms of information outage probability over diversity combining scheme. Thus the probabilities of the decoding sets may drastically affect the outage-probability performance of a cooperation protocol under diversity and code combining schemes.
Fig. 4.6 compares the conditional information-outage probability performance of fully-loaded CDMA system (with $m = K = N = 8$) under modulation constraints and also unconstrained Gaussian input distribution assuming diversity combining at the base station. The information-outage probability is conditioned on $R$ and is plotted without high-SNR approximation. We plot the curves for QPSK modulation and 16-QAM modulation against the threshold spectral efficiency of 0.8 bit/sec/Hz. It is seen that increasing the signal constellation size renders similar performance to Gaussian input distribution performance at lower rates.

4.6 Practical System Design

In the previous sections, we demonstrated the performance of the proposed scheme through an information-theoretic approach. Now we will present a practical approach to system design. Here we consider a specific coding scheme, modulation type and present...
practical pseudo-linear receiver design for the cooperative diversity in an asynchronous cellular uplink.

We present a practical, cooperative DF sharing scheme that works for any number of users in asynchronous environments using orthogonal or non-orthogonal space-time block codes or even using delay diversity technique. The system under consideration makes use of CDMA. We also design a practical adaptive pseudo-linear base-station receiver that jointly separates users while suppressing the multiple-access interference (multiuser detection) and performs space-time decoding (for diversity exploitation) for uplink cooperative communications. The receiver is novel in that, unlike usual MMSE receiver, our base-station receiver incorporates a non-linear complex conjugation receiver front-end in addition to linear MMSE filter and hence is pseudo-linear. The complex conjugation step is critical to obtaining full diversity with linear reception in asynchronism as will be explained in the sequel.

\subsection{DF User Cooperation}

We develop a specific protocol for three-or-more cooperating users that makes use of space-time block codes [20]. As an example, we consider a BPSK modulated CDMA system whose users have been assigned to groups of three. Each user sends its own new data in every time slot. Simultaneously, upon successful reception, each user transmits the other user’s previous data using a distributed space-time code. For three-user sharing, we use Alamouti’s space-time code in our simulations. Note that orthogonal space-time block codes cannot provide full diversity in asynchronous environments for some delay profiles (e.g., if the relative uplink delay between users is exactly one symbol interval), but these profiles occur with probability zero. Because of asynchronism, ML decoding of the orthogonal block codes is no longer linear, but we will see that linear reception, together with a non-linear complex conjugation receiver front-end, still provides full diversity. We also present the bit-error-rate (BER) performance with the delay diversity technique for comparison.
4.6.2 Adaptive Receiver Design

We present an adaptive structure based on existing MMSE channel estimation schemes using periodically-inserted pilot symbols. Joint space-time decoding and multiuser detection is accomplished using the receiver structure in Fig. 4.7. The received signal at the base-station with $K$ cooperating users is given by

$$r(t) = \sum_{k=1}^{K} \sum_{l=1}^{K-1} \sum_{i=0}^{B-1} \beta_{l,k}[i] \alpha_l s_k(t - iT_s - \tau_l) + n(t)$$

where $B$ is the frame length, $T_s$ is the symbol period, $n(\cdot)$ is the additive white Gaussian noise process, $\beta_{l,k}$ are the Bernoulli random variables having values 0 or 1 and they represent $l$-th user’s decision (made via CRC check) on forwarding $k$-th user’s space-time coded data, $b_{l,k}[\cdot]$ is $k$-th user’s space-time coded symbol transmitted from $l$-th cooperating user, $\alpha_l$ and $\tau_l$ are the complex Gaussian channel gains with zero mean, unit variance and the delay for the channel between $l$-th user and the destination (base-station) respectively, $s_k(t) = \sum_{j=0}^{N-1} c_k[j] \psi(t - jT_c)$ is the spreading waveform of $k$-th user where $c_k[j]$ is the $j$-th element of user $k$’s spreading code and $\psi(t)$ is a unit-energy transmit pulse shape waveform.

At the receiver, as shown in Fig. 4.7, we first match filter the continuous time received signal with respect to unit energy rectangular chip waveform $\psi(t)$. When we deal with asynchronism (delays $\in [0, T_s]$), we match filter the continuous time received signal for one extra time slot. The discrete time received signal vector obtained by stacking all the chip-matched filter outputs can be written as a linear model

$$y = Hb + n$$  \hspace{2cm} (4.33)

where $H$, a function of the spreading codes and the channel gains, is the effective channel matrix, $b$ is the BPSK symbol vector and $n \sim \mathcal{N}(0, \sigma^2 I)$. We then form a new discrete time
received signal vector $\tilde{y}$ by stacking complex conjugate version of $y$ with the conventional received signal vector $y$, i.e.,

$$
\tilde{y} = \begin{bmatrix} y \\ y^* \end{bmatrix} = \begin{bmatrix} H \\ H^* \end{bmatrix} b + \begin{bmatrix} n \\ n^* \end{bmatrix} = \tilde{H} b + \tilde{n}.
$$

(4.34)

The complex conjugation step which makes the receiver design novel, is critical to obtaining full diversity with linear reception. Because linear ML detection of orthogonal space-time block codes requires complex conjugates of the received signal, it is reasonable to assume complex conjugates will be helpful for linear detection in asynchronous communication environments. We then perform joint multiuser detection and space time decoding with a linear MMSE filter operating on $\tilde{y}$. Our decision statistic is formed as

$$
d = \left[ \tilde{H}_{est} \tilde{H}_{est}^H + \sigma^2 I \right]^{-1} \tilde{H}_{est}^H \tilde{y}
$$

(4.36)

with bit decisions provided by

$$
\hat{s} = \text{sign} \{ \text{real} \{ d \} \}.
$$

(4.37)

$\tilde{H}_{est}$ is the estimate of the effective channel matrix using least square method.

### 4.6.3 Simulation Results

We use random spreading codes of length 8. The normalized total transmit power of each user during each time slot is 1. The base-station receiver uses a set of 150 frames of data to estimate the effective channel. The results are included for an estimated channel but we note in passing that an estimated channel case suffers from 1 dB SNR loss when compared to perfectly known channel case. Fig. 4.8 illustrates the BER and diversity performance of the three-user DF sharing scheme in asynchronous uplink environments for various inter-user channel qualities. It is seen that the three-user sharing scheme provides full diversity with 0.1% inter-user demodulation errors, and provides no diversity with errors $\geq 25\%$. BER and diversity performance comparison of three-user sharing using Alamouti code and
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Figure 4.8: BER and diversity performance of three-user DF sharing in an asynchronous uplink for various inter-user channel qualities. Performance of maximum-ratio-combining (MRC) with 1, 2 and 3 antennas is plotted for comparison (dotted lines).

delay diversity technique (under perfect inter-user channel assumption) indicates that delay diversity is only 1dB worse when compared to Alamouti space-time code and is much simpler to implement, i.e., it’s purely distributed.

4.7 Conclusions

In this chapter, we have analyzed the performance of cooperative diversity in a CDMA uplink under diversity combining and code combining of the relayed information at the base station while relaxing the inter-user orthogonality and synchronous communication constraints. We have assumed users with full duplex communication capability so that users can transmit and receive simultaneously on the same frequency. Our cooperative scheme employs a sub-optimum decorrelating receiver to suppress the multi-user interference at both the base station and the relay-side. We have evaluated its performance in underloaded, fully-loaded and overloaded CDMA uplink through information-outage probability. The outage probability results under diversity combining indicate that overloaded system is bandwidth efficient up to certain number of users but then exhibits worse performance than fully-loaded
system as number of users exceed a certain threshold, due to multiple-access interference. We compared diversity combining and code combining of the relayed information at the base station. It is seen that in multi-user cooperation, diversity combining yields almost the same outage probability performance as code combining because not all users in the system act as relays all the time and hence the probabilities of the decoding sets turn out to be a prominent factor in determining the relative performance of code and diversity combining.

We also evaluated the performance of multi-user cooperation protocol under the practical modulation techniques. It is observed that increasing the signal constellation size while keeping the target rate constant, we can approach the outage probability performance of a cooperation scheme that uses Gaussian inputs. Looking at all the results, we can argue that the performance loss incurred (with respect to their counterparts) by making the system design much simpler and more practical, for e.g., using diversity combining (instead of code combining), 16-symbol alphabet and a slightly overloaded system, is relatively small.

We also presented a practical system design including design of an adaptive base-station receiver. The simulation results indicated that if the inter-user channel quality is poor, the benefits from cooperation are limited. We demonstrated that delay diversity is nearly as good as orthogonal space-time block codes in asynchronism.
Chapter 5

The Performance of Multistage Cooperation

The previous chapters dealt with dual-stage cooperative diversity schemes where source transmits in the first time phase and then cooperating terminals that can decode source’s transmission may transmit a space-time code simultaneously on the same subchannel or use incremental redundancy over orthogonal subchannels during the second phase. These schemes have been shown to extract full diversity in the total number of terminals and not just the number of decoding terminals. However, in many scenarios of two-stage cooperation, not every relay takes part in cooperation because of not being able to decode the source’s transmission. Having noted from the last chapter that each relayed transmission leads to either an increase in the average SNR at the destination (as in the case of space-time coded cooperative diversity) or an increase in mutual information at the destination (as in incremental redundancy-based cooperative diversity protocols), it might seem intuitive to design a multi-stage\(^1\) cooperation scheme where more relays could contribute to the performance enhancement at the destination. Note that the main goal behind developing multi-stage cooperation protocol is to improve the end-to-end mutual information, i.e., achievable rate, not diversity, since full diversity is achieved even with two-stage cooperation schemes.

On the other hand, in a conventional serial multihop transmission without diversity,

\(^1\)We use the terms multi-phase and multistage interchangeably, however, they constitute the same network protocol and differ from multihop network protocol.
each relay terminal simply processes the received signal from the immediately preceding terminal and then forwards it to the next along the predefined path. The destination receives a signal only from the last terminal in a single route from source to destination. Thus conventional multihop schemes treat the wireless network as a cascade of point-to-point links with each relay directing its transmission to a single receiver. The main result in [58] showed that in a wireless network with large number of relays, as the number of relays per unit area $n$ increases, the throughput per source-to-destination pair decreases approximately like $1/\sqrt{n}$. It was implied in [58] that efforts should be targeted at designing networks with small numbers of relays or terminals be connected with nearby relays. The findings of [59] indicated an increase in the throughput of multihop ad-hoc wireless networks when relay nodes are mobile. The outage probability performance of multihop transmission without diversity was studied in [60]. To take advantage of spatial diversity at the relay side, serial multihop diversity relaying was studied in [61], [62]. The authors introduced a concept where each relay exploits received signal not only from the immediate preceding neighbor but from multiple previous relays that repeated the same source message. Each relay in effect receives signals from all preceding transmitting relays, combines them appropriately, processes the combiner output and then re-transmits the source message. Although spatial diversity is exploited in this type of multihop diversity, only a single relay is allowed to transmit in each hop. Another form of multihop relaying was proposed in [63] wherein source broadcasts its message to a set of potential relays and the relay closest to the destination in turn forwards the message next. This protocol does not take advantage of the transmit diversity in that each potential relay only receives the transmissions from a single previously decoded relay. Once a new relay is selected, all the relays in the network flush their memory of prior transmissions and are, therefore, unable to combine information sent from multiple relays. An improvement to the protocol proposed in [63] was suggested in [64] that exploits transmit diversity effect in a relay network. Similar to [63], the protocol in [64] allows source to broadcast its message to all potential relays in the network. The relay closest to the destination among the set of decoded relays helps source forward its message. Other non-decoding relays keep listening to the transmission from source as well as previous relay transmissions and keep accumulating information and forward the message once they have
accumulated enough information. Hybrid ARQ was used in conjunction with relaying so that the destination updates on the reception status. The feedback channel was assumed to be error and delay-free. The protocol studied in [64] thus requires location information at the relays and also exhibits overhead in terms of separate feedback channel for the ARQ operation. We take the view that simultaneous relayed transmissions from multiple decoding relays in each hop are beneficial since they increase the received power and transmission range and exploit both transmit as well as receive diversity effect at the relay side. Note that due to the broadcast nature of the wireless medium, more than one relay can receive transmission from the preceding relays that could decode the source message and hence can cooperate simultaneously with other decoding relays using a space-time code.

In the multistage cooperation scheme that we propose, the transmission between source and destination takes place in $T \geq 2$ equal duration and orthogonal time phases. The source transmits only in the first time phase. All relays that can decode the source’s transmission forward the source’s message to the destination in the second time phase, using a space-time code [20]. Due to the broadcast nature of the wireless medium, other terminals that could not decode the source’s transmission earlier listen to the relay transmissions from the previous time phase and keep accumulating information. Relays that have accumulated enough information cooperate next and forward the message to the destination using a space-time code in the next time phase. Other relays keep accumulating the information transmitted by the decoding relays from all previous stages. And the process continues for $T$ cooperation stages. This protocol differs from conventional multihop transmission in that the destination receives independent relayed copies of the transmitted signal from all relays that could decode within a $T$ cooperation phases whereas conventional multihop transmission mandates the destination to receive source’s transmission from the last relaying terminal in the path and does not achieve gains due to spatial diversity. The proposed multistage cooperation protocol is thus a generalization of two-stage space-time coded cooperative diversity first analyzed by Laneman et al. in [1] in that, in a proposed multistage cooperation protocol, a new trade-off between an increased number of stages and possible decrease in the mutual information is available for investigation. The primary advantage of multistage relaying is increased mutual information in some network scenarios. When compared to two-stage
cooperation, possibly more relays can take part in cooperation when multiple stages are employed. The transmission from these additional relays increases the SNR at the destination, increasing the mutual information in effect. However, the penalty for multistage relaying is in the additional resources needed in terms of the radio channels. So the overall effect is immediately not clear. As we will see in the later sections, the use of additional stages may have a negative effect on mutual information which may offset any SNR gain. We are interested in investigating an interesting tradeoff between an increased SNR and decreased spectral efficiency as the number of cooperation stages is increased.

We develop the closed form expression for the outage probability of the proposed multistage cooperation scheme and use it as a performance metric throughout this chapter. The derived outage probability expression is valid for any number of stages and relays. The analytical outage probability expression derived in Section 5.2 provides the optimal number of stages for a given network topology. It can also be used to determine the optimal network topologies. It is seen that the largest multistage cooperation gain in the use of $T \geq 3$ stages over two stages is obtained at low SNR values. The outage probability performance under different relay placement scenarios is also studied. The scenario where the available relays are placed at equal intervals along the straight line between source and destination outperforms most other relay placement strategies for three and four number of stages. For the relay placement scenario where the relays are placed along the straight line between source and destination in an equidistant manner, we also investigate an interesting trade-off between an increased SNR and decreased spectral efficiency as the number of cooperation stages is increased.

5.1 System Model

Consider a collection of terminals with source $S$, destination $D$ and $K−1$ relays. For the protocol discussed in this chapter, the transmission between source and destination takes place in $T$ equal duration and orthogonal time phases. We assume half duplex system where users do not transmit and receive simultaneously in the same frequency band. We consider a decode-and-forward cooperation where relays must successfully decode the message before
forwarding. In the first time phase, the source broadcasts its message which is received by all potential relays. During subsequent time phases, the relays that have successfully decoded the message using information from all previous transmitting relays, transmit a space-time code for the source’s message. The use of space-time code allows all relays to transmit the same message in the same band at the same time with no interference. The non-decoding relays keep accumulating SNR and transmit in the later stages when they are able to decode the message. This process repeats for $T$ cooperation stages. Let $I_r[m]$ be the mutual information accumulated at relay $r$ in the $m$-th time phase. A relay $r$ is able to decode the message in the $m$-th time phase when $I_r[m] > R$, $R$ being the target rate. Let $\mathcal{D}_m(s)$ denote the set of terminals that can decode the source message during the $m$-th time phase so that $\mathcal{D}_1(s) = S$. For space-time coded cooperative diversity, the received signal at relay $r$ that has not decoded the message until the $m$-th time phase is

$$y_r[m] = \sum_{k \in \{\mathcal{D}_1(s), \ldots, \mathcal{D}_{m-1}(s)\}} K_0 \frac{h_{k,r}}{d_{k,r}^2} x_k + v_r[m]$$

where $h_{k,r}$ is the Rayleigh fading channel coefficient (modeled as zero mean, independent, circularly symmetric Gaussian random variables with unit variances for the channel between terminals $k$ and $r$, $d_{k,r}$ is the corresponding distance, $K_0$ is the signal propagation constant, defined as $K_0 = (\lambda_c/4\pi d_0)^2$ where $\lambda_c$ and $d_0$ are the frequency and reference distance and it represents the path loss at an arbitrary reference distance, $\alpha$ is the path loss coefficient and is assumed to be the same for all communication links, $v_r[m]$ is the receiver noise distributed as $v_r[m] \sim \mathcal{N}(0, N_0)$ and $x_k$ denote the space-time coded symbols transmitted from terminal $k$ with $\mathbb{E}\{x_k\}^2 = \frac{\mathbb{P}}{K}$, $\mathbb{P}$ being the total transmission power from the source under non-cooperative scenario. The corresponding mutual information due to accumulated SNR at relay $r$ in the $m$-th phase is

$$I_r[m] = \frac{1}{T} \log \left( 1 + \frac{T}{K} \sum_{k \in \{\mathcal{D}_1(s), \ldots, \mathcal{D}_{m-1}(s)\}} g_{k,r} \text{SNR} \right)$$

where we define $\text{SNR} = \frac{\mathbb{P}}{N_0 W}$, $W$ being the total available bandwidth for the continuous time channel and $g_{k,r} = K_0 \frac{|h_{k,r}|^2}{d_{k,r}^2}$. Note that $g_{k,r}$ are zero mean Gaussian random variables with variances $1/\lambda_{k,r} \triangleq K_0/d_{k,r}^2$. The factor $1/T$ in front of the $\log(\cdot)$ term is because the
underlined cooperation protocol uses $T$ time phases as against a single time phase used for the transmission in non-cooperative systems. Similarly the factor $T/K$ denotes the fraction of the total power $P$ allowed per relay transmission. The normalization makes comparison between direct transmission and cooperative transmission fair. The multi-stage cooperation protocol can now be described as follows. The source begins its transmission by broadcasting its message during the first time phase. After the source’s initial transmission, some of the relays may have decoded the message, particularly those for which $I_r[2] > R$. These decoding relays are included in $D_2(s)$. During the next time phase, all relays from $D_2(s)$ transmit a space-time code. The relays that could not decode during the second time phase keep listening to transmissions from relays in $D_2(s)$. Those relays that have $I_r[3] > R$ can decode the message and form a decoding set $D_3(s)$. The process continues until $T$ time phases (stages) are reached. The destination keeps information from all relay transmissions received during each time phase.

### 5.2 Mutual information and Outage Probability

In this section, we obtain the closed form expression for the outage probability of multistage cooperation protocol under diversity combining. The performance measure that we use throughout this chapter is information-outage probability, i.e., the probability that the mutual information $I_{SD}$ between source $S$ and the destination $D$ falls below a fixed target rate $R$. Let’s first denote the overall decoding set for the transmission between source and destination as $D(s)$ where $D(s) = \{D_1(s), \ldots, D_T(s)\}$. Since the decoding set is a random entity, the outage probability for the channel between source $S$ and the destination $D$ is given by

$$\Pr[I_{SD} < R] = \sum_{D(s)} \Pr[I_{SD} < R \mid D(s)] \times \Pr[D(s)]. \quad (5.3)$$

Conditioned on decoding set $D(s)$, the mutual information between source and the destination is

$$I_{SD} = \frac{1}{T} \log \left( 1 + \frac{T}{K} \text{SNR} \sum_{r \in D(s)} g_{rd} \right). \quad (5.4)$$
The end-to-end outage probability for the channel between source and the destination conditioned on decoding set \( \mathcal{D}(s) \) is

\[
\Pr \left[ I_{SD} < R \mid \mathcal{D}(s) \right] = \Pr \left[ \frac{1}{T} \log \left( 1 + \frac{T}{K} \sum_{r \in \mathcal{D}(s)} g_{r,d} \text{SNR} \right) < R \right] = \Pr \left[ \sum_{r \in \mathcal{D}(s)} g_{r,d} < \frac{2^{TR} - 1}{T \text{SNR}/K} \right] = \sum_{r \in \mathcal{D}(s)} E_{r,d} \left[ 1 - \exp \left( -\lambda_{r,d} c \right) \right]
\]

where

\[
E_{r,d} = \prod_{u \in \mathcal{D}(s)} \frac{\lambda_{u,d}}{\lambda_{u,d} - \lambda_{r,d}}, \quad u \neq r.
\]

Equation (5.7) is obtained by using the pdf of sum of exponential random variables with distinct means [65].

Probability of a overall decoding set \( \mathcal{D}(s) \) is the joint probability that \( \mathcal{D}_2(s) \) is the decoding set in the second time phase, \( \mathcal{D}_3(s) \) is the decoding set in the third cooperation phase and so on. Since the composition of \( \mathcal{D}_m(s) \) depends on \( \mathcal{D}_{m-1}, \ldots, \mathcal{D}_2 \), the above joint probability can be written in the form of chain rule as

\[
\Pr \left[ \mathcal{D}(s) \right] = \Pr \left[ \mathcal{D}_1(s), \ldots, \mathcal{D}_T(s) \right] = \prod_{m=1}^{T} \Pr \left[ \mathcal{D}_m \mid \mathcal{D}_{m-1}, \ldots, \mathcal{D}_1(s) \right].
\]

As one rule for deciding decoding relays in stage \( m \), we require that the realized mutual information at the relay in the \( m \)-th time phase be greater than the target rate \( R \). The realized mutual information at relay \( r \) in the \( m \)-th cooperation phase is

\[
I_r[m] = \frac{1}{T} \log \left( 1 + \frac{T}{K} \sum_{k \in \{\mathcal{D}_1(s), \ldots, \mathcal{D}_{m-1}(s)\}} g_{k,r} \text{SNR} \right).
\]

Under this rule, we have
Pr \left[ r \notin D_m(s) \mid r \notin D_{m-1}(s) \right] = Pr \left[ I_r[m] < R \mid I_r[m-1] < R \right] \\
= \frac{Pr \left[ I_r[m] < R \right]}{Pr \left[ I_r[m-1] < R \right]} \tag{5.11}

In the above,

\begin{align*}
Pr \left[ I_r[m] < R \right] &= Pr \left[ \frac{1}{T} \log \left( 1 + \frac{T}{K} \sum_{k \in \{D_1(s), \ldots, D_{m-1}(s)\}} g_{k,r} \text{SNR} \right) \right] < R \tag{5.12} \\
&= Pr \left[ \sum_{k \in \{D_1(s), \ldots, D_{m-1}(s)\}} g_{k,r} \right] < \frac{2TR - 1}{K \text{SNR} / c} \tag{5.13} \\
&= \sum_{k \in \{D_1(s), \ldots, D_{m-1}(s)\}} E_{k,r} \left[ 1 - \exp \left( -\lambda_{k,r}c \right) \right] \tag{5.14}
\end{align*}

Substituting (5.14) in (5.11),

\begin{align*}
Pr \left[ r \notin D_m(s) \mid r \notin D_{m-1}(s) \right] &= \frac{\sum_{k \in \{D_1(s), \ldots, D_{m-1}(s)\}} E_{k,r} \left[ 1 - \exp \left( -\lambda_{k,r}c \right) \right]}{\sum_{k \in \{D_1(s), \ldots, D_{m-2}(s)\}} E_{k,r} \left[ 1 - \exp \left( -\lambda_{k,r}c \right) \right]} \tag{5.15}
\end{align*}

Since each relay makes its decision independently under the above rule and fading coefficients are independent in the system model under consideration, we have

\begin{align*}
Pr \left[ D_m(s) \mid D_{m-1}(s), \ldots, D_1(s) \right] &= \prod_{r \notin D_m(s)} Pr \left[ r \notin D_m(s) \mid r \notin D_{m-1}(s) \right] \\
&\times \prod_{r \in D_m(s)} Pr \left[ r \in D_m(s) \mid r \notin D_{m-1}(s) \right] \\
&= \prod_{r \notin D_m(s)} \sum_{k \in \{D_1(s), \ldots, D_{m-1}(s)\}} \sum_{k \in \{D_1(s), \ldots, D_{m-2}(s)\}} \frac{E_{k,r} \left[ 1 - \exp \left( -\lambda_{k,r}c \right) \right]}{E_{k,r} \left[ 1 - \exp \left( -\lambda_{k,r}c \right) \right]} \\
&\times \left\{ 1 - \frac{\sum_{k \in \{D_1(s), \ldots, D_{m-1}(s)\}} E_{k,r} \left[ 1 - \exp \left( -\lambda_{k,r}c \right) \right]}{\sum_{k \in \{D_1(s), \ldots, D_{m-2}(s)\}} E_{k,r} \left[ 1 - \exp \left( -\lambda_{k,r}c \right) \right]} \right\} \tag{5.16}
\end{align*}

We substitute (5.16) in (5.9) to get the expression for the probability of a decoding set \( D(s) \). The equation (5.9) along with (5.7) is then substituted in (5.3) to arrive at the final closed form expression for the end-to-end outage probability as obtained in (5.17). It can be noted that the outage probability not only depends on the target rate, the total number of relays and the number of stages, but also on the particular time stages when individual relays decode and take part in cooperation.
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\[
\Pr[I_{SD} < R] = \sum_{D(s)} \left\{ \sum_{r \in D(s)} E_{r,d} \left[1 - \exp \left(-\lambda_{r,d,c}\right)\right] \right\} \\
\times \left\{ \prod_{m=1}^{T} \prod_{r \in D_m(s)} \frac{\sum_{k \in \{D_1(s), \ldots, D_{m-1}(s)\}} E_{k,r} \left[1 - \exp \left(-\lambda_{k,r,c}\right)\right]}{\sum_{k \in \{D_1(s), \ldots, D_{m-2}(s)\}} E_{k,r} \left[1 - \exp \left(-\lambda_{k,r,c}\right)\right]} \right\}.
\]

(5.17)

5.3 Numerical Results

In all the figures, \( K \) denotes the total number of relays including the source. Path loss coefficient, \( \alpha \) is 5 and constant \( K_0 \) is \( 10^{-4} \) (assuming \( \lambda_c = 2.4 \) GHz and \( d_0 = 1 \) m). Relays are placed in a \( 1 \times 1 \) grid with source located at \( (0, 0.5) \) and the destination at \( (1, 0.5) \). Our performance metric is the information-outage probability and is obtained using its expression derived in the previous section. Unless stated, we assume that the target source rate \( R \) is 1 bit/sec/Hz.

Figures 5.2 and 5.3 present the outage probability performance with \( K = 8 \) under various relay placement scenarios, as described in Fig. 5.1. The number of cooperation stages is varied from 2 to 4. Based on our numerical tests, it appears that there is no unique relay placement strategy that is best for wide ranges of SNR and for a wide range of \( T \) values. However, it can be observed that the relay placement scenario (5) where relays are placed between source and the destination along the straight line in X axial direction at equal intervals outperforms most of the other candidate relay placement strategies at \( T = 4 \). Under the uniform distribution of relays (scenario 6), \( T = 3 \) gives the best outage probability performance.

Figure 5.4 indicates the outage probability performance when relays are placed along the straight line between source and the destination at equal intervals for different number of relays and at various time stages. Note that it is always advisable to have \( K \geq T \).
Figure 5.1: Relay placement scenarios: (1) Array near destination (2) Array in the middle (3) Array near source (4) Equidistant clusters (5) serial equidistant placement between source and destination along X axis (6) serial equidistant placement between source and destination along Y axis (7) (sample) Uniform distribution of relays
Figure 5.2: Outage probability performance with \(K=8\) under various relay placement scenarios and different numbers of cooperation stages.

Figure 5.3: Outage probability performance with \(K=8\) under various relay placement scenarios and different number of cooperation stages.

because source and every decoding relay transmits only once. With respect to figures 5.2, 5.3, and 5.4, it can be seen that the performance improves with an increase in the number
of cooperation stages until a threshold value for $T$ is reached. The threshold value of $T$ is contingent upon the network topology and the operating SNR values. The improvement in the performance with this increase in the number of stages is obtained at low SNRs, in this case, it corresponds to 10-15 dB range. This can be explained using the mutual information accumulated at the destination through all $T$ stages. The mutual information at the destination after $T$ stages is \[
\frac{1}{T} \log \left( 1 + \frac{T}{K} \sum_{r \in D(s)} g_{r,d} \text{SNR} \right) \]\ where $g_{r,d}$ includes the effects of path loss. The mutual information at low SNR increases linearly with SNR with increase in the number of stages. This is because, as number of stages increases, the number of relays in the decoding set also increases, increasing the effective SNR, $\sum_{r \in D(s)} g_{r,d} \text{SNR}$. At high SNR though, the mutual information increases only logarithmically with SNR and increase in $T$ hurts mutual information because the effect of scale factor $1/T$ in front of the log term offsets any increase in the SNR. Alternatively, we can say that as we increase $T$, we leave the power-limited regime of the mutual information and enter the bandwidth limited or degree-of-freedom (DOF) limited regime. It is at this point that we obtain the optimal value of $T$.

It can also be seen that the serial placement of relays gives the best performance at

Figure 5.4: Outage probability performance comparison with $K = 4$, $K = 8$, and $K = 16$ and $T = 2, \cdots, 6$ for Scenario (5).
When compared to other relay location strategies of interest shown in Fig. 5.1, this can be explained as follows. The signal strength, i.e., $\sum_{r \in D(s)} g_{r,d} \text{SNR}$ inside the log term in mutual information expression is higher under serial placement compared to other relay placement scenarios presented earlier. This is due to the fact that under serial equidistant placement of relays, increase in $T$ facilitates relays closer to the destination (having small path loss) to be included in the decoding set improving the signal strength significantly and most other relay placement strategies do not exploit this mechanism. Looking at Fig. 5.4 it can be observed that having large number of stages with large number of relays does not always help in achieving multistage cooperation gains at low SNR. With respect to serial placement of relays, scenario (5), it is seen that at low SNR, the optimal number of stages for $K = 4$ is 3 while for $K = 8$ up to $K = 16$ case, it is equal to 6. Table 5.1 indicates the optimal number of stages and the cooperation gain defined here as the ratio of outage probability under no cooperation and outage probability under multistage cooperation at 15 dB SNR.

The outage probability performance for direct transmission (no cooperation) is also shown for comparison. It can be noted that the multistage cooperation schemes always outperform the direct transmission irrespective of the number of relays and the number of cooperation stages because of the induced spatial diversity of the cooperation protocol. Although difficult to indicate in the figures above, theoretically, at infinite SNR, $T = 2$ case would outperform any $T > 2$ outage performance and also the direct transmission outage performance. This is because, at infinite SNR, the probability of all relays being able to decode source’s transmission in the second time stage tends to 1 and the addition of cooperation stages does not help improve the performance, but rather suffers from the bandwidth inefficiency problem. Thus at high SNR, the DOF penalty becomes apparent.

Figure 5.5 indicates multistage cooperation gain defined here as the ratio of outage probability under no cooperation and outage probability under multistage cooperation. The multistage cooperation gain is plotted for various path loss coefficient values. Typically, path loss coefficient $\alpha$ varies from 3 up to 6, $\alpha = 6$ denoting large path loss. It is seen that increasing the number of cooperation stages helps under severe channel conditions, when path loss is higher.
Table 5.1: Optimal values of $T$ and cooperation gain at 15 dB SNR for different network topologies shown in Fig. 5.1

<table>
<thead>
<tr>
<th>Scenario</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal number of cooperation stages</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Cooperation gain in dB at 15 dB SNR</td>
<td>8.3</td>
<td>10</td>
<td>13</td>
<td>23</td>
<td>31</td>
<td>1.51</td>
<td>1.31</td>
</tr>
</tbody>
</table>

Figure 5.5: Multistage cooperation gain for scenario (5) as a function of path loss coefficient $\alpha$ for $K = 8$, SNR = 15 dB and $R=1$ bit/sec/Hz.

The multistage cooperation gain as a function of source target rate is plotted in Figure 5.6. The multistage gain is plotted for larger path loss case. It can be observed that higher multistage gain with respect to direct transmission at low SNR is obtained with five stages at lower rates. At higher rates though, the multistage gain diminishes even with more stages because of the bandwidth utilization penalty.
Figure 5.6: Multistage cooperation gain for scenario (5) as a function of target rate $R$ for $K = 8$ and $\text{SNR} = 15 \text{ dB}$ and $\alpha = 5$. Note that the multistage cooperation gain is plotted here for the case of large path loss.

5.4 Conclusions

In this chapter, we developed and analyzed the outage probability of multistage cooperation protocol under orthogonal relaying. Through numerical results, we obtained the near-optimal placement of relays that gives the best performance when compared with most other candidate relay location strategies of interest. Under orthogonal relaying and using the outage probability as a performance metric, we showed that near-optimal relay locations are at equal intervals along the straight line between source and the destination. Although in a planar network, this relay placement solution is sub-optimal, for linear topology, it is the optimal solution for relay placement. Having placed the relays along a straight line at equal intervals between source and the destination, it was seen that the largest multistage cooperation gain is obtained at low SNR which increases with increase in the number of stages until certain threshold is reached. The optimal number of cooperation stages $T$ depends on the network topology, total number of relays, the path loss coefficient and the source target rate. The optimal number of cooperation of stages can be found when the mutual information
curve plotted against SNR leaves the power limited regime and enters the degree-of-freedom limited regime. The optimal number of stages for small number of relays such as $K = 4$ case is 3 while for large number of relays, for example, $K = 16$ case, it is 6. It can also be concluded that under very bad channel conditions (higher path loss), multistage cooperation is beneficial when compared with conventional two-stage cooperation schemes.
Chapter 6

Summary, Conclusions and Future Work

In this chapter, we highlight the contributions of our work presented in this dissertation. Cooperation between different terminals in the wireless network has been viewed as a viable option for achieving transmit diversity without the need of implementing multiple antennas at the terminal side. The goal of this research is to evaluate the performance of cooperative communication systems using information theoretic tools under the various scenarios of non-orthogonal channel allocation between cooperating terminals, power allocation and relay selection methods and allocation of multiple stages of cooperation based upon the topology of the network. The objective of this dissertation is to design such cooperative communication schemes and to investigate the energy efficiency-bandwidth efficiency trade-offs.

6.1 Summary and Conclusions

Designing energy efficient and bandwidth efficient cooperative communication schemes often leads to design of efficient resource allocation algorithms for cooperative wireless networks. In particular, we look at channel allocation schemes and power allocation schemes in user cooperative wireless systems. The design objective of channel allocation is to maximize the system throughput while at the same time reducing the interference between users. In user cooperative scenarios, it becomes important to address the issue of channel allocation
since conventional way of allocating a separate channel for each relayed transmission may not be bandwidth efficient. Considering the fact that power is another critical resource, optimizing the usage of this resource is also essential. We consider the problem of allocating optimal power between user’s own data and the cooperative data for other users. In the following, we mention the particular areas of study and summarize the results of this work.

Although cooperation between users creates spatial diversity and reduces the power consumption in a wireless network when compared to direct transmission between the source and the destination, equal power allocation between source and the users cooperating with it is not optimal. The set of decoding relays is a function of the source to relay channel conditions as well as the source transmit power. At first, under the scenario of uniform distribution of users and equal power allocation, it looks like having large number of relays that can decode the source’s transmission and hence take part in cooperation would lead to energy-efficient transmission of the source message toward the base station. In this case, the possibility of having a relay closer to the base station would be high which would reduce the burden of transmit power at all other cooperating relays. However, in order for the relay closer to the base station (and hence away from the source) to decode the source message, a large transmit power at the source will be required. On the other hand, allowing the source to transmit with less power would yield small number of relays in its decoding set and most probably the ones which are closer to the source. This situation would increase the transmit power burden at all cooperating relays under equal power allocation. Therefore, it is necessary to design a power allocation algorithm that directs the source to transmit with just enough power so that the most efficient set of decoding relays is formed and which also indicates each relay its optimal power to help transmit source’s information toward the base station. Assuming users are uniformly distributed in a given area, we developed an algorithm in Chapter 3 that performs relay selection while minimizing the total transmit power and satisfying the data rate of each user in a multiuser, multi-relay decode-and-forward cooperative uplink. We developed a power minimization scheme for incremental redundancy-based cooperative diversity with code combining (of relayed information) and space-time coded protocol with diversity combining. With respect to incremental redundancy-based cooperative diversity, we found that the cooperation is beneficial in terms of minimizing the total uplink power at
lower target rates and less number of cooperating users. Significant cooperation gains could be obtained using a space-time coded cooperative diversity protocol over the wide range of target rates and total number of users when using the proposed joint relay selection and power minimization algorithm.

As an effort to make the user cooperation schemes more bandwidth efficient and to make the analysis more practical, we investigated the effect of non-orthogonal channel allocation and asynchronous communication on the outage probability performance of two-stage multiuser cooperative diversity in a CDMA uplink. The information-theoretic analysis of orthogonal cooperative diversity systems also typically assumes Gaussian input symbols, however, practical systems must be constrained to use inputs selected from a finite signal set. While information theory has provided insight into the behavior of basic cooperative diversity systems, many issues need to be addressed which include investigating the impact of multiple-access interference (MAI) in multi-user cooperation schemes under non-orthogonal channel allocation and asynchronous communications, assessing the information-outage probability performance of multi-user cooperative diversity under practical modulation constraints, and ascertaining suitable combining techniques at the base station in a multi-user cooperative environment. We addressed these issues in Chapter 4. Numerical results indicated that the performance loss incurred (with respect to their counterparts) by making the system design much simpler and more practical, for e.g., using diversity combining (instead of code combining), 16-symbol alphabet and a slightly overloaded system, is relatively small.

In Chapter 5, we proposed a multistage cooperation protocol using $T \geq 2$ equal duration and orthogonal time phases. The proposed scheme combines the characteristics of both conventional multihop and two-stage cooperation protocol discussed in the literature. In conventional multihop transmission, each relay upon successful decoding forwards the source message to the next relay in a single route while in the proposed scheme, a set of decoding relays forward the message to the remaining non-decoding relays which in turn can decode and transmit next. It is also an extension of conventional two-stage cooperation scheme where multiple stages for cooperation are allowed so that most of the available relays could eventually decode and contribute to the performance enhancements at the destination. We developed the closed form expression for the outage probability of the proposed
multistage cooperation scheme and used it as a performance metric. The derived outage probability expression is valid for any number of stages and relays. The analytical outage probability expression derived in Section 5.2 gives insights into the useful relay location strategies. Whenever the relay locations are fixed, it can also be used to find the optimal number of stages through numerical results. It is seen that the multistage cooperation gain is obtained at low SNR values. The outage probability performance under different relay placement scenarios is also studied. The scenario where the available relays are placed at equal intervals along the straight line between source and destination outperforms most other relay placement strategies for three and four number of stages. It is seen that when relays are placed at equal intervals between source and the destination, low SNR cooperation gain increases with increase in the number of stages, however, suffers from a loss after a fixed number of stages is reached, which is a function of total number of relays. We investigated an interesting trade-off of increased SNR and decreased mutual information as the number of cooperation stages is increased.

6.2 Ideas for Future Work

The cooperation protocols proposed in the earlier sections along with a power allocation scheme could be generalized further and also could be made more practical by considering the possible extensions of these ideas as discussed in the sequel.

1. Power control algorithm proposed in this chapter can be extended to account for the inter-user non-orthogonality. Under the non-orthogonality constraint, and using the scalar channel obtained after decorrelating multiuser detection as mentioned in Chapter 4, we can arrive at the new mutual information expressions where SNR is scaled by the noise factor and use them as constraints in the proposed power minimization algorithm in (3.5). Under this scenario, more number of relays could help achieve larger mutual information, however, at the same time may hurt the target data rates due to increased multiple-access interference. The evaluation of tradeoff between bandwidth efficient channel allocation and the resulting multiple-access interference and its impact on the power allocation and relay selection would be an interesting topic.
2. The power minimization algorithm based on instantaneous channel conditions may incur an additional overhead hurting the throughput of the wireless systems under fast fading channel conditions. Practical power control and relay selection methods when only average channel conditions are known to the destination could be developed. In this case, the expectation of the instantaneous mutual information in (3.10) and (3.20) with respect to channel could be taken to set the constraints for average rate for the power minimization algorithm. By Jensen’s inequality,

$$
E \{ \log(1 + p_k h_k^2) \} \leq \log(1 + E\{h_k^2\} p_k).
$$

The above inequality could be used in the constraint equations of the proposed power minimization algorithm for mathematical simplicity. The power control scheme obtained by this method would be practical since the overhead required at the base station in estimating the instantaneous channel gains will be reduced.

3. We proposed a multistage cooperation scheme where the transmission between the source and the destination takes place with the help of relays in $T \geq 2$ equal duration and orthogonal time phases. It would be interesting to observe the effect of assigning unequal time durations for various cooperation stages. Depending upon the network topology and average channel conditions, the duration of each stage can be adapted to yield better outage performance than that of equal duration cooperation stages. The impact of allocating unequal durational cooperation stages on the optimal number of stages for a particular relay placement scenario could be the topic of future study. In fact, the number of stages could be reduced by adjusting the time duration of each stage carefully while still obtaining the multistage gains.

4. It was observed in Chapter 5 that the largest multistage cooperation gain is obtained at low SNR. Since the final expression for the multistage cooperation outage probability is somewhat cumbersome to work with, low SNR approximations for the outage probability could be developed. These may provide further insights on the effect of network topologies on the outage probability performance of multistage cooperation networks.
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A Convex Optimization and Lagrange Multipliers

A.1 Convex Sets

Let $S$ be a set in real or complex vector space. $S$ is said to be a convex set if

$$\theta x + (1 - \theta)y \in S$$

for all $x, y \in S$ and $0 \leq \theta \leq 1$. In other words, $S$ is convex if every point of the line that connects points $x$ and $y$ is also in $S$.

A.2 Convex Functions

A real valued function $f$ is called convex if its domain set $S$ is a convex set and

$$f(\theta x + (1 - \theta)y) \leq \theta f(x) + (1 - \theta)f(y)$$

for all $x, y \in S, 0 \leq \theta \leq 1$.

- $f$ is concave if $-f$ is convex.
- $f$ is strictly convex if domain of $f$ is convex and

$$f(\theta x + (1 - \theta)y) < \theta f(x) + (1 - \theta)f(y)$$

for all $x, y \in S, 0 \leq \theta \leq 1$.

- Sum $f_1 + f_2$ is convex if $f_1$ and $f_2$ are both convex functions.
- $f(Ax + B)$ is convex if $f$ is convex.

- Affine functions namely functions of the form $f(x) = Ax + B$ are both convex and concave on $\mathbb{R}$ for any $A, B \in \mathbb{R}$.
A.3 Constrained Optimization

The optimization problem under some constraints can be expressed in the following form:

\[
\begin{align*}
\text{minimize} & \quad f(x) \\
\text{subject to} & \quad h_1(x) = 0, \\
& \quad \vdots \\
& \quad h_m(x) = 0, \\
& \quad g_1(x) \leq 0, \\
& \quad \vdots \\
& \quad g_p(x) \leq 0, \\
x & \in \Omega,
\end{align*}
\] (A-5)

for $\Omega \in \mathbb{R}^n$. The constraints $h_i(x) = 0$ are called equality constraints and the constraints $g_i(x)$ are inequality constraints. A point $x \in \Omega$ that satisfies all of the functional constraints is said to be feasible. A point $x$ is the solution to the optimization problem if $x$ is feasible and $x$ minimizes $f(x)$.

A.4 Lagrange Multiplier

Lagrange multipliers are a way to solve constrained convex optimization problem. The Lagrange multiplier theorem lets us translate the original constrained optimization problem into an ordinary system of simultaneous equations with introduction of extra variables called Lagrange multipliers. In the above stated constrained optimization problem, at a point of constrained extremum $x^*$, the gradient $\nabla f(x^*)$ is parallel to each gradient $\nabla h_i(x), i = 1, 2, \ldots, m$ and $\nabla g_i(x), i = 1, 2, \ldots, p$, so that there exists constants $\lambda_i$ such that

\[
\nabla f(x^* + \lambda_i \nabla h_i(x^*)) + \lambda_j \nabla g_i(x^*) = 0, \quad i = 1, 2, \ldots, \text{and} \ j = 1, 2, \ldots, p. \quad (A-6)
\]

Since these hold simultaneously, they hold in the sum,
The constants \( \lambda_i \) are called Lagrange multipliers. Solving the above simultaneous equations yields the minima of the objective function.
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