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ABSTRACT

Effects of Cumulative Practice on Mathematics Problem-Solving Behavior

Kristin H. Hazlett

Mathematics education has long been in need of improved methods of instruction, particularly in the area of problem-solving skills. This study compared three methods of training rules about laws of exponents and order of operations. All three training methods used the same mastery criterion for training each rule and included the same number of practice trials during review sessions that preceded each test. The difference between conditions involved what types of problems were presented during the reviews. For each review session, the cumulative group (n = 11) practiced 50 problems covering all rules learned up to that review. The simple review group (n = 11) practiced 50 problems on one previous rule, and the extra practice group (n = 11) practiced 50 more problems of the same rule they had just mastered. Tests were administered after each review.

Though no initial differences existed between groups on any measure, the last test revealed that the cumulative group scored significantly higher than the other groups on items that involved novel applications of the individual rules. Moreover, the cumulative group outperformed the other two groups on untrained, complex problem-solving tasks that required novel combinations of the individual rules. In addition, the cumulative group performed the problem-solving tasks at a significantly faster rate than the other groups. There were no statistical differences among groups on a retention test, however, which was partially due to a reduction in sample size, as well as increases in variability of performance within groups.

Overall, the findings support the viewpoints of behavioral educators that mastery of component skills facilitates performance on higher-level skills and that novel behavior is fundamentally related to its component parts. The results also extend the research of behavioral educators by removing the confounded variables of simple review and extra practice found in previous studies and by showing the effects of cumulative practice on problem-solving behavior. Finally, the results suggest that an approach to training problem solving similar to the one presented in this study may yield higher levels of success than methods used by traditional mathematics educators.

This research was partially funded by dissertation grants from the Office of Academic Affairs and the Psychology Alumni Fund at West Virginia University.
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Chapter 1. Introduction

Beginning with the first international mathematics achievement test administered to American students more than thirty-five years ago, the problem of poor mathematics performance has emerged as an issue of national concern. In the 1960’s, tests given by the International Project for the Evaluation of Educational Achievement (IEA) compared the rankings of students with those of their international peers. Findings from the study revealed that American 13-year-olds performed below the international average in arithmetic, algebra, and geometry. High school seniors ranked at the bottom of the list with overall mean scores about one standard deviation below the international average. A second IEA study conducted in the early 1980s reported that American seniors in the top 5% of their classes had only average international scores in algebra and calculus, which translated to scores around the 30th percentile in Japan and 50th percentile in England (Brown, 1996; Geary, 1996).

The National Assessment of Educational Progress (NAEP) also conducted two studies of American mathematics students in 1972-1973 and 1977-1978. The results of these studies revealed a serious deficit in problem-solving skills (Carpenter, Corbitt, Kepner, Lindquist, & Reys, 1980b). Moreover, 9 and 13 year olds appeared to decline in problem-solving and application skills over the five-year period between the studies (Carpenter, Kepner, Corbitt, Lindquist, & Reys 1980a.) Based on these findings, the National Council for Teachers of Mathematics (NCTM) recommended that problem solving be the main focus of mathematics instruction in the 1980s.

About this time, technological innovations like powerful calculators and personal computers started to become available for classroom use. Thus, math instruction had a new impetus for the shift away from basic skills towards problem-solving skills. Calculators could perform the basic skills, so higher-level skills could be the focus of instruction (Leitzel, 1989). Despite this shift in instructional focus, studies conducted in the late 80s still revealed deficits in problem-solving and “higher-level processing” skills, according to the Working Groups of the Commission on Standards for School Mathematics (as cited in Rech, Juhler, & Johnson, 1995). Moreover, basic skills were not learned. At the end of the 1980’s, the National Assessment of Educational Progress reported that more than 2,800,000 thirteen-year-olds (about 85%) and 1,500,000 seventeen-year-olds (about 50%) could not reliably perform computations with decimals, fractions, and percents, or solve simple mathematical equations (Anrig & Lapointe, 1989). Thus, despite the problems in mathematics education at every skill level, teaching problem-solving skills was again advocated in the standards and philosophies adopted by the National Council of Teachers of Mathematics in 1989.

Now, exactly two decades after the initial shift in instructional emphasis, the United States still lags behind other countries in mathematics performance. According to the most recent international statistics, American eighth-grade students spent more time in class and received more homework than Japanese and German students, and yet could not compete with these peers on an achievement test administered in 41 countries. In fact, America’s average scores were below the international average, while the top 10% of U.S. students performed at the level of the average student in Singapore, the world leader (Wingert, 1996).
According to the eighth and most recent national mathematics assessment administered by the National Assessment of Education Progress in 1996, American twelfth graders performed no better then they did on the first assessment, administered over twenty-five years ago (Vanneman, 1998). Students in the fourth and eighth grades did, in fact, score significantly higher than on the 1973 test (Vanneman, 1998). Despite these significant improvements, however, 38 – 39% of the students performed at a below basic level of mathematics proficiency for their grade level on the 1996 test (Reese, Miller, Mazzeo, & Dossey, 1997). These general statistics become quite alarming when considering a few specific examples from the 1996 results. That is, 70% of fourth graders could not do arithmetic with whole numbers and solve problems that required only one manipulation. Seventy-nine percent of eighth graders and 40% of seniors could not compute with decimals, fractions, and percents, recognize geometric figures, and solve simple equations. Moreover, beginning algebra and problems requiring more than one manipulation could not be performed by 93% of American seniors, an alarming statistic that is no better than the score reported in 1978 (Campbell, Voelkl, & Donahue, 1997).

It is apparent that the emphasis on problem-solving instruction, as advocated by the NCTM, was not a panacea for the crisis in mathematics education. Not only did the approach fail to produce successful higher-level skills, but it also left a critical core of basic skills unmastered by a large percentage of American students. It seems hasty, however, to abandon entirely the search for effective methods of training problem-solving skills. These skills are obviously important for success both in the classroom and in everyday life. Perhaps, then, a more successful approach could be developed that focused on training basic, or component, skills in a manner that led to the formation of higher-level skills. In order to develop such a program of instruction, it may be necessary first to reexamine what is meant by the term “problem solving.”

**Problem Solving**

**Misconceptions.** Before offering a clear definition of problem solving, it is helpful to mention a few things that problem solving is not. First of all, problem solving is not a good description of every behavior trained in mathematics. This misconception may arise from the ambiguities of the English language. That is, almost everything in mathematics is called a “problem” to solve, whether solving simple addition problems or complex calculus problems. This characterization of problem solving is not specific enough to be useful, however. Second, problem solving is not functionally equivalent to word problems. Because word problems may offer a good example of a type of problem-solving skill, it is easy to form the misconception that training problem solving means training story problems. Indeed, studies that have addressed “problem solving” have often used word problems as the subject matter (e.g., Darch, Carnine, & Gersten, 1984; Moore & Carnine, 1989). This characterization, however, does not adequately pinpoint the critical features of problem solving.

**Operational definition.** Problem solving can be operationally defined as emitting a synthesis of responses that has never been reinforced as a unit (i.e., the solution) in a situation for which no previously reinforced response will be reinforced (i.e., the problem). Skinner (1966) described the extinction process of previously reinforced responses as leading to a series of responses that sequentially change the situation until the novel response, or the “solution” to the problem, is emitted. The consequence of each behavior emitted forms a discriminative stimulus for another behavior until the solution occurs.
A similar characterization of problem solving has been provided by behavioral educators. Becker, Engelmann, & Thomas (1975) described the process of academic problem solving as a "series of concepts and operations [that are] chained together in a problem solution" (p. 114). The appropriate responses to each concept and operation are under stimulus control such that they can be recombined into many different chains of behavior. In accordance with Skinner's definition, then, these recombinations would result from the discriminative control over one response that is produced by the emission of a previous response. Thus, according to Becker et al., problem solving occurs when concepts and operations are used in novel combinations to produce a solution to a problem situation that has not been previously encountered.

It is important to note here that the novelty of the behaviors and the situation are based on an individual's behavioral history; what is novel for one individual may have occurred repeatedly for another. Thus, it becomes necessary to specify that the event is novel for that organism when identifying a process as problem solving.

As applied to mathematics, problem-solving responses that lead to a novel solution may take the form of a sequence, or chain, of previously learned responses (e.g., formulating a step-by-step geometric proof based on previously learned theorems; see Epstein, 1985, 1987), or a combination of previously learned responses (e.g., using knowledge of the values of coins and knowledge of addition facts to compute a total amount of money without direct instruction on the task; see Johnson & Layng, 1992, 1994). Explicit instruction on the novel solution is never provided, and thus instruction from previous situations must be sufficient to produce a solution in the novel context. Therefore, training problem solving implies training skills in such a way that they can be integrated to form novel combinations that meet the demands of a novel situation. This involves establishing tight stimulus control over correct responses on component skills (i.e., training component skills to mastery) and teaching strategies (cued by discriminative stimuli) for how to combine the component skills to produce a problem solution (Becker et al., 1975; Darch et al., 1984; Moore & Carnine, 1989).

Defining problem solving in this way suggests that there may be at least two reasons that past efforts to train problem solving have failed to raise general achievement levels of American students. First of all, classroom methods that have emphasized "higher-level" skills may have failed to provide adequate training on the component skills (i.e., both basic number skills and component skills such as problem-solving strategies) that are fundamental prerequisites to solving problems in novel situations. Indeed, test scores have shown that basic skills have not been mastered (Campbell et al., 1997). Moreover, explicit instruction in component skills such as problem-solving strategies has been shown to very important in solving some kinds of problems (Darch et al., 1984; Xin & Jitendra, 1999) and would likely lead to improved scores if trained adequately.

A second major pitfall of problem-solving instruction, however, may be the failure to train for novel situations. A teacher may provide explicit instruction on a specific problem (e.g., how to solve one version of a distance-time word problem) such that one integrated, complex response is trained. Using this approach, however, does not guarantee that the component skills utilized to solve the "higher-level" problem will be available in students’ response repertoires as individual operants that can be recombined and applied to novel contexts such as achievement tests or situations in everyday life. Indeed, students have been reported to have the most
difficulty with test items presenting problems in novel, complex situations (Kouba, Brown, Carpenter, Lindquist, Silver, & Swafford, 1988). Therefore, it seems that instead of directly teaching specific types of novel problems, it should be the teacher’s goal to provide instruction that prepares students to combine component skills in multiple ways to solve any number of novel types of problems that rely on those components skills.

Though it appears from the latest draft of the NCTM’s 2000 standards (to be released in April 2000) that educators currently agree with this goal of training for novelty, it is unclear whether effective methods of training for novel problem-solving situations are understood. In the section of the NCTM’s document that outlines the role of the teacher in supporting problem solving at grades 9–12, the opening sentence states that “the main responsibility of the teacher is to establish a climate conducive to the development of students’ productive mathematical dispositions” (NCTM, Standards: Grades 9 – 12: Problem Solving). The section goes on to discuss rewarding perseverance and encouraging exploration. While these behaviors may be useful to some degree, they do not necessarily teach the students any content.

The document subsequently discusses the importance of teaching problem-solving strategies and providing opportunities for “comparison of methods, identification of connections, and discussion of planning, monitoring, and adjusting choices during work on the problem” (NCTM, Standards: Grades 9 – 12: Problem Solving). Though the document suggests some ways of carrying out these guidelines (e.g., asking students certain types of questions and using problems that have many possible solutions), it still remains incomplete and imprecise in describing how to train these skills. Consequently, even teachers who try to follow the guidelines are to some extent forced to rely on their own knowledge and experience, as opposed to research-based methods of effectively teaching problem solving. Therefore, it is probable that individual educators may fail to provide sufficient training on component skills, or may emphasize training on specific types of application problems, or both, which is likely to lead to poor instruction. The end result, then, may be low scores on both basic skills and problem-solving skills because the basic skills would not be trained, and the training on problem-solving skills would not transfer to novel situations. Indeed, these unfortunate outcomes describe well the current state of affairs of mathematics education, as evidenced by the past twenty years of instructional emphasis on “problem solving” coupled with the perpetually poor performance on all levels of international and national achievement tests.

It seems, then, that a more effective approach to training problem solving may be to train component skills so that they can be combined in many novel ways to produce complex solutions to novel task demands. In this way, performance on both basic and higher-level skills can be trained simultaneously. Moreover, problem-solving skills become transferable to novel situations. Overall, then, the more effective method of instruction should be judged as that which leads to mastery of component skills plus accuracy on novel tasks with no additional instruction. This ambitious outcome, however, is not a guaranteed result of teaching many individual problems. Thus, what will prove to transform the teaching of problems to the teaching of problem solving is the use of methods of instruction designed to produce novel behavior.

Novel behavior. Novel behavior that results from the integration, application, and combination of adequately trained skills has been called various names, such as generalization (Streifel, Bryan, & Aikins, 1974; Striefel & Wetherby, 1973; Streifel, Wetherby, & Karlan,
recombinative generalization (Goldstein, 1983; Goldstein, Angelo, & Wetherby, 1987; Goldstein & Mousetis, 1989), contingency adduction (Andronis, Layng, & Goldiamond, 1997; Binder, 1996; Johnson & Layng, 1992, 1994), and productivity (Catania, 1980; Catania & Cerutti, 1986). Regardless of the terminology, the principle remains the same: instruction is provided on a given set of behaviors or skills so that novel tasks requiring a combination of these skills can be performed correctly. For example, Johnson and Layng (1994) have found that first teaching word problems involving whole numbers and then teaching fraction skills is sufficient to produce accurate performance on word problems with fractions, with no explicit instruction on the word problems containing fractions.

Studies using subject matter other than mathematics have also produced comparable findings. Research involving miniature linguistic systems, for example, has found that training a minimum number of nonsense-word combinations that are functionally equivalent to nouns and verbs is sufficient to generate many possible two-stimuli combinations without explicit training (e.g., Goldstein, 1983; Goldstein et al., 1987). Using this type of procedure, Streifel, Wetherby, and Karlan (1976) identified a training set of 12 nouns and 12 verbs that comprised 144 noun-verb instructions. They taught the first 12 noun-verb instructions by training one of the 12 verbs to criterion with each of the 12 nouns. They then trained the next 12 noun-verb instructions by training the second verb to criterion with each of the 12 nouns in a different order. This procedure was continued with additional verbs and was intermixed with probe trials that tested for correct performance on instructions that had not yet been trained. After a number of verbs had been trained with each of the 12 nouns, subjects were able to respond correctly to 11 novel noun-verb instructions involving the verb currently being trained after only 1 noun-verb instruction had been trained with that verb. Thus, the procedure successfully produced a type of “verbal problem-solving behavior.”

Using a more elaborate training procedure designed to produce sequences of three stimuli, Ellenwood, Chase, and Madden (1999) found that training 12 stimulus pairs, 2 three-stimuli sequences, and 6 additional stimulus relations is sufficient to produce 3 eight-stimuli classes and 512 sequences. This same principle also has been used to teach productive language skills to children with severe mental retardation (e.g., Goldstein & Mousetis, 1989).

One obvious advantage of adopting this approach to teaching problem solving is the built-in efficiency of the instruction. Instead of teachers attempting to cover every skill and its application, they can simply teach a core set of skills and strategies for their combination that will produce novel combinations and applications without any further training. Thus, the maximum learning can be gained from the minimum teaching. Alessi (1987) described this principle as training a generative set of skills to produce a universal set of skills. He referred to the ratio of the universal set to the generative set as the “generative power.” For example, teaching 655 morphographs (the smallest meaningful spelling unit) and some rules of combination can enable students to spell at least 10,000 words (Carnine & Becker, 1982). This produces a generative power of about 15:1. Robinson and Hesse (as cited in Carnine & Becker, 1982) tested this method of spelling instruction using a textbook called Morphographic Spelling (Dixon, 1980). One year after the training was completed, students were able to spell both trained words, as well as novel words never explicitly taught, without any decline in performance.
Examples of performance such as this make a strong case for basing problem-solving instruction on component skills that maximize learning and lead to accurate performance in novel situations. For many topics and subject matters, component skills have already been identified, making it easy to apply this principle. For example, teaching phonics and rules for blending will enable students to read novel words (Carnine, 1977). Teaching the meanings of each prefix and base word and how to convert between them will lead to accurate performance on novel metric conversions (Alessi, 1987). Teaching Latin prefixes, suffixes, and roots of medical vocabulary will lead to accurate identification of untrained terms (Ellenwood & Chase, 1997).

Though the identification of component skills is a powerful tool for designing successful problem-solving instruction, alone it is not sufficient to produce competent problem-solving skills. The choice of what to teach is only half the task of teaching. The other half involves the method of instruction. A potentially successful curriculum will fail unless presented to students in an appropriate manner.

Behavioral educators have identified several critical variables that relate to the presentation of instruction. For example, when teaching a new concept, it is important to present positive and negative examples of the concept, varying any irrelevant features (Engelmann & Carnine, 1982; Carnine et al., 1982; Tiemann & Markle, 1990). Moreover, immediate, individualized, and corrective feedback is critical to the success of all behavioral methods of instruction including Programmed Instruction (e.g., Markle, 1983; Skinner, 1954, 1968), Personalized System of Instruction (e.g., Keller, 1968; Kulik, Jaksa, and Kulik, 1978), Direct Instruction (e.g., Engelmann, Becker, Carnine, & Gersten, 1988; Engelmann & Carnine, 1982; Moore, 1986), and Precision Teaching (e.g., Beck & Clement, 1991; Lindsley, 1992). One of the most important instructional variables, however, is the type of practice used during training. There is general agreement that skills should be practiced to mastery, though some educators define this in terms of accuracy, and some in terms of fluency, or accuracy plus rate (see discussion in Binder, 1992). There is also sufficient support among educators for practicing skills in learning hierarchies or skill sequences (Carnine, Jones, & Dixon, 1994; Englemann & Carnine, 1982; Johnson & Layng, 1992, 1994; Moore, 1986; Resnick, Wang, & Kaplan, 1974; Tiemann & Markle, 1990). When skills are taught in sequences, a common addition to the training is some type of review procedure integrated into the learning of new skills. Several researchers have advocated a review procedure that relies on cumulative practice.

**Cumulative Practice**

**Definition.** Engelmann and Carnine (1982) have suggested that when training coordinate members of a learning set (as when training skill sequences), a method of cumulative programming should be used. Cumulative programming starts by independently training two skills to criterion and then reviewing them together (either both skills practiced in some alternating fashion within the same practice set, or both skills practiced as subskills of a more complex skill). After a criterion is met on the cumulative review, a third skill is trained to criterion. Next, the new skill is added to the two previously trained skills in a cumulative review of all three skills. This procedure is continued until all the skills in the sequence or hierarchy have been trained, with the mastered skills accumulating across the reviews (Becker et al., 1975; Carnine, 1997; Carnine et al., 1994).
Learning outcomes. Cumulative practice has been shown to produce positive learning outcomes such as improved efficiency in acquisition of skills and higher posttest scores. For example, studies of computer-assisted instruction (CAI) have compared programs that include cumulative review with ones that do not include cumulative review. Johnson, Gersten, and Carnine (1987) tested two CAI programs designed to train vocabulary words. One program taught 50 words in two sets of 25 each (called the Large Teaching Set). The other program taught 50 words in sets of up to 7 words each (called the Small Teaching Set). Subjects assigned to the Large Teaching Set were introduced to the first 25 words, their definitions, and sentences using the words. Subjects then practiced the words in multiple-choice exercises. After subjects reached an 84% correct mastery criterion on the exercises for two days, they practiced a sentence completion task for one day. Then, on the following day, the subjects were introduced to the second set of 25 words and began the same sequence of training activities. If the mastery criterion was met before the 20-minute daily training session was completed, subjects were allowed to play an arcade-type game that incorporated the vocabulary words. Training continued until mastery was achieved, or for 11 sessions, at which time subjects who had not mastered the words were not showing any improvement.

Subjects assigned to the Small Teaching Set were first tested on all 50 words, and those already known by a subject were eliminated from the respective subject’s training set. Then unlearned words were introduced (no more than three at a time) using the same initial instruction provided to subjects in the Large Teaching Set. After the initial instruction, no more than seven words at a time were assigned to practice sets and trained using multiple-choice exercises (also similar to those used by subjects in the Large Teaching Set). When a word was identified correctly four consecutive times across two lessons, it was considered to be mastered. After 10 words were mastered, a cumulative review test was administered on all 10 words. If any of the words were responded to incorrectly, they were returned to the practice set for retraining. Training continued until mastery was achieved, or for 11 sessions, like the Large Teaching Set procedure.

A 50-item multiple-choice test was administered to all subjects as a pretest, posttest, and maintenance test. In addition, an oral quiz requiring students to formulate definitions was administered after session seven, and a reading comprehension task using frequently missed pretest words was completed after finishing the training (or after session 11 for subjects who did not meet the mastery criteria). Performance on all the measures was similar for both groups; however, more subjects in the Small Teaching Set were able to meet the mastery criteria (10 out of 12 vs. 8 out of 12). Furthermore, it took subjects in the Small Teaching Set significantly fewer sessions to reach mastery (7.6 vs. 9.1). Although this study did not control for many differences between the groups (e.g., number of words taught, mastery criteria, etc.), the study suggests a positive relation between cumulative practice and the rate of skill acquisition, as demonstrated by the efficiency of the cumulative training procedure.

A similar type of study by Gleason, Carnine, and Vala (1991) compared what was called a cumulative versus a rapid introduction method of teaching the identification of seven countries. The cumulative introduction group was required to identify two countries correctly on 6 consecutive trials before a third country was added. Then, after 13 consecutive identifications were made correctly with three countries, the fourth country was added, and so on, up to the seventh country. After the fourth, fifth, sixth, and seventh countries were taught, the students
were required to make 13 to 17 consecutive identifications correctly on a cumulative mix of all the countries trained.

In contrast to the cumulative introduction group, the rapid introduction group was only required to identify each country once before moving on to the next country. After each country had been taught in this manner, students were required to make 13 correct consecutive identifications using a mix of all seven countries. The results of the study showed that the performance of the two groups on a posttest, maintenance test, and application test was comparable. The cumulative group, however, needed significantly fewer responses to criterion during training (a mean of 103 versus 258) and significantly less time to reach final mastery (a mean of 8.7 versus 22.7 minutes).

Another learning outcome that may be facilitated by cumulative practice is posttest achievement. The best examples of high posttest gains associated with a large amount of cumulative practice come from studies of a math curriculum written by an educator named John Saxon. Called an “incremental approach,” Saxon’s texts present only a few new problems in each lesson with the rest being cumulative review problems (Saxon, 1982). In accordance with the cumulative review procedure, a new topic is introduced, practiced, and then added to a second new topic. Then both are practiced in a cumulative fashion until a third new topic is introduced and practiced cumulatively across the next several lessons, and the cycle continues.

Results of studies evaluating Saxon’s basic algebra text have shown very high levels of performance for students using the book. For example, one study involving approximately 1,360 ninth graders revealed that scores on algebra subtests (e.g., equations, word problems, etc.) were two to three times higher for students trained by Saxon’s text versus a traditional Algebra I text (Saxon, 1982). Another study by Klingele and Reed (1984) confirmed these results, showing that students using the Saxon text outperformed control students on both a departmental final exam and a standardized test published by the Mathematics Association of America. According to Saxon, additional benefits reported by schools that have adopted his texts include three times as many students enrolling in a fourth year of high school mathematics, a 50% decrease in the number of students who do not complete high school algebra, and a 20% increase in college board scores (Finn, 1988). Though the specific cause of these improvements cannot be determined, the incorporation of cumulative practice in Saxon’s texts lends support for the value of cumulative practice in producing high levels of posttest achievement.

In summary, then, cumulative practice has been associated with improvements in skill acquisition as well as high overall levels of posttest achievement. For at least some of these results, however, the source of the effect is unclear because the studies have failed to control a number of the confounding variables. Moreover, no study has analyzed the differential contributions of the components of cumulative practice. That is, several elements of practice make up what has been defined as cumulative practice. Any one of these elements may be sufficient to produce positive learning outcomes. It may be that the benefits of cumulative practice are produced merely from the extra practice trials that are inherently part of a cumulative practice procedure. Or, effects may be due to the process of review. Review (in what will be termed a “simple” form) is composed of practice distributed over time and an alternation of new items with previous items, both of which have been shown to be beneficial to learning. Or, it may indeed be that certain learning outcomes will only be produced as a result of a
cumulative review procedure in which all previously trained items are practiced simultaneously after each period of new training. Evidence for each of these cases will now be reviewed.

**Components of cumulative practice**

*Extra practice.* An experiment by Wilson, Majskerek, and Simmons (1996) suggested that the number of practice trials is the critical variable that affects skill mastery. In their study, an alternating-treatments design was used to test the acquisition of multiplication facts by four elementary students with learning disabilities. The software program Math Blaster, an example of computer-assisted instruction (CAI), was used as one of the alternating treatments. The other treatment was one-on-one teacher directed instruction (TDI). Both treatments included faded prompts, immediate, corrective feedback, remediation of errors, controlled practice designed to build fluency or automaticity, and timed cumulative practice drills covering all the facts learned in previous lessons as well as the facts learned in the current lesson. Mastery of a math fact was defined as a correct answer written in less than three seconds on two consecutive daily pencil-and-paper probes. The results showed that the two treatments produced a similar number of mastered facts at the beginning of the training. After a number of lessons, however (ranging from 8 to 21 across students), significantly more facts (as measured by visual inspection) were mastered using the TDI. The difference in success rate was reported to be 4% to 34% higher for the TDI instruction. Though many differences in the treatments (mode of presentation, type of rate-building practice activities, etc.) may have produced the difference in performance, one critical variable measured by the researchers was the opportunity to respond (i.e., number of practice trials). Under the TDI, students had two to four times as many opportunities to respond. Thus, as suggested by the researchers, the amount of practice may be the cause of the differential performance. Other differences between the treatments, however, prohibit specific conclusions.

A second study suggesting the critical role of additional practice was conducted by Beck, Perfetti, and McKeown (1982). The purpose of the study was to demonstrate the effects of vocabulary training on application measures including a generalized vocabulary test, a sentence verification task, and a reading comprehension task. The procedure involved training 104 vocabulary words in sets of 8-10 words each. Training on each set incorporated drills such as word association tasks, sentence generation tasks, speed drills in matching the words and definitions, and a multiple-choice test. Approximately two and one-half hours of instruction was spent on each set of words, spread across five days. An experimental group also received extra practice on target words after the training of word sets 3, 5, 7, 9, 11, and 12. The target words were practiced a total of 26 to 40 times throughout the study, while the other words were only practiced a total of 10 to 18 times during the initial 5-day training set. A control group did not receive extra practice on any of the words trained.

The results of the study showed that the experimental group outperformed the control group on a generalized vocabulary posttest that sampled untrained vocabulary words, and a reading comprehension test that used words the experimental group had practiced during the reviews. The experimental group was also faster and more accurate at answering questions using the trained vocabulary words. Furthermore, the experimental group performed significantly better on the words that had received extra practice versus the words that had not received extra practice on a vocabulary posttest involving trained and untrained words. These results were replicated by a follow-up study conducted by McKeown, Beck, Omanson, & Perfetti (1983). The follow-up study also showed that performance on application questions and reading
comprehension questions was superior for words that had received extra practice versus words that had not received extra practice. These results suggest that the extra practice led to improvements in performance on trained skills and application skills. This conclusion may not provide the best description of the source of the effect, though, because the addition of extra practice was implemented in the format of a simple review, or practice that is distributed across time and interspersed with the training of new items. Thus, this study, like the previous one, fails to show that an increase in the amount of practice alone is sufficient to produce benefits associated with cumulative review. Moreover, it suggests turning to an analysis of the effects of simple review procedures.

**Simple review.** A simple review procedure has two critical features: it incorporates practice across time (distributed practice), and it alternates the training of new items with the practice of old items. Both of these features have been shown to produce positive effects on learning. One of the longest-standing findings of experimental psychology is the benefit of distributed, or spaced practice (see review by Dempster, 1988). For example, an early study by Pyle (1913) showed that third-graders who practiced addition facts for 10 minutes once a day for 10 days outperformed those who drilled for 10 minutes twice a day for 5 days. The group practicing once a day achieved a rate of performance exceeding 200 additions per practice period, while the group practicing twice a day only reached a rate of around 165 additions per practice session. In addition, Bahrick and Phelps (1987) found that subjects trained on Spanish vocabulary with 30-day intervals between sessions were about two-and-a-half times as likely to recall the Spanish words on an 8-year retention test, as compared with subjects trained under massed practice conditions (0 days between sessions). Moreover, they were almost two times as likely to recall the words as subjects trained using a 1-day spacing between sessions. Similarly, Dempster found that subjects who read a passage of text with an interval of 48 hours between readings could recall significantly more information than subjects who read the passage at intervals of 30 seconds and 5 minutes (Experiment 1). Moreover, subjects who read a text twice with an intervening interval of 30 minutes could recall significantly more than subjects who read the passage with an intervening interval of 5 minutes (Experiment 2; both cited in Dempster, 1988). Based on these studies, it seems reasonable to conclude that practice distributed across time, in and of itself, is beneficial to learning outcomes, especially the retention of material.

In addition to distributed practice, simple review procedures incorporate the “interspersal” or alternation of new items with trained items (e.g., Rothkopf & Coke, 1966; Melton, 1970; Underwood, 1970). For example, Kryzanowski and Carnine (1980) studied letter-sound training on the target letters “e” and “i.” One group of subjects received spaced training on “e” (other items placed between presentations of “e”) and massed training on “i,” (no other items placed between presentations of “i”), and the other group received spaced training on “i” and massed training on “e.” All training used sheets containing three rows of five stimuli each. For the spaced training, the specified target letter (e.g., “e”) appeared interspersed with non-target letters (s, m, or c) or the similarly sounding target letter (e.g., “i”). For the massed training, the specified target letter (e.g., “i”) appeared in blocks of three, four, or five in a row. Subjects read the stimuli across the rows with the correct response modeled by the experimenter on the first appearance of each stimulus. The results showed that for both groups, performance on a posttest was superior for the target letter trained with spaced (or interspersed) training.
The interspersing of the trained stimuli also may have led to the effects found by Underwood (1970). He conducted five experiments in which the recall of sentences, common words, and nonsense syllables were tested after differing amounts and distributions of practice trials. Massed practice trials involved consecutive presentations of a stimulus, while distributed practice trials included the presentation of at least one other stimulus between any two trials of a given stimulus. All five studies showed that distributed practice produced better recall than massed practice, and the differences in performance increased across frequency of presentations of the stimuli.

An interspersed procedure that can be more readily identified as a traditional review procedure was tested by Reynolds and Glaser (1964; Experiment 2) in a study that used programmed instruction to teach biology units (e.g., cells, protozoa, tissues, etc.). A unit on mitosis was chosen as the target unit to receive spaced reviews. Some groups received all training on mitosis during one series of frames (massed condition) and some groups received the same amount of training across three series of frames (an initial set of frames plus two spaced reviews provided after other units were taught). Retention tests were administered after 10 days and 3 weeks following the final session of instruction.

The results showed that students receiving the spaced reviews on mitosis scored significantly higher on all measures of performance on mitosis for both retention tests, as compared with students receiving the same amount of practice in one massed presentation. Furthermore, the similar pretest scores and retention test scores of both groups on units not receiving review practice indicated that the groups were equivalent in other regards. Thus, the simple review practice led to improved retention of training.

Statement of the Problem

Based on the above studies, it appears that extra practice and simple review procedures can produce most of the same learning outcomes as cumulative practice, such as improved skill acquisition and retention of training. These learning outcomes, however, are related to performances of skills directly trained. Thus, the question remains whether cumulative practice may be necessary for positive learning outcomes on skills not directly trained. Could cumulative practice facilitate problem solving? If so, would extra practice or simple reviews be sufficient to produce the same results?

The only study discussed thus far that suggested review or extra practice may be sufficient to produce a significant improvement on an untrained skill was the vocabulary study replication by McKeown, Beck, Omanson, & Perfetti (1983). It showed significantly higher performance on application skills of words that had been reviewed (or received extra practice across time) as compared with those that had not been reviewed. This finding for application skills, however, does not necessarily address skills defined as problem solving. Though application of training is similar to problem solving in that it tests behavior in novel situations, it can be distinguished from problem solving by examining what is trained and what is reinforced. When a trained skill or concept is tested in a novel situation and a previously reinforced response occurs, it is not an instance of problem solving because the same response is still reinforced. If a child says “chair” in the presence of a novel example of a chair, then the trained response “chair” is still reinforced. Problem solving, on the other hand, involves training more than one response independently such that a synthesis of the responses forms a different response than any
independently trained response. That is, no previously trained response will be reinforced. For the above example to be an instance of problem solving, then, the student would have to be trained separately on the concept of chair and the concept of wooden and then, given the problem of identifying a novel item having the critical features of both concepts, she might combine the responses to say “wooden chair” (the only reinforced response). That would be an example of “verbal problem solving.”

Based on this distinction between application and problem solving, no studies presented assessed the effects of cumulative practice on the novel behavior of primary interest (problem solving), or whether extra practice or review practice would be sufficient to produce the same results. Thus, the question is posed again, what are the effects of cumulative practice on problem-solving behavior? Furthermore, are extra practice and simple review practice procedures sufficient to generate the same results as a cumulative practice procedure? Answers to these questions may reveal what method of teaching component math skills would lead to the successful development of mathematics problem-solving skills.

Current Study

The present study attempted to answer these questions by training five component math skills using extra practice, simple review practice, or cumulative practice procedures. The effect of the training procedures on problem-solving skills was assessed as the main dependent variable. In addition, applications of the trained skills were tested to measure any differential effects of the practice procedures on novel behavior in which trained responses were reinforced in novel situations. The differences in the three training procedures occurred during intermittent “review periods.” For the cumulative practice group, the review periods involved a simultaneous review of all skills trained to that point in the study. For the simple review group, the reviews consisted of practicing one previously trained skill. For the extra practice group, the reviews provided additional practice on the component skill just mastered. During each review period, all subjects completed the same number of practice trials and had the same opportunity for reinforcement.

The five component skills trained included four laws of exponents and one rule about simplifying mathematical expressions (an “order of operations” rule). The problem-solving skills required subjects to combine the basic rules of manipulating exponents and the order of operations rule to solve complex exponent problems involving 3, 4, or all 5 component rules trained (with no direct training on the complex tasks). The application skills required students to use each of the individual rules separately to solve novel examples of each rule.
Chapter 2. Method

Subjects and Setting
Thirty-three students from West Virginia University (WVU) participated in the study. Eleven students were male and 22 were female. None of the students had taken any college level math classes at WVU except Math 23, which is the least rigorous math class available for credit. In addition, the subjects had not received passing credit for either pre-calculus or calculus in high school. For a detailed description of subject characteristics including specific math classes taken in high school and WVU major of study, refer to Appendix A.

To further facilitate the selection of subjects, potential participants completed two days of pretesting on the exponents skills related to the study. The overall percent correct scores on Test 1 and Test 2 were averaged for each subject, and subjects were matched based on their mean scores. Then each matched subject was randomly assigned to one of the three conditions.

The subjects received monetary reimbursement and extra credit in psychology courses for participating in the pretesting and the study. Sessions were held in a room that contained three large desks and one small student desk. During the main body of the study, up to four students were able to participate in experimental sessions concurrently. Typically, however, only one or two subjects reported to the experimental room at a given time.

Materials
Practice worksheets. Five similar versions of all the worksheets were constructed by changing the numbers and letters. See Appendix B for examples of worksheets. On the first version of each worksheet that trained a component rule, one of the five rules was introduced, along with an explanation and several examples of the rule. The five component rules trained were the following: how to multiply variables and coefficients with exponents, how to divide variables and coefficients with exponents, how to raise variables and coefficients with exponents to a power, how to find the roots of variables and coefficients with exponents, and how to simplify multiple-step arithmetic problems using the rule for order of operations.

The independent variable was the type of review worksheet presented to the three groups of subjects on the review day before each test. The cumulative practice group received a cumulative worksheet that presented practice problems covering every rule that had been trained up to that review period. The simple review group received a review worksheet covering one previously mastered rule (e.g., Rule 3 was reviewed subsequent to mastering Rule 4). The extra practice group received another version of the component rule worksheet for the rule they had just mastered (e.g., Rule 3 after Rule 3).

Tests. The primary dependent variable was performance on a test designed by the experimenters. The test was divided into two general sections: application items and problem-solving items. Seven similar versions of the test were constructed by changing the numbers and letters of each problem and the order of presentation of the application problems (see Appendix C for a sample test).

The application items tested the subjects’ ability to apply the individual rules to solve novel problems that had more than one variable. For example, during the instruction a student
may have answered the problem $2x^3 \cdot 6x^3 = ?$ while working on Rule 1 practice problems. Then, on a test, the student might have been presented with an application problem such as $3a^5b^2 \cdot 5a^6b^2 = ?$. The critical differences between the practice problems and the application problems, then, were the use of different numbers and letters, and the use of two or three variables instead of only one variable.

All five rules were tested individually in the section containing application items. There were 2 problems for each of the four exponent rules and 4 problems for the order of operations rule, for a total of 12 application items. Each answer for the application items was divided into parts for scoring purposes. The items on the exponent rules were divided into three or four parts (e.g., an answer of $15a^4b^6$ had three parts: 15, $a^4$, and $b^6$). The items on the order of operations only had one part (a number answer). Each part was scored as correct or incorrect.

The second section of the test consisted of the problem-solving items. This section assessed whether novel complex problems that involved combinations of the trained rules could be solved correctly. The items involved combinations of two, three, or all four exponent rules, as well as the order of operations rule. For example, a problem may have been similar to the following: $[(3g^5 \cdot 8g^9) / 4g^8]^2 = ?$. To solve this problem, the student needed to combine four rules: the multiplying variables and coefficients with exponents rule, the dividing variables and coefficients with exponents rule, the raising variables and coefficients with exponents to a power rule, and the order of operations rule. The subjects were never taught how to combine any of the rules; furthermore, they only were shown problems that required combining the rules on the tests.

There were 12 problem-solving items. Four items tested the combination of two exponent rules and the order of operations rule; 4 tested the combination of three exponent rules and the order of operations rule; and 4 tested the combination of all four exponent rules and the order of operations rule. Answers to the problem-solving items were divided into two parts for scoring purposes (e.g., $10b^5$ was separated into 10 and $b^5$). Each part was scored as correct or incorrect.

Procedure

Subject assignment. During the recruitment process, students were told the subject characteristics that were needed for the study. Students who met the characteristics and were interested in participating in the experiment made an appointment for a pretest session. During the first pretest session, subjects completed one version of the experimenter-designed test (see Appendix C.) All subjects who correctly solved application problems on more than two of the exponent rules did not qualify to continue. Furthermore, subjects who answered more than 4 (out of 24) parts correctly on the problem-solving section of the test did not qualify to continue.

Subjects who did not qualify on the first day’s pretest were paid for their correct answers, given an extra-slip validating their participation, and dismissed. All subjects who performed at or below the qualifying criteria were asked to take a second version of the test on a subsequent day. The same qualification criteria also applied to the second pretest. Subjects whose performance on the second day’s pretest exceeded the criteria were paid and dismissed.

The overall test scores from both pretests were averaged. All subjects whose scores fell in the qualifying range (10-39% correct) were asked to participate in the study. Subjects who
agreed to participate took the Basic Algebra Exam published by the Mathematics Association of America and signed an Informed Consent Form (see Appendix D). Subjects were then matched on their mean scores on the experimenter-designed pretests and randomly assigned to one of the three groups. A total of 11 subjects were randomly assigned to each group.

Overview of practice sequences. All three experimental groups (cumulative practice, simple review, and extra practice) were exposed to the same training procedure on the five component rules. That is, all subjects were required to complete 25 problems of each rule with 100% accuracy for three sessions before progressing to the next step in the training. Subjects were given unlimited attempts at meeting this mastery criterion during each of the three sessions. When this mastery criterion was met on three separate days, subjects were given a review session (cumulative, simple review, or extra practice). A test was then administered during the subsequent experimental session; and on the following day, the next component rule was introduced.

Table 2.1 provides the general layout of the practice sequences for each group. Subjects were allowed multiple attempts at achieving the daily mastery goal of 25 correct problems for a component rule and typically achieved the final mastery of each rule in three sessions. Therefore, the general cycle of events was three days of practice on an individual rule, one day of review (experimental manipulation), and one day of testing. The only variation in this general cycle occurred at the beginning of the study because two rules were trained before a review could occur. Thus, the cycle was repeated four times (for rules 1 and 2, rule 3, rule 4, and rule 5). During the review sessions, the cumulative practice group received one of the cumulative worksheets (e.g., cumulative 3 after mastering Rule 3). The simple review practice group received worksheets on the rule prior to the most recently trained rule (e.g., Rule 2 after mastering Rule 3), and the extra practice group received additional worksheets on the rule that

<table>
<thead>
<tr>
<th>Session</th>
<th>Cumulative Practice</th>
<th>Group</th>
<th>Extra Practice</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 – 2</td>
<td>Pretests 1, 2</td>
<td>Pretests 1, 2</td>
<td>Pretests 1, 2</td>
</tr>
<tr>
<td>3 – 5</td>
<td>Rule 1</td>
<td>Rule 1</td>
<td>Rule 1</td>
</tr>
<tr>
<td>6 – 8</td>
<td>Rule 2</td>
<td>Rule 2</td>
<td>Rule 2</td>
</tr>
<tr>
<td>9</td>
<td>Cumulative 2</td>
<td>Rule 1</td>
<td>Rule 2</td>
</tr>
<tr>
<td>10</td>
<td>Test 3</td>
<td>Test 3</td>
<td>Test 3</td>
</tr>
<tr>
<td>11 – 13</td>
<td>Rule 3</td>
<td>Rule 3</td>
<td>Rule 3</td>
</tr>
<tr>
<td>14</td>
<td>Cumulative 3</td>
<td>Rule 2</td>
<td>Rule 3</td>
</tr>
<tr>
<td>15</td>
<td>Test 4</td>
<td>Test 4</td>
<td>Test 4</td>
</tr>
<tr>
<td>16 – 18</td>
<td>Rule 4</td>
<td>Rule 4</td>
<td>Rule 4</td>
</tr>
<tr>
<td>19</td>
<td>Cumulative 4</td>
<td>Rule 3</td>
<td>Rule 4</td>
</tr>
<tr>
<td>20</td>
<td>Test 5</td>
<td>Test 5</td>
<td>Test 5</td>
</tr>
<tr>
<td>21 – 23</td>
<td>Rule 5</td>
<td>Rule 5</td>
<td>Rule 5</td>
</tr>
<tr>
<td>24</td>
<td>Cumulative 5</td>
<td>Rule 4</td>
<td>Rule 5</td>
</tr>
<tr>
<td>25</td>
<td>Test 6</td>
<td>Test 6</td>
<td>Test 6</td>
</tr>
<tr>
<td>26 (Retention)</td>
<td>Test 7</td>
<td>Test 7</td>
<td>Test 7</td>
</tr>
</tbody>
</table>
was just mastered (e.g., Rule 3 after mastering Rule 3). All subjects completed 50 problems on their respective worksheets, which ensured that the number of practice trials was held constant across groups.

Procedure for daily sessions. Individual sessions were conducted daily (Monday – Friday) for approximately 15-30 minutes per subject. In addition, makeup sessions were occasionally conducted on the weekends for subjects who missed days during the week. During the final pretest session, general instructions about the study were provided for all subjects (see Appendix E). During the subsequent session, training began on Rule 1. When Rule 1 and every subsequent rule was introduced, subjects received Version 1 of the practice worksheets containing an explanation of the rule and appropriate examples. If questions were asked, the relevant part of the instructions were pointed out for the subject, or the subject was told that no further explanations could be given at that time (whatever response was appropriate for the respective question).

Subjects then completed 25 problems requiring the use of the rule. The problems were graded by the experimenter or an assistant, and feedback was given to the subjects. Feedback included whether each response was correct or incorrect and an explanation of how to achieve the correct answer for all problems answered incorrectly. For example, if the subject completed a problem as follows: $3^3b^2 \cdot 3^6b^8 = 9^9b^{10}$, the grader gave the following feedback: “For this problem, you want to use the rule that says if the coefficients are the same, then keep the number the same and add the exponents. So, you want to keep the coefficient 3 as a 3 for the answer.” The grader also made the appropriate corrective markings on the paper (i.e., a “3” above or below the coefficient “9” in the incorrect answer). Cycles of practice and feedback occurred in this manner until 25 problems were completed correctly. If a subject needed to leave before meeting the mastery criterion for that day, then the session was continued on the subsequent day.

On a few occasions, exceptions to the method of presenting general corrective feedback had to be made. Each exception has been documented in Appendix F. All the exceptions involved such things as a prerequisite rule that a subject had to be told explicitly (e.g., $3^2 = 3 \cdot 3$) or a clarification of how two rules were not contradictory. No exceptions provided information about how to complete the problem-solving items.

On review days, subjects were presented with their respective review worksheets. They completed 50 problems and then received feedback in the same manner as for the regular practice days. No additional problems were completed, however, regardless of performance.

On the day following a review, subjects took a test. After the sixth test was completed (after two pretests and four tests during training), the main body of the study was finished. There were no specific time limits imposed on any of the tests, but the experimenter recorded the time taken to complete the application items and the time taken to complete the problem-solving items.

After a retention interval, a seventh test was administered to all subjects who were available. There were two different retention intervals used in the study: 4-6 weeks (approximately 1-1½ months) and 9–12 weeks (approximately 2 – 2½ months). These retention intervals were developed around the general availability of subjects after the date they finished
the main body of the study. (They were not based on specific theoretical grounds other than the assumption that the retention interval should be at least one month for the purpose of seeing differential effects on performance). Seven subjects from each group were available for retention testing. Four of the subjects from each group were tested after the shorter retention interval and three from each group after the longer interval.

Reinforcement procedures. Subjects earned money for correct answers on the tests (including the pretests and retention test) and were not penalized for incorrect answers (refer to the instructions provided for the subjects in Appendix E, which include test earnings). During the session following a test, subjects were presented with a record of their earnings on the test. This was the only feedback provided concerning their performance on the tests.

Subjects also earned $1.50 on every practice day that they met the mastery goal of 25 problems correct. On review days, they earned $2.00 if they completed all 50 problems correctly on the first (and only) attempt. Subjects were paid their earnings halfway through the study and at the completion of the study. They also were awarded extra credit in psychology courses at the conclusion of the study.

Interobserver agreement. Interobserver agreement scores were calculated for both the tests and practice worksheets. Approximately 20% of the tests administered during the main body of the study were regraded, and an agreement score was calculated by dividing the agreements by the total responses (agreements plus disagreements) and multiplying by 100%. The average agreement score for all the tests was 99%. Approximately 20% of the retention tests were also regraded. The agreement score for the retention tests was 100%.

For each subject, approximately 20% (4 out of 19) of the practice and review days were randomly selected. On each of these days, every set of problems completed by the subject as an attempt to meet the daily goal was regraded. If the second observer disagreed with any marking of the first observer (e.g., one part of a problem should have been marked as incorrect but was not), the whole attempt of 25 or 50 problems was counted as a disagreement. Using this conservative measure, the total agreements for all the subjects was divided by the total number of attempts (number of agreements plus disagreements), and the quotient was multiplied by 100%. This formula resulted in an interobserver score of 89% for the practice and review session problem sets.
Chapter 3. Results

Pretests

There were five pretest measures of mathematics performance administered to all participants. Table 3.1 presents a summary of descriptive and inferential statistics for all five measures. The first four performance measures were assessed using Test 1 and Test 2 of the experimenter-designed tests. These tests covered skills related to the current study (i.e., manipulations with exponents and order of operations) and were administered on two consecutive daily sessions. The four measures evaluated were percent correct on application items, rate correct on application items, percent correct on problem-solving items, and rate correct on problem-solving items. Although the cumulative group’s mean scores appeared to be slightly higher on these measures, the numerical differences were small and the variability large, such that no differences were statistically significant for Test 1 or Test 2. The fifth pretest measure, the Basic Algebra Exam published by the Mathematics Association of America, was a test of general algebra skills. Once again, the slightly higher score of the cumulative group was not statistically significant. In summary, then, there were no statistical differences among groups on any of the pretest measures.

Table 3.1 Summary of Pretest Results

<table>
<thead>
<tr>
<th>Measure</th>
<th>Cumulative Practice</th>
<th>Simple Review</th>
<th>Extra Practice</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SE</td>
<td>M</td>
</tr>
<tr>
<td>Application % correct</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test 1</td>
<td>38.09</td>
<td>4.92</td>
<td>36.72</td>
</tr>
<tr>
<td>Test 2</td>
<td>44.00</td>
<td>3.34</td>
<td>43.18</td>
</tr>
<tr>
<td>Application rate&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test 1</td>
<td>1.72</td>
<td>0.26</td>
<td>1.58</td>
</tr>
<tr>
<td>Test 2</td>
<td>3.12</td>
<td>0.59</td>
<td>2.20</td>
</tr>
<tr>
<td>Problem solving % correct</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test 1</td>
<td>4.09</td>
<td>1.27</td>
<td>3.73</td>
</tr>
<tr>
<td>Test 2</td>
<td>3.36</td>
<td>1.59</td>
<td>2.27</td>
</tr>
<tr>
<td>Problem solving rate&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test 1</td>
<td>0.13</td>
<td>0.04</td>
<td>0.09</td>
</tr>
<tr>
<td>Test 2</td>
<td>0.08</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>General algebra skills % correct</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Basic Algebra Exam</td>
<td>18.9</td>
<td>3.54</td>
<td>15.3</td>
</tr>
</tbody>
</table>

Note. None of the F-values are significant at the p < .05 level. M = mean; SE = standard error.
<sup>a</sup> Measured in number of correct responses per minute.
Training

A three-way repeated measures ANOVA with a between subjects factor of Group and within subjects factors of Rule and Day was conducted to analyze the number of attempts taken to meet the daily mastery criterion during the practice sessions. The factor of Group consisted of the cumulative group, the simple review group, and the extra practice group. The factor of Rule reflected performance on each of the five component rules. The factor of Day represented performance on each of the three training days during which subjects were required to master each rule before moving ahead in the training.

There were no significant interactions or main effects of group. Significant main effects were found for rule, $F(4, 120) = 13.06, p < .001$, and day, however, $F(2, 60) = 7.47, p < .01$. Analyses of main comparisons revealed that the mean number of attempts taken to meet the mastery criterion on Rule 1 ($M = 2.10, SE = .13$) was not different from that of Rule 2, $F(1, 30) = 4.11, p > .05$; however, it was greater than the mean number of attempts taken on Rules 3, 4, and 5, $F(1, 30) = 48.12, p < .001$; $F(1, 30) = 43.66, p < .001$, and $F(1, 30) = 6.30, p < .05$, respectively. Moreover, the subjects took significantly more attempts to master each rule on practice Day 1 than on Days 2 and 3, $F(1, 30) = 4.98, p < .05$ and $F(1, 30) = 16.86, p < .001$, respectively. There was no significant difference, however, in the mean number of attempts taken on Days 2 and 3, $F(1, 30) = 2.30, p > .05$.

Testing

The main dependent variable of the study was performance on the experimenter-designed tests presented in Appendix C. The tests were broken into two parts: application and problem-solving items. Accuracy (percent correct) and rate (number of correct answers/minute) were measured for both parts. Figure 3.1 shows the mean percent correct and standard errors of application items for all groups across the six tests. A two-way repeated measures ANOVA with a between subjects factor of Group and a within subjects factor of Test revealed no interaction of Group x Test, $F(10, 150) = 1.47, p = .156$; a main effect of test, $F(5, 150) = 119.42, p < .001$; and no main effect of group, $F(2, 30) = 3.08, p = .06$. The data of primary interest, however, were scores on the final tests. On Test 5, the cumulative group scored an average of 95.00% correct ($SE = 1.54\%$), whereas the simple review group’s mean score was 84.55% correct ($SE = 4.07\%$), and the extra practice’s mean score was 85.27% correct ($SE = 3.07\%$). On Test 6, the cumulative group’s average score was 97.00% correct ($SE = 0.90\%$); the simple review group’s mean score was 85.36% correct ($SE = 3.84\%$); and the extra practice group’s mean score was 85.45% correct ($SE = 3.59\%$). These differences of approximately 10% (one letter grade) on Test 5, and 12% (more than one letter grade) on Test 6 were statistically significant based on one-way ANOVAs, $F(2, 30) = 3.61, p < .05$, and $F(2, 30) = 4.72, p < .05$, respectively. In addition, comparisons revealed that the cumulative group outperformed the simple review group, $t(12.80) = 2.40, p < .05$, and $t(11.11) = 2.95, p < .05$, respectively for Tests 5 and 6, and the extra practice group, $t(14.73) = 2.84, p < .05$, and $t(11.26) = 3.12, p < .05$, respectively for Tests 5 and 6. (The degrees of freedom for the t-tests reflect the appropriate values for groups with unequal variances. This was necessary because of significant differences as measured by Levene’s test for homogeneity of variance on Tests 5 and 6, Levine statistic$[2, 30] = 11.48, p < .001$ and Levine statistic$[2, 30] = 5.65, p < .01$, respectively.)
Figure 3.1 displays the mean rate of correct responses and standard errors of application items for all groups across the six tests. The results of a two-way repeated measures ANOVA with a between subjects factor of Group and a within subjects factor of Test showed no significant interaction of Group x Test, $F(10, 150) = 1.54, p = .13$; a main effect of test, $F(5, 150) = 71.21, p < .001$; and no main effect of group, $F(2, 30) = 1.53, p = .23$. Once again, however, the trend was in the expected direction, with the cumulative group responding at a mean rate of 11.51 corrects per minute ($SE = 1.72$) by Test 6. The simple review group’s mean response rate, however, was only 8.20 correct responses per minute ($SE = 0.85$), and the extra practice group’s mean response rate was only 8.89 correct responses per minute ($SE = 1.15$) on Test 6. The variability within the groups, though, was too large to result in any statistical differences between groups.
A two-way repeated measures ANOVA with a between subjects factor of Group and a within subjects factor of Test was also conducted to analyze differences in accuracy on the problem-solving items. Figure 3.3 shows the mean percent correct and standard errors on problem-solving items across tests for all groups. Because the Group x Test interaction was significant, $F(10, 150) = 3.09, p < .01$, simple effects of group at each test were examined. There were no significant differences in performance on Test 1, $F(2, 30) = 0.22, p = .98$, Test 2, $F(2, 30) = 0.49, p = .62$, Test 3, $F(2, 30) = 2.42, p = .11$, Test 4, $F(2, 30) = 2.66, p = .09$, or Test 5, $F(2, 30) = 2.80, p = .08$. There was a significant difference on Test 6, however, $F(2, 30) = 5.78, p < .01$. The cumulative group ($M = 82.64\%, SE = 5.18\%$) outperformed the simple review group ($M = 56.27\%, SE = 7.61\%$), $t(17.62) = 2.86, p < .05$, and the extra practice group ($M = 45.27\%, SE = 10.33\%$), $t(14.73) = 3.23, p < .01$. There was no significant difference between the means of the simple review group and the extra practice group, however, $t(18.39) = 0.86, p = .40$. (The degrees of freedom for the t-tests reflect unequal variances, Levine statistic[2, 30] = 4.47, $p < .05$.)
Further analysis was conducted on the problem-solving performance at Test 6 to see if the differences in accuracy among groups were solely due to differences in acquisition of the component rules (as measured by application performance). To conduct this analysis, a proportional problem-solving score was calculated for each subject by dividing the percent correct on the problem-solving items on Test 6 by the percent correct on the application items on Test 6. Using this relative analysis, a subject in the cumulative group who scored 100% on the problem-solving section and 100% on the application section would receive the same score (1.0) as a subject in the extra practice group who scored 65% on both sections.

Figure 3.4 shows the mean proportional problem-solving scores and standard errors for all groups on Test 6, as well for all previous tests. A one-way ANOVA conducted on the proportional problem-solving scores at Test 6 revealed a significant main effect of group, $F(2, 30) = 3.95, p < .05$. The cumulative group ($M = .85, SE = .05$) scored significantly higher than the simple review group ($M = .64, SE = .07$) and the extra practice group ($M = .53, SE = .11$), $t(18.43) = 2.34, p < .05$, and $t(14.37) = 2.62, p < .05$, respectively. Once again, however, there was no significant difference between the means of the simple review and extra practice groups, $t(17.14) = 0.86, p = .40$. (There were unequal variances, Levine statistic$[2, 30] = 7.36, p < .01$.)
 Therefore, the same relation among the means was found on this relative measure of problem-solving performance.

Figure 3.4. Mean proportional problem-solving scores for all three groups across pretests and tests. Tests were administered to all groups at the same time, though data points are spaced apart for legibility. Error bars represent plus and minus one standard error.

The final dependent measure, the rate of correct responses on the problem-solving items, also was analyzed using a two-way repeated measures ANOVA with a between subjects factor of Group and a within subjects factor of Test. Figure 3.5 shows the mean number of correct responses per minute and standard errors across tests for all groups. A significant interaction of Group x Test was found, $F(10, 150) = 3.26, p < .01$. There were no differences among groups on Test 1, $F(2, 30) = 0.34, p = .71$, Test 2, $F(2, 30) = 0.19, p = .83$, or Test 3, $F(2, 30) = 2.03, p = .15$. There was a difference in performance on Test 4, however, $F(2, 30) = 4.20, p < .05$. The cumulative group ($M = 2.11, SE = .42$) performed significantly faster than the simple review group ($M = .84, SE = .19$), $t(14.09) = 2.78, p < .05$. (The group variances were unequal, Levine statistic $[2, 30] = 5.36, p < .05$.) On Test 5, the cumulative group ($M = 2.95, SE = .40$) again outperformed the simple review group ($M = 1.52, SE = .26$), $t(30) = 2.66, p < .05$. On Test 6, the cumulative group ($M = 2.76, SE = .30$) responded faster than both the simple review group ($M = 1.63, SE = .17$) and the extra practice group ($M = 1.54, SE = .38$), $t(30) = 2.70, p < .05$, and $t(30) = 2.93, p < .01$, respectively. There was no significant difference between the mean rates of the simple review group and the extra practice group, however, $t(30) = 0.23, p = .82$. 
Figure 3.5. Mean number of correct problem-solving items per minute for all three groups across pretests and tests. Tests were administered to all groups at the same time, though data points are spaced apart for legibility. Error bars represent plus and minus one standard error.

Retention Test

Retention data for the 21 subjects who completed Test 7 are displayed in Figures 3.6 and 3.7. The data were analyzed using one-way ANOVAs with a between subjects variable of group. The same dependent variables (accuracy and rate on application and problem solving) were analyzed for the retention test as for the pretests and tests. Although the general patterns of results for both the accuracy and rate data were similar to those of Test 6, the analyses revealed no significant differences among the groups on any of the measures. This is probably due in part to the reduction in sample size and the increases in variability within groups.
Figure 3.6. Mean percent correct on application and problem-solving items for all three groups on the retention test. Error bars represent plus and minus one standard error.

Figure 3.7. Mean number of correct application and problem-solving items per minute for all groups on the retention test. Error bars represent plus and minus one standard error.
Chapter 4. Discussion

Effects of Cumulative Practice

The current study examined the effects of cumulative practice on problem-solving behavior, as compared with the effects of simple review practice and extra practice. Three groups of students with poor mathematics skills learned five algebra rules under similar training conditions. The only difference in the training procedures was the type of review session presented before each test (cumulative, simple review, or extra practice). The pretests showed that all three groups of subjects started out at the same level of performance on the target algebra skills. Furthermore, there were no group differences on the number of attempts needed to master each rule as subjects progressed through the training. On the review days, all groups answered their respective review items with a mean accuracy of at least 97% correct. This level of performance was quite high, especially for the cumulative group who was required to answer review items on all rules learned up to that point for each review session.

The cumulative group also performed well on the tests of application and problem-solving skills. Results from the final test administered to all groups indicated that the cumulative group outperformed the other two groups on accuracy of application and problem-solving skills, as well as rate correct on problem-solving skills. The cumulative group’s average performance on the final test of problem-solving skills was 82.6% correct. This means that students who answered an average of around 1 problem-solving item correctly (out of 24) prior to training were able to answer an average of approximately 20 problem-solving items correctly after training, even though the training did not include any instruction on problem solving.

Although this finding is significant per se, it is likely that the effect of cumulative practice may be even greater than these data show. That is, the average level of performance of students in the cumulative group was lowered by two scores that deserve closer inspection. The lowest two scores on Test 6 were 42% and 63% correct. There is a relatively large gap between these scores and the other scores (79%, 83%, 83%, 83%, 88%, 92%, 96%, 100%, and 100%). The score of 42% was obtained by a student who probably belonged to a different subject population than the other 32 subjects in the experiment. She was the only subject who had taken no math classes in high school or at WVU, completing only an Algebra I course at a learning center. The reason the subject was included in the study was because she met the subject qualification criteria of passing no more than trigonometry in high school and no more than Math 23 at WVU. Furthermore, her mean score on the two experimenter-designed pretests was greater than 10% correct (the minimum qualifying score). Based on her post-training test results as compared to all other subjects, however, it is clear that the criteria should have included a minimum requirement for math classes taken and not just a maximum requirement.

The second lowest score was likely a result of several uncontrollable factors that can affect data collected from human subjects. That is, the subject began missing sessions frequently during the end of the study, which was likely due to the normal increase in the amount of work and number of tests at the end of a college semester. This particular subject, however, fell behind in the daily sessions to the point that she had to complete the final several sessions during exam week. Moreover, she was the only subject who had to complete two sessions in less than a 12-hour time span because it was one of the last days of exam week, and she was leaving for the
summer as soon as she completed the final test. All these factors likely contributed to her low performance on Test 6 (the final test). In summary, then, it may be useful to exclude these two low scores for the sake of examining the potential effects of cumulative review. If these outliers are discarded, the mean performance of the cumulative group jumps to almost 90% correct on Test 6.

On Test 7, retention data was collected from only one of the two subjects who had scored poorly. When excluding this score from the average score for the retention test, the mean problem-solving performance increases to 85.5% correct. Considering the many weeks of no practice, this level of performance is quite high. When statistical analyses were conducted on all the data collected for the retention test, including the low scorer’s datum, neither the problemsolving results nor the other retention results proved to be statistically significant. This outcome is likely due to a number of factors, including increases in variability of the scores, slight increases in the other groups’ performance coupled with slight decreases in the cumulative group’s performance, and a decrease in power derived from the sample size.

Despite the lack of significant differences on the retention test, though, the overall effects of cumulative practice are quite impressive, especially when disregarding the two outlying scores on Test 6. Before cumulative practice is declared to be the best of the three methods for training problem-solving skills, however, potential outliers that affected the mean scores of the other two groups also should be addressed.

Although no unique factors were observed that may have affected the low-end performers, the high-end performers tend to raise more interesting issues. That is, two subjects from each of the other groups performed at a very high level (88% and 100% for two subjects in the simple review group, and 96% and 96% for two subjects in the extra practice group). Due to unknown variables in these students’ learning histories, they were able to achieve the same performance as the top cumulative subjects simply through mastering the skills and receiving either extra practice or simple review practice. Their cohorts, however, were not. In fact, without including these top performers, the range of scores for the simple review group was 17%, 21%, 46%, 46%, 54%, 67%, 67%, and 67%, which yields an average of 47.9% correct. The range of scores for the extra practice group was 4%, 13%, 17%, 17%, 17%, 42%, 54%, 67%, and 75%, which yields an average of 34.0% correct.

Whether the “high outliers” of the extra practice and simple review groups and the “low outliers” of the cumulative group are included in the discussion or not, however, the overall performance of the cumulative group was much less variable than the performance of the other two groups. Excluding the outliers, the scores for the cumulative group (as presented earlier) covered a range of 21% (79%-100%). Scores of the simple review group and extra practice group (excluding their outliers) covered ranges of 50% (17%-67%) and 71% (4%-75%), respectively.

It seems, then, that a simple set of principles can be derived from the individual problem-solving data. That is, the best method of training problem solving, as tested in this study, involves cumulative practice. Cumulative practice will override most other historical and current contextual learning variables for this target population. With weaker, less effective methods,
however, the outcomes are much more variable due to individual learning histories. For a few top performers, the less than ideal training methods will not help nor hinder the outcome. For the rest of the students, though, the results will fall along a wide range of performance outcomes (mostly much lower than those of cumulative subjects) based on each subject’s training history. This is similar to what seems to occur in the school systems. That is, a few students do well no matter what type of instruction is used. Other students can do well if some other variables come into play, but typically perform very poorly without external help. Almost all students do well if the best instructional method is used.

Overall, the results from the study suggest that incorporating cumulative practice into training procedures will lead to high levels of performance on novel, untrained skills. More specifically, what are typically thought of as “higher-level” mathematical skills such as applying individually trained rules in a novel situation and synthesizing rules into novel combinations can be facilitated through a cumulative practice training procedure. Neither providing extra practice on each component rule nor incorporating individual reviews of previously trained rules proved adequate to produce comparable results, particularly on problem-solving skills.

Furthermore, based on the subject population used in the study, the results suggest that even students with low levels of math skills can successfully perform “higher-level” skills through adequate training on component skills. Component skills can be mastered while simultaneously programming for novelty through the use of cumulative review procedures. The end result is that students perform well on the component skills and are prepared to extend the individual skills to novel situations (application) and to synthesize the skills into novel solutions derived from combinations of the skills (problem solving). These are the results that mathematics educators have sought for years.

Reasons for the Effectiveness of Cumulative Practice

Multiple simple reviews. Because the results of the current study provide strong support for incorporating cumulative practice into teaching procedures, the next logical question that educational researchers might ask is whether cumulative practice can be analyzed further to determine what basic principles are at work. There seem to be at least two possible explanations of the current findings that could be explored with follow-up research. First, the cumulative review procedure might have been superior to the other two procedures simply because every trained skill was reviewed at every review period. That is, the benefits of simple review practice were multiplied because every possible skill received interspersed practice spaced over time. This explanation would simply be due to the benefits of a simple review procedure applied to every rule in a cumulative fashion.

To test this explanation, a study similar to the present one could be run again with two groups. One group would be the current cumulative group, who would receive one worksheet covering a mix of all problems learned at each review period; and one group would be a group that received multiple simple review worksheets covering every rule learned (each worksheet covering only one rule) at each review period. The only difference between the groups, then, would be that the cumulative group practiced the problems in a mixed format, and the other group reviewed each rule individually on multiple simple review worksheets. If the number of practice trials at each review period were controlled and both groups performed the same, then
the key to the success would appear to be in the simple review of each rule learned so far at every review period. If the cumulative group outperformed the other group, however, then the effects would be due to factors arising from the format of the review sheets. This brings out the second proposed explanation—that cumulative practice facilitates discrimination training.

**Discrimination training.** The other possible explanation of the effects of cumulative practice on problem solving is derived from the description of problem solving presented by Skinner (1966) and Becker et al. (1975). As explained previously, they have described the process of problem solving as occurring when one previously trained response creates an $S^D$ for another response, which, in turn, changes the environment such that another $S^D$ is formed. Ultimately, then, the $S^D$ for the final response is presented and the solution is complete. Based on this description, the amount of stimulus control of specific $S^D$s over individually trained responses surfaces as a critical factor influencing the emergence of problem solving. According to the second possible explanation, then, discrimination training may be needed to increase the stimulus control over each trained response.

Discrimination training may result from cumulative practice through the differential reinforcement of correct responses for each type of problem in the presence of all other types of problems, as occurs on every cumulative review worksheet. This differential reinforcement would increase the stimulus control over responses to each problem type. Tighter stimulus control, in turn, would facilitate problem solving because each response in the series of problem-solving responses would be more likely to occur and produce the correct $S^D$ for the next response, which, ultimately, would form the solution to the problem.

Previous applied research on cumulative practice and directly trained behavior lends support to this second explanation of the results. Fink and Brice-Gray (1979) showed that a method of cumulative programming involving more simultaneous discriminations produced superior performance as compared with a method of cumulative programming involving fewer simultaneous discriminations. They trained subjects with developmental disabilities to identify five two-syllable words. The training for both groups of subjects began with an introduction of two flashcards that contained one word each. The experimenter stated the first word while pointing to the appropriate card and asked the subject to touch the word. If the subject did so, a reinforcer (determined via a teacher conference) was presented immediately. If the subject failed to touch the correct word, the experimenter again pointed to the correct response and repeated the request to touch the correct word.

For the subjects in a group called the successive pairs group, word 2 was named after word 1 had been identified correctly on eight consecutive trials. Then eight consecutive correct responses were required on word 2. Next, eight consecutive discriminated responses were required on words 1 and 2. Word 3 was then introduced alone, and eight consecutive correct responses on it were required before discriminated responses were required for each pair of words trained (word 1 vs. word 2, word 1 vs. word 3, and word 2 vs. word 3). Words 4 and 5 also were introduced in this manner, with each word identified correctly on eight consecutive trials by itself before being discriminated from each previously trained word in a pairwise fashion.
The second group, the cumulative introduction group, was given more simultaneous discriminations on each word because each additional word was trained in the presence of all previously trained words after being trained in isolation. Thus, word 3 had to be discriminated from words 1 and 2 simultaneously; word 4 had to be discriminated from words 1, 2, and 3 simultaneously; and word 5 had to be discriminated from words 1, 2, 3, and 4 simultaneously. The same mastery criterion was used in this procedure as was used in the successive pairs procedure. The results of the study indicated that subjects trained under the successive pairs procedure needed significantly more trials to achieve all mastery criteria. Moreover, they performed significantly poorer on the posttest than did subjects trained using more simultaneous discriminations.

Although Fink and Brice-Gray (1979) only tested directly trained skills, additional support for the discrimination training explanation can be found from applied research on novel behavior, including productive and receptive generative language. Studies have shown that discrimination training resulting from a type of cumulative review procedure is necessary for the emergence of novel behavior. Frisch and Schumaker (1974) trained receptive language using a multiple-baseline-across-behaviors design. The three behavioral baselines used involved responding correctly to three categories of prepositional phrase requests: “Put the _____ next to the _____”; “Put the _____ under the _____”; and “Put the _____ on top of the _____.” One specific request for one category of the prepositional phrases (e.g., “Put the dog next to the boat”) was trained until a performance criterion was met. Then, a probe session occurred that included 16 instances of previously trained requests interspersed with 5 probe requests from each of the three categories of prepositional phrases. Responding correctly to trained requests, but not probed requests, was reinforced during the probe sessions. If all probe items from the prepositional phrase currently being trained were not answered correctly, then the subsequent training session involved training another request from the same prepositional phrase category until a performance criterion was met on that request. Then another probe session occurred. Training continued in this manner on one type of prepositional phrase until all probe requests were responded to correctly. Then either training on a new type of prepositional phrase or discrimination training (a cumulative review procedure of all prepositional phrases trained thus far) was presented, and probe sessions were conducted again across all types of prepositional phrases.

The general pattern of results across the three subjects used in two experiments revealed that the introduction of cumulative practice (called discrimination training by the experimenters) increased the performance of novel instruction following for all behaviors trained to that point in the research. Moreover, the best training procedure resulted from training each type of prepositional phrase request across a number of various requests and then in conjunction with all previously trained types of requests (cumulative review) before training a new type of request. This was similar to the procedure used in the current experiment.

Clark and Sherman (1975) found comparable results using a multiple-baseline-across-behaviors design that involved the training of productive language. When training on a new concept was introduced, novel responding to all previously trained concepts decreased (generally to 0% correct). Subsequently, when concurrent training on all previously trained skills (called discrimination training) was introduced, high levels of novel performance emerged across all
concepts trained thus far. These studies suggest that cumulative practice is a form of discrimination training that facilitates novel behavior such as concept formation. In the same manner, problem-solving behavior is likely to be facilitated through the incorporation of cumulative practice.
Chapter 5. Conclusions

The current study showed that cumulative practice leads to high levels of performance of novel mathematics behaviors, including application and problem-solving skills. The novel behaviors resulted from direct training on component algebra skills alone. Furthermore, the same level of problem-solving performance was not achieved by subjects exposed to either simple review or extra practice procedures. These findings support the viewpoints of behavioral educators: first, that mastery of component skills facilitates performance on higher-level skills; and second, that complex, novel behavior is fundamentally related to its component parts and can be explained using basic behavioral processes. The results of the current study also extend the research of behavioral educators by removing the confounded variables of simple review and extra practice as found in previous studies, and by showing the effects of cumulative practice on problem solving. In addition, the argument has been proposed that increased stimulus control resulting from discrimination training provided by cumulative practice might be one of the underlying basic processes involved in problem-solving behavior.

From an applied perspective, the findings suggest that it may be beneficial for the National Council of Teachers of Mathematics to promote the type of instructional approach used in the current study as a strategy for training problem solving in the new millennium. That is, the curriculum aimed at teaching “higher-level” skills should be broken down into its component parts. Then, instruction should focus on mastery of the component skills with sufficient cumulative practice incorporated into the training. This approach may produce significant increases in achievement scores, not only on the component skills directly trained (such as manipulations with fractions or exponents), but also on novel tasks that require a synthesis of students’ classroom training.

This type of improvement in mathematics instruction will be essential if the United States plans to achieve its goal of being a world leader in mathematics. Though four decades of consistently poor math performance suggest that the goal may be unreachable any time in the near future, educators who pursue data-driven reforms should persist in trying to implement change. It is never too late to start teaching effectively.
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Appendix A. Subject Characteristics.

<table>
<thead>
<tr>
<th>Group</th>
<th>Major</th>
<th>9&lt;sup&gt;th&lt;/sup&gt;</th>
<th>10&lt;sup&gt;th&lt;/sup&gt;</th>
<th>11&lt;sup&gt;th&lt;/sup&gt;</th>
<th>12&lt;sup&gt;th&lt;/sup&gt;</th>
<th>WVU/other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cumulative</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Undecided</td>
<td>Alg. I</td>
<td>Geom.</td>
<td>Alg. II</td>
<td>None</td>
<td>Workshop (non-credit)</td>
<td></td>
</tr>
<tr>
<td>Political Science</td>
<td>Alg. I</td>
<td>Geom.</td>
<td>Alg. II</td>
<td>Alg. III</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Undecided</td>
<td>Alg. I</td>
<td>Geom.</td>
<td>Alg. II</td>
<td>None</td>
<td>Workshop</td>
<td></td>
</tr>
<tr>
<td>Elementary Education</td>
<td>Geom.</td>
<td>Pre-Alg.</td>
<td>Alg. I</td>
<td>None</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Interior Design</td>
<td>Pre-Alg.</td>
<td>Alg. I</td>
<td>Geom.</td>
<td>None</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>Art</td>
<td>Geom.</td>
<td>Alg. II</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Child Development</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td>None</td>
<td>Alg. I at a Learning Center; No math at WVU</td>
<td></td>
</tr>
<tr>
<td>Advertising</td>
<td>Alg. I</td>
<td>Geom.</td>
<td>Alg. II</td>
<td>None</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Elementary Education</td>
<td>Alg. I</td>
<td>Geom.</td>
<td>Alg. II</td>
<td>Trig.</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Advertising</td>
<td>Alg. I</td>
<td>Alg. II</td>
<td>Geom.</td>
<td>Trig.</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>Simple Review</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Social Work            | None                   | None           | General Math   | None            | 23                        | (Alg. in 8<sup>th</sup>)
<table>
<thead>
<tr>
<th>Major</th>
<th>Subject 1</th>
<th>Subject 2</th>
<th>Subject 3</th>
<th>Subject 4</th>
<th>Subject 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical Education</td>
<td>Alg. II</td>
<td>Geom.</td>
<td>Trig.</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>Liberal Arts</td>
<td>None</td>
<td>Integration of Alg./ Geom./ Trig.</td>
<td>Part II</td>
<td>Part III</td>
<td>None</td>
</tr>
<tr>
<td>Communications</td>
<td>Alg. I</td>
<td>Alg. I</td>
<td>Alg. II</td>
<td>Geom.</td>
<td>23</td>
</tr>
<tr>
<td>Social Work</td>
<td>Alg. I</td>
<td>Geom.</td>
<td>Alg. II</td>
<td>None</td>
<td>23</td>
</tr>
<tr>
<td>Liberal Arts</td>
<td>Alg. I</td>
<td>Alg. II</td>
<td>Alg. for Artists</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>Nursing</td>
<td>Pre-Alg.</td>
<td>Alg. I</td>
<td>Geom.</td>
<td>Alg. II</td>
<td>Workshop</td>
</tr>
<tr>
<td>Psychology</td>
<td>Alg. I</td>
<td>Alg. II</td>
<td>Trig.</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>General Studies</td>
<td>Alg. I</td>
<td>Geom.</td>
<td>Alg. II</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>Extra Practice</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elementary Education</td>
<td>Alg. I</td>
<td>Geom./ Intermediate Alg.</td>
<td>Alg. II</td>
<td>None</td>
<td>Workshop at WV Northern Community College</td>
</tr>
<tr>
<td>Speech Pathology</td>
<td>Pre-Alg.</td>
<td>Geom.</td>
<td>Alg. I</td>
<td>Alg. II</td>
<td>None</td>
</tr>
<tr>
<td>Journalism</td>
<td>Alg. I</td>
<td>Geom.</td>
<td>Alg. II</td>
<td>None</td>
<td>23</td>
</tr>
<tr>
<td>Undecided</td>
<td>Alg. I</td>
<td>None</td>
<td>None</td>
<td>Alg. II</td>
<td>None</td>
</tr>
<tr>
<td>Subject</td>
<td>Integration Part II</td>
<td>Part III</td>
<td>Attempted</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>---------------------</td>
<td>---------------------</td>
<td>----------</td>
<td>-------------------------</td>
<td>------</td>
<td></td>
</tr>
<tr>
<td>Journalism</td>
<td>Of Alg./ Geom./ Trig. Part I</td>
<td></td>
<td>Pre-Cal.; Received “D”</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fashion Marketing</td>
<td>Alg. I</td>
<td>Alg. II</td>
<td>Trig./ Geom.</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Journalism</td>
<td>Alg I Part I</td>
<td>Alg. I Part II</td>
<td>Alg. II</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td>Sports Marketing</td>
<td>Pre-Alg.</td>
<td>Alg. I</td>
<td>Alg. II</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Workshop</td>
<td></td>
</tr>
</tbody>
</table>
Appendix B. Sample Practice Worksheets

RULE 1

Version 1

To multiply variables with exponents, **ADD** the exponents.

Examples: \(a^2 \cdot a^3 = (a \cdot a) \cdot (a \cdot a) = a^5\) or \(a^{2+3} = a^5\)

\[x^5 \cdot x^9 = x^{14}\]

\[(g^3)(g) = g^4\] (Remember: \(g = g^1\).)

If the variables have coefficients (numbers in front), **MULTIPLY** the coefficients as normal.

Examples:  

\[3x^5 \cdot 7x^9 = 21x^{14}\]

\[(t^3)(4t^6) = 4t^9\] (Remember \(t^3 = 1t^3\).)

If the coefficients are the same number, you can **ADD** their exponents just like you do for the variables.

Examples:  

\[(2^4g^3)(2^5g) = 2^9g^4\]

\[5^3y^3 \cdot 5y^4 = 5^4y^7\] (Remember \(5 = 5^1\).)

\[2d^5 \cdot 5d^4 = \quad 8h^5 \cdot 5h^9 = \quad (9r)(6r^3) = \quad 3^7w^4 \cdot 3^8w^4 = \]

\[6g^4 \cdot g = \quad (2^5s^7)(2^9s^9) = \quad (8^3n^1)(8^7n^8) = \quad 5c^4 \cdot 6c^2 = \]

\[7h^6 \cdot 8h^0 = \quad 4^5y^3 \cdot 4^6y^6 = \quad (7k)(4k^3) = \quad 9x^9 \cdot 8x^6 = \]

\[6b^8 \cdot 6b^3 = \quad (3t^9)(2t^4) = \quad 5^6r^3 \cdot 5^8r^8 = \quad 5j^8 \cdot 7j^5 = \]

\[9e^9 \cdot 5e^8 = \quad 8v^7 \cdot 3v^4 = \quad (4r)(7r^7) = \quad 4u^4 \cdot 5u^8 = \]

\[2^0g^2 \cdot 2^9g = \quad (1y^9)(y^9) = \quad (6n^4)(8n^8) = \quad 8d^9 \cdot 4d^3 = \]

\[8^7t \cdot 8t^4 = \quad 9w^9 \cdot 7w^3 = \quad (2r)(5r^3) = \quad 3^2x^8 \cdot 3^8x^5 = \]
Cumulative 4 (Rules 1, 2, 3, and 4)

Version 1

\[
\begin{align*}
6c^8 \cdot 2c^4 &= \quad \frac{16x^{12}}{2x^5} &= \quad (10^3 n^9)^5 &= \quad \sqrt[5]{5^{25} r^{40}} = \\
6\sqrt[6]{36} d^{12} &= \quad \frac{32g^{14}}{8g^6} &= \quad (7^8 t^5)^4 &= \quad 7h^8 \cdot 3h^7 = \\
(7d^4)^6 &= \quad 8^3 t^9 \cdot 8^5 t^8 &= \sqrt[6]{6^6 y^2} &= \quad \frac{42x^{15}}{6x^9} = \\
(5^5 r^9)^8 &= \quad \frac{3\sqrt[3]{9^{21}} h^{27}}{} &= \quad (k^4)(9k^8) &= \quad \frac{7^{17} x^9}{7^8 x^3} = \\
5^4 s^7 \cdot 5^6 s^5 &= \quad \frac{49x^{12}}{7x^5} &= \quad (10^4 w^6)^8 &= \quad \frac{4\sqrt[4]{10^{32}} b^{36}}{} = \\
\frac{40x^{15}}{5x^7} &= \quad \sqrt[7]{7^{49} r^{28}} &= \quad (7^8 h^1)^3 &= \quad 6j^5 \cdot 4j^2 =
\end{align*}
\]
Appendix C. Sample Test

Test 1

Part A: [Application Items]
1. $4^3 s^2 t^6 \cdot 4^9 s^8 t^7 = \quad$ ________________
2. $\sqrt[5]{b^{18}} b^{10} = \quad$ ________________
3. $(20^6 x^3 y^7)^8 = \quad$ ________________
4. $\frac{7^{14} g^{13} h^{15}}{7^7 g^6 h^9} = \quad$ ________________
5. $(15 - 9)^4 = \quad$ ________________
6. $6^{12} f^{42} g^{48} h^6 = \quad$ ________________
7. $\sqrt[6]{18} + (2^2 - 3) = \quad$ ________________
8. $(14k^9 m^4 n^8)^3 = \quad$ ________________
9. $\frac{4 + 8}{12 - 8} = \quad$ ________________
10. $9t^5 u^7 v^8 \cdot 7t^4 u^9 v^5 = \quad$ ________________
11. $\frac{36q^{18} p^{12} r^{13}}{9q^9 p^7 r^7} = \quad$ ________________
12. $\sqrt[3]{3 \cdot 3} + 7 = \quad$ ________________

Part B: [Problem-Solving Items]
13. $\left( \frac{2lb^{11}}{3b^4} \right)^2 = \quad$ ________________
14. $(8x^2 \cdot 7x^7)^9 = \quad$ ________________
15. $\sqrt[4]{8^2 k^6 \over 4k} = \quad$ ________________
16. $\sqrt[5]{5^9 d^3 \cdot 5^5 d^9} = \quad$ ________________
17. $\left( \frac{4a^3 \cdot 5a^5}{2a^4} \right)^5 = \quad$ ________________
18. $\left( \frac{3\sqrt[4]{4^6 y^{12}}}{4y^2} \right)^7 = \quad$ ________________
19. $\sqrt[4]{(9h^2 \cdot 6h^1)^8} = $ __________________

20. $\frac{\sqrt[3]{18^5 f^{25}}}{2f^2 \cdot 3f^2} = $ __________________

21. $\left(\frac{4\sqrt[3]{36^4 \cdot g^{12}}}{3g^1 \cdot 3g}\right)^9 = $ __________________

22. $\frac{\sqrt[3]{(3h^1 \cdot 3h^2)^6}}{h^9} = $ __________________

23. $\frac{\sqrt[2]{4} t^{10} \cdot (2t^4)^2}{2t^5} = $ __________________

24. $\frac{(3^4 m^6)^3 \sqrt[5]{1^5 m^{45}}}{m^9} = $ __________________
Appendix D. Informed Consent Form

TITLE OF RESEARCH: Acquisition of Mathematics Problem-solving Skills

INTRODUCTION: I, ____________________________ , have been invited to participate in this research study which has been explained to me by either Dr. Philip N. Chase, Kristin Hazlett, or one of their assistants. This study is part of Kristin Hazlett’s dissertation research, which is partially funded by the Department of Psychology Alumni Fund and/or the Office of Academic Affairs.

PURPOSE OF RESEARCH: I understand that the purpose of this study is to measure mathematics performance on both basic and complex math skills. I understand that data from my participation may be used to partially fulfill the requirements for a doctoral dissertation. Approximately 25 subjects will participate in this study.

PROCEDURE: I understand that this project may require up to 9 hours of my time. I willingly consent to allow the principal investigator to have access to my academic records, including my West Virginia University Math Placement Test score(s) and grade(s) in the Pre-College Algebra Workshop and/or College Algebra class.

I understand that I will participate in one session per day (Monday through Friday). I understand that for each session I will receive some training on rules of exponents for 10-15 minutes or will be given a paper-and-pencil test on those skills, along with some more complex problems involving rules of exponents for 10-15 minutes. On test days, I will earn money (up to $3.00 per test) based on the number of questions I answer correctly. In addition, on training days I will earn between $1.50 and $2.00 per day for attendance and completion of training procedures.

I understand that if I miss two or more sessions, or if I do not call in advance of missing a session, I may be dropped from the experiment. I understand that if I am dropped from the experiment or choose not to complete it, I will still receive any money I have earned up to that point. I understand that I will be paid my earnings after completing half of the experiment and then again at the end of the experiment. I understand that the experimenters will keep track of my earnings. I understand that I will learn the math skills at my own pace; thus the length of the study may vary from approximately 4 weeks to 6 weeks.

BENEFITS: I understand that this study will not necessarily be of direct benefit to me, but I am likely to improve my academic skills. The knowledge gained from the experiment may be of benefit to others. I understand that I will earn money for my training and test performance. My test earnings will grow throughout the study as I learn the math skills. Thus, I may earn up to $9.50 per week for my attendance and performance by the end of the experiment. There will be no monetary costs to me as a subject. I understand that I have the right to ask questions before signing this consent form, and I may contact a principal investigator if I have any additional questions about the research or my rights.

RISKS AND DISCOMFORTS: I understand that there are no known or anticipated risks involved in serving as a subject in this study. I am aware that there may be unforeseeable risks in participating in any experiment.
CONTACT PERSONS: For more information about this research, I can contact Dr. Philip N. Chase at 293-2001 ext. 626 or Kristin Hazlett at 293-2001 ext. 855. For more information about my rights as a subject, I may contact the Executive Secretary of the Institutional Review Board at (304) 293-7073.

CONFIDENTIALITY: I understand that any information about me obtained because of my participation will be kept as confidential as legally possible. I understand that my research records, just like hospital records, may be subpoenaed by court order or may be inspected by federal regulatory authorities. In any publications that result from this research, neither my name nor any information from which I might be identified will be published.

VOLUNTARY PARTICIPATION: Participation in this study is voluntary. I realize that I am free to withdraw my consent to participate in this study at any time. Refusal to participate or withdrawal will involve no penalty or loss of benefits and will not affect any of my grades or class standing. I have been given the opportunity to ask questions about the research, and I have received answers concerning areas I did not understand.

Upon signing this form, I will receive a copy.

I willingly consent to participate in this study.

Signature of Subject or Subject’s Representative ___________________________ Date ____________

Investigator or Investigator’s Representative ___________________________ Date ____________
Appendix E. Instructions

Thanks for agreeing to participate in this mathematics study!

You should already have done the following:

• Taken the pretests
• Scheduled a 15-minute time slot to meet every day (Monday – Friday)
• Read, signed, and received a copy of the Informed Consent Form

From now on, during each session of the study, you will do the following:

• practice a math skill
  OR
• Complete a Test

Instructions for the Practice Sessions:

During this study you will learn five math rules. Every time a new rule is introduced, you will read a worksheet that explains the rule and presents some examples that have been worked out for you. After you have read the explanation of the rule and have studied the examples, you will begin practicing the rule. Your goal is to complete 25 problems correctly. After you have attempted the first 25, the experimenter will grade them and tell you which ones you missed. If you didn’t miss any, the session will be over and you will earn $1.50 for your performance. If you miss one or more problems, you will attempt an additional set of 25 problems. Then the experimenter will grade them and tell you which ones you missed. You will be allowed to continue attempting sets of 25 problems until you get them all correct. Thus, you will always earn $1.50 if you show up for the session and continue working on the practice problems until you have met your goal.

You must meet your goal of 25 correct problems on three different days before you are allowed to move ahead to the next step in the training.

On special practice days, the experimenter will tell you that your goal for that day is to complete 50 problems on the worksheet she gives you. You will only be allowed one attempt to complete all 50 problems correctly, but if you do, you will earn $2.00 that day.

Instructions for the Test Sessions:

Approximately every five days, you will complete a test of the math skills you are learning. There will be 24 problems on each test, divided into 2 parts, with 12 problems on each part. Your goal is to answer as many of the problems correctly as you can. You will be learning how to do the problems throughout the study, so you may not be able to answer all of the questions at first. Do the best you can. If your answer contains a number raised to an exponent (like $3^4$ or $13^2$), you can leave your answer in that form. You do not have to figure out what the number raised to the exponent equals. If you know the answer, though, (like $2^2 = 4$), you can write what it equals. Either answer will be counted as correct.

There will be no specific time limit on the test, but the experimenter will record how long it takes you to complete each part of the test. Therefore, when you have answered all the
questions you can on the first part of the test, tell the experimenter that you are done so she can record your time. Do the same after you have completed all you can on the second part of the test.

You will earn money for whatever correct responses you make. You will not lose money for incorrect responses. Therefore, it is to your advantage to attempt every problem. You also will receive partial credit for your answers, so you can earn money for an answer even if only part of it is correct. You will earn \(3\) c\$ for every part of an answer that you complete correctly on Part A of the test. You will earn \(8.5\) c\$ for every part of an answer that you complete correctly on Part B of the test. Thus, if you get the entire test correct, you will earn \$3.00.  

**Instructions for Payment and Extra Credit Procedures:**

Each day you will receive a slip of paper telling you how much you earned during the previous day’s 15-minute session. You will be paid your earnings halfway through the study and then again at the end of the study. You will also receive a slip verifying your participation at the end of the study. You can turn this slip into your psychology instructor (if you are in a psychology class) and you might receive extra credit, depending on the policy of your instructor.

**Instructions for the Follow-up Test next Fall:**

The experimenter will need your local phone number for next fall (or home phone number if you do not know your local phone number yet). She will call you next fall to schedule one 15-minute session during which you will complete a follow-up test. You will have the same opportunity to earn money on the follow-up test as you do during the main part of the study. You can also earn extra credit for your participation if you are taking a psychology course next fall.

**Other Important Instructions:**

It is very important that you do not discuss anything about the skills you are learning in the study with anyone else. Moreover, please do not refer to mathematics textbooks or other sources of math instruction because that would interfere with the results of the study. Remember, the study is based on the fact that you are only receiving math instruction during your daily participation in the study! Thanks for your cooperation.

These instructions will be available to you at any time for your reference. In addition, you will be provided with a copy to keep with you. On your copy, please fill in a record of your weekly schedule and who to contact if you have an emergency and cannot make the session. It is very important that you contact the appropriate person. Remember, if you miss two or more sessions without informing the experimenter, you can be dropped from the study. You will only receive whatever money you have earned up to that point, and you will miss out on the extra credit slip that is given out at the end of the study. If you come every day, the study should only take about 4 or 5 weeks, so please make every effort to attend daily!

**A RECORD OF YOUR WEEKLY SCHEDULE:**

<table>
<thead>
<tr>
<th>Monday</th>
<th>Experimenter to contact:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tuesday</td>
<td>Experimenter to contact:</td>
</tr>
<tr>
<td>Wednesday</td>
<td>Experimenter to contact:</td>
</tr>
<tr>
<td>Thursday</td>
<td>Experimenter to contact:</td>
</tr>
<tr>
<td>Friday</td>
<td>Experimenter to contact:</td>
</tr>
</tbody>
</table>
Appendix F. Feedback Exceptions

1. One subject from each group was told that $3^2 = 3 \times 3$ (as opposed to $3 \times 2$).

2. One subject in the cumulative group was told that anything times 1 equals itself. This was in reference to feedback on the problem $8^7 t \cdot t^7 = \?$. The problem was rewritten for the subject as $8^7 t \cdot 1t^7 = \?$, and then the extra feedback stated above was provided.

3. Two subjects in the extra practice group and one subject in the simple review group were provided with clarification on how Rule 4 (which said to divide the exponents when dealing with roots) fit in with Rule 5 (which was a simplification rule that sometimes used examples involving square roots as part of the expressions to be simplified). The clarification was made using one of the examples listed in the instructional frame for Rule 5. It was explained that $\sqrt{16} = \frac{2}{\sqrt{4^2}} = 4^{2+2} = 4^1 = 4$; and thus, the rules were not contradictory.
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