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ABSTRACT

A Chemical Neural Network and Collective Behavior in Globally Coupled Oscillators

Fang Wang

The nervous system controls almost all actions in the body, and understanding its detailed structure and mechanism is one of the great challenges of science. Artificial neural networks have been modeled computationally to solve specific problems such as robot motion; however, few experimental studies have been designed to simulate biological neural networks because of the lack of experimental media with neural-like properties. An experimental network based on the photosensitive Belousov-Zhabotinsky reaction has been developed, in which the local excitability is controlled by light intensity. The spatiotemporal dynamics of these networks has been characterized, including sustained oscillations and collapse to the steady state. Here, we extend this work by incorporating the features of an actual network of neurons into the chemical system.

Many oscillatory systems exist in nature, and they can form collective behavior due to the interactions between them. The simplest collective behavior of oscillators is phase or frequency synchronization. Two distinct types of transitions, the quorum sensing transition and the Kuramoto transition to synchronization have been observed in a globally coupled
oscillator system. For the Kuramoto transition to synchronization, the oscillators are gradually synchronized as the number density increases at low coupling strength. For the quorum sensing transition to synchronization, at high coupling strength, the oscillators are quiescent if the number density is lower than a critical value, and synchronized oscillations suddenly switch on as the number density reaches the critical value. We have studied populations of ferroin-coated catalytic particles and have characterized the two types of transitions to synchronization as a function of the population density and coupling strength of the oscillators with the surrounding solution.

Experimental studies of photochemical oscillators have shown more complex synchronization transitions compared to the ferroin-catalyzed oscillators. In this synchronization behavior, clusters of oscillators form in which frequency and phase are synchronized but with different phases for different phase clusters. Based on large populations of Ru(bpy)$_3^{2+}$ catalyzed oscillators, we experimentally study the formation of phase clusters and their stability as a function of the density of the oscillators. We also simulate the cluster behavior based on the three-variable ZBKE model and compare our results with experiment.
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Chapter 1

The Belousov-Zhabotinsky Reaction

1.1 History of the Belousov-Zhabotinsky Reaction

Our research is based on a Belousov-Zhabotinsky (BZ) reaction. The BZ reaction was first discovered by the Russian biochemist Boris Belousov in the early 1950s [1–3]. The work was not published, however, because the reaction he described was thought to violate the laws of thermodynamics. It was well known that all chemical reactions must proceed monotonically towards equilibrium; however, it was not realized that oscillations occurred in the intermediate species. In 1961, Zhabotinsky confirmed the work of Belousov and brought it to light at an international conference in Prague in 1968 [4, 5]. The BZ reaction, as it came to be called, has become one of the most widely studied chemical reactions and is a model system for more complex biological and biochemical oscillatory systems. All of these oscillatory systems occur far from thermodynamic equilibrium.
1.2 The Mechanism of the BZ Reaction

In 1972, Field, Körös and Noyes (FKN) first presented a detailed eleven step chemical mechanism for the BZ reaction, which has become known as FKN mechanism [6]. The BZ reaction consists of the bromate oxidation of malonic acid (MA) catalyzed by a metal ion or metal complexes in acidic aqueous solution. Overall the BZ reaction is given by [1, 2]

\[ 2\text{BrO}_3^- + 3\text{CH}_2(\text{COOH})_2 + 2\text{H}^+ \rightarrow 2\text{BrCH(COOH)}_2 + 3\text{CO}_2 + 4\text{H}_2\text{O}. \]

This reaction includes many elementary reactions with oscillations in the concentrations of many intermediates. There are three main processes [1, 7]: In the first process, a high concentration of bromide is consumed in two reactions, as HBrO₂ is produced and consumed:

\[ \text{BrO}_3^- + \text{Br}^- + 2\text{H}^+ \rightarrow \text{HBrO}_2 + \text{HOBr}, \]

\[ \text{HBrO}_2 + \text{Br}^- + \text{H}^+ \rightarrow 2\text{HOBr}. \]

Second, when bromide concentration becomes low enough, bromous acid (HBrO₂) is produced autocatalytically and the metal ion catalyst M\text{red} is oxidized by supplying electrons for the process:

\[ \text{BrO}_3^- + \text{HBrO}_2 + 2\text{M}_{\text{red}} + 3\text{H}^+ \rightarrow 2\text{HBrO}_2 + 2\text{M}_{\text{ox}} + \text{H}_2\text{O}. \]

The third process involves the reduction of the oxidized metal catalyst M\text{ox} and the production of bromide:

\[ \text{BrMA} + \text{MA} + 2\text{M}_{\text{ox}} \rightarrow f\text{Br}^- + 2\text{M}_{\text{red}} + g\text{CO}_2 + l\text{H}^+. \]

Here, the stoichiometric factors f, g, and l are parameters that depend on the initial concentrations of MA.
1.3 The Kinetic Model: The Oregonator

To describe experimental observations and predict conditions in which the characteristic oscillations of the BZ reaction might be observed, the most common model is the Oregonator, which was developed by Field and Noyes from the FKN mechanism [7].

In the Oregonator model, the FKN mechanism of the BZ reaction can be written as follows [2, 8]:

\[ \begin{align*}
A + Y & \xrightarrow{k_1} X + P, \\
X + Y & \xrightarrow{k_2} 2P, \\
A + X & \xrightarrow{k_3} 2X + 2Z, \\
2X & \xrightarrow{k_4} A + P, \\
B + Z & \xrightarrow{k_5} hY.
\end{align*} \]

Here \( k_1, \ldots, k_5 \) are the rate constants for the five steps, and the chemical species are identified by the following [9]:

\[
\begin{align*}
A &= \text{[BrO}_3^-], \\
B &= \text{[BrMA]+[MA]}, \\
P &= \text{[HOBr]}, \\
X &= \text{[HBrO}_2], \\
Y &= \text{[Br}^-, \\
Z &= \text{[M}_\text{ox}].
\end{align*}
\]

The steps of mechanism are assumed to be irreversible, and the concentrations of the major reactants A and B are treated as constants. The intermediate species X, Y and Z
obey the following rate equations [10, 11]:

\[
\frac{dX}{dT} = k_1 A Y - k_2 X Y + k_3 A X - 2k_4 X^2,
\]

\[
\frac{dY}{dT} = -k_1 A Y - k_2 X Y + h k_5 B Z,
\]

\[
\frac{dZ}{dT} = 2k_3 A X - k_5 B Z.
\]

In order to replace X, Y, Z and T with non-dimensional variables, the following definitions are used, which were introduced by Tyson and Fife [9, 12]:

\[
u = \left(\frac{2k_4}{k_3 A}\right) X, \quad w = \left(\frac{k_2}{k_3 A}\right) Y, \quad \epsilon = \frac{k_5 B}{k_3 A}, \quad \epsilon' = \frac{2k_4 k_5 B}{k_2 k_3 A}, \quad q = \frac{2k_1 k_4}{k_2 k_3}, \quad t = k_5 B T, \quad f = 2h,
\]

where u, w, v and t are dimensionless variables related to X, Y, Z and T, \(\epsilon\), \(\epsilon'\) and q are scaling parameters, and f is the stoichiometry parameter. Through substitution, the rate equations become

\[
\epsilon \frac{du}{dt} = qw - uw + u - u^2, \quad (1.1)
\]

\[
\frac{dv}{dt} = u - v, \quad (1.2)
\]

\[
\epsilon' \frac{dw}{dt} = -qw - uw + fv. \quad (1.3)
\]

This is the 3-variable Oregonator model. Because \(\epsilon' << \epsilon << 1\), w changes rapidly in time
and can be treated as in a steady-state \[10, 12\], giving the algebraic relation

\[ w = \frac{fv}{u + q}. \]

Substituting this result into the above equations yields

\[ \frac{\partial u}{\partial t} = \frac{1}{\epsilon} \left[ u - u^2 - (fv) \frac{u - q}{u + q} \right], \]

\[ \frac{\partial v}{\partial t} = u - v. \]

This two-variable Oregonator model facilitates the construction of the \( u-v \) phase plane, which qualitatively describes the behavior of the BZ reaction \[9, 10, 13\]. Figure 1.1 shows three different intersections of the \( u \)-nullcline and \( v \)-nullcline based on three different values of \( f \). The curve and straight lines in the figure represent the \( \frac{\partial u}{\partial t} = 0 \) and \( \frac{\partial v}{\partial t} = 0 \) nullclines, respectively. The crossing point of the two nullclines represents the steady state of the system. If the intersection point lies on the left or the right branch of the \( \frac{\partial u}{\partial t} = 0 \) nullcline curve, the system will return to the steady state after a perturbation. If the intersection is on the middle branch of the \( u \)-nullcline, the system is unstable because, after a small perturbation, a limit cycle is formed, as shown in Fig. 1.1(b).

1.4 The Modified Oregonator Model

The Oregonator model is based on the homogeneous BZ reaction; however, in many experiments, there are additional features that should be considered. In the following section, we will consider the modifications necessary to accommodate a light-sensitive catalyst as well as diffusion in the reaction medium.
Figure 1.1. The nullclines of the two-variable Oregonator model in the $u$-$v$ phase plane. The cubic solid curve is the $u$-nullcline and the straight solid line is the $v$-nullcline. For (a) $f = 0.25$, (b) $f = 1$, the red line represent the limit cycle. A is an arbitrary initial point, and the system first approaches the $u$-nullcline branch, moves along the curve, until it jumps horizontally to the other branch, closing the loop. (c) $f = 3$. [7, 11]
1.4.1 Diffusion

The two-variable Oregonator model describes the BZ reaction in a homogeneous medium; however, when diffusion occurs, Laplacian terms must be incorporated into the equations [9]:

\[
\frac{\partial u}{\partial t} = D_u \nabla^2 u + \frac{1}{\epsilon} \left[ u - u^2 - (fv) \frac{u - q}{u + q} \right],
\]

\[
\frac{\partial v}{\partial t} = D_v \nabla^2 v + u - v.
\]

Here, \( D_u \) and \( D_v \) are the dimensionless diffusion constants of \( u \) and \( v \), and \( \nabla^2 \) is the Laplacian operator. In the model, the concentrations of the reactants \( \text{BrO}_3^- \) and \( \text{CH}_2(\text{COOH})_2 \) are constant. Continuously supplying fresh reactants maintains these concentrations constant [14].

The system is open, with the reaction restricted to a thin gel, which is surrounded by catalyst-free reactant solution. The catalyst is immobilized in the gel, which is supplied with constant concentrations of reactants. There are normally two diffusion terms required in the two-variable Oregonator model; however, in our system, the catalyst is stationary in the gel and diffusion of \( v \) does not occur. The Oregonator with diffusion therefore becomes

\[
\frac{\partial u}{\partial t} = D_u \nabla^2 u + \frac{1}{\epsilon} \left[ u - u^2 - (fv) \frac{u - q}{u + q} \right],
\]

\[
\frac{\partial v}{\partial t} = u - v.
\]

1.4.2 Light Sensitivity

The photosensitive BZ reaction uses a light-sensitive catalyst. Five different species have been used as the photosensitive BZ catalyst, \( \text{Ce}^{3+} \), \( \text{Mn}^{2+} \), iron-phenantroline (also known as ferroin), \( \text{Ru(bpy)}_3^{2+} \) [1, 15] and potassium ferrioxalate (\( \text{K}_3\text{Fe(C}_2\text{O}_4) \)) with dipyridyl [16]. The
Ru(bpy)$_3^{2+}$ catalyzed BZ reaction is the most commonly studied version due to the specific photosensitive properties of the catalyst [17]. Light at 450 nm is absorbed by Ru(bpy)$_3^{2+}$ and it is converted into the excited state Ru(bpy)$_3^{*2+}$. The excited state of the complex is a strong reducing agent, which reduces bromomalonic acid to Br$^-$ [18]. Its mechanism has been studied in detail and a kinetic model has been constructed [19]:

\[
\frac{\partial u}{\partial t} = D_u \nabla^2 u + \frac{1}{\epsilon} \left[ u - u^2 - (\phi + f v) \frac{u - q}{u + q} \right],
\]

\[
\frac{\partial v}{\partial t} = u - v.
\]

Here $\phi$ represents the light intensity. In the oscillatory regime, the excitability of the system is increased by decreasing the light intensity and decreased by increasing the light intensity. If the light intensity is increased above a certain threshold, it will suppress the oscillations.
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Chapter 2

Neural Network

2.1 Abstract

The nervous system is the key structure that controls the functioning of an animal. The basic building block of the nervous system is the neuron. While the electrochemical mechanism of an individual neuron is reasonably well understood [1], how these neurons self organize into large scale networks and how these network structures process and control behavior is a research area that is still in its infancy.

A system of neurons may be considered to be a network of excitable nodes, each of which can be stimulated to create a signal. [1, 2]. A number of theoretical studies of networks of such excitable nodes have been conducted [3, 4]. Recently, our group has studied an experimentally realizable network based on the photosensitive Belousov-Zhabotinsky reaction, in which the local excitability is controlled using light intensity [5]. Here, we propose to extend this work by incorporating the features of an actual network of neurons into the chemical system. A neural cell receives input from a multitude of other neurons. If the total input is
greater than some threshold, the neuron will fire and send a signal to other neurons that are connected to it. This “integrate and fire” connective mechanism will be incorporated into our experimental chemical system.

A learning rule will also be introduced into the system, allowing evolution of the network. In neuronal tissue, links between neurons become stronger or weaker depending on the relative timing of their firing. A spike time dependent plasticity (STDP) learning algorithm will be used to simulate the evolution of a neuronal network.

2.2 Networks

Networks are common in many natural and artificial systems [6, 7], such as the topology of a food web, the world-wide web, the internet backbone, and the neural network of the C. elegans worm [6]. A network consists of nodes and links. For different natural networks, the nodes may represent different units, and if there is a connection between two nodes, then a link is said to exist. The collection of these nodes and links constitutes the network.

2.2.1 Two Important Network Measures

Several important measures can be defined to characterize the structure of the network connections. In order to understand this structure, we begin with a simple network given in Fig. 2.1. A regular 20 node network with each node having 4 connections to its neighbors is shown in (a) of Fig. 2.1. The clustering coefficient $C$ is the average fraction of neighbors
of a node that are also neighbors of each other. If node A has $z$ neighbors, then at most $\frac{z(z-1)}{2}$ links can exist between them. $C_A$ is the fraction of these links that actually exist.

The clustering coefficient $C$ is the average of $C_A$ over all nodes in the network. Panel (b) of Fig. 2.1 shows the six possible links between the four neighbors of the node A in panel (a). Since the actual number of connections between these neighbors is three, $C_A$ of this node is $\frac{3}{6} = 0.5$. Because this is a regular network, all the nodes have the same $C_A$ value. Then the clustering coefficient $C$ of this network is equal to $C_A = 0.5$.

The second measure is the average length $L$, which is defined as the average distance of the shortest path between any two nodes in the network. Fig. 2.2 shows three typical network structures. Fig. 2.2(a) is a regular 20 node network. Fig. 2.2(c) is a random network, where randomly chosen pairs of nodes are connected by links. A regular network typically has high values of C and L, indicating a high connectivity between neighboring nodes but large average separation between nodes. A random network has low C and L values, indicating a low connectivity between neighboring nodes and small average separation between nodes [8]. The network shown in Fig. 2.2(b) is constructed by randomly rewiring a small fraction of the links of Fig. 2.2(a) to new nodes. This network has the important property of both a high clustering coefficient C and a low average distance L. This network was first developed by Watts and Strogatz and is termed a small-world network [9].
Figure 2.1. (a) A regular 20 node network with 4 connected neighbors for each node. The 4 green nodes are the neighbors of the red node A. (Modified from Fig. 2.2(a).) (b) All possible links which can exist between these 4 neighbor nodes, with the purple lines showing the links present in (a).
Figure 2.2. (a) Regular network, with nodes $n = 20$ and degree $k = 4$. (b) Randomly rewiring a small fraction of the links to new nodes produces a Watts-Strogatz small-world network. (c) Random network. (Figure from reference [9].)
2.2.2 Small-world Network

Many real-world networks have been found to have a small-world network structure [9]. In a network, the number of links connected to each node $k$ is called the degree or the connectivity. In the Watts-Strogatz model of small-world networks, the probability distribution of the connectivity $P(k)$, defined as the fraction of nodes which have $k$ links, is similar to a Poisson distribution centered around a mean $k$ value of the network, $<k>$. The distribution is typically depicted as a cumulative distribution which exponentially decreases with $k$, as shown in Fig. 2.3. Another important type of small-world network is a scale-free network, which is identified according to its $P(k)$ distribution. This type of network occurs in numerous natural systems [7, 10], and $P(k)$ is found to decrease as a power-law of $k$ ($P(k) \propto k^{-\gamma}$), as shown in Fig. 2.4.

2.3 Neural Networks

The nervous system consists of two types of cells: neurons and glia. Any action of the brain, ranging from the simplest reflex to higher level functions, such as language, are all based on the same substrate: the neuron. It has been estimated that there are more than $10^{11}$ neurons in the human brain, many of which share the common features illustrated in Fig. 2.5. These neurons combine to form a very large and complicated neural network. In general, an individual neuron is composed of four typical regions [1]:

1. Soma: the cell body which is involved in metabolism of the cell.
Figure 2.3. Cumulative probability distribution of the nodes versus transmission lines in a power grid network of Canada and the Western United States. Generators, substations and transformers are the nodes, and high-voltage transmission lines between them are the links of the power grid network. The plot shows that the log value of the probability distribution of nodes, which have at least $k$ transmission lines, linearly decays with the number of transmission lines $k$. (Figure from reference [6].)
Figure 2.4. Degree distribution of the world-wide web. Nodes represent web pages; links represent URL (Uniform Resource Locater) hyperlinks between these pages. The figure shows that the distribution for the proportion of web pages versus the number of incoming links (indegree $k$) approximately follows a power law, and with an exponent $\gamma \approx 2.2$. (Figure from reference [6].)
Figure 2.5. Structure of a neuron. (Figure from reference [1].)

2. Axon: the output and conducting structure of the neuron. Each neuron has only one axon. The axon arises from the axon hillock, where a signal may be initiated if the neuron has received a certain threshold stimulus.

3. Presynaptic terminals: branch structures that are located at the end of an axon.

4. Dendrites: branch structures that receive input signals, establishing connections with other neurons.
The neuron transmits information through its presynaptic terminals to the dendrites of other neurons. The point of connection between two neurons is called a synapse. The presynaptic neuron is the neuron sending information out and the postsynaptic neuron is the neuron receiving information, as shown in Fig. 2.6. The collection of neurons, which are linked by their terminals and dendrites, constitutes a neuronal network [1].

The nature of the signal transmission within and between neurons is complex. Neurons maintain an electrical potential difference across their outer membrane. This is caused by concentration differences of ions inside the cell and the surrounding liquid. The input
Figure 2.7. Various phases of an idealized action potential as it goes through the cell membrane of a neuron. (Figure from reference [11].)

Synaptic potentials to a neuron, which are caused by the outputs of presynaptic neurons, are integrated and give rise to one or more action potentials if the sum of the input synaptic potentials is higher than a certain threshold [1]. The action potential is a wave of electrical discharge that travels along the membrane of a cell. It can be created by many types of cells; here we are concerned with a “typical” neuronal cell, as shown in Fig. 2.7 [11]. A neuron may be thought of as an “excitable oscillator” that is capable of integrating its synaptic potential and firing when this potential is above a certain threshold [2].

Biological neurons self-assemble to form complicated neural networks. The study of the structure and function of these biological neural networks is still in its infancy [2, 12]. One
network that has received much attention is that of a small worm called *Caenorhabditis elegans*, shown in panel (a) of Fig. 2.8 [13]. Owing to its simple nervous system, all the connections of this network have been elucidated [14]. Treating each neuron as a node and each connection as a link, the nervous system of *C. elegans* consists of 282 nodes and 2,335 unique links. Panel (b) of Fig. 2.8 represents the real neural network which is made of these nodes and links in the *C. elegans* neural system[10]. Table 2.1 shows two important measures of this neural network (\(L\) and \(C\)), which indicates that it has the properties of a small-world network.

The probability distribution of the connectivity \(P(k)\) is found to lie somewhere between that of a Watts-Strogatz network and a scale-free network. Figure 2.9 shows the relationship between the probability distribution of the connectivity \(P(k)\) and the degree \(k\) of the *C. elegans* nervous system. This neural network consists of only 282 neurons (nodes), and in order to reduce the effects of noise on this small data set, the data are plotted as a cumulative distribution. From Fig. 2.9B, we see that the connectivity probability distribution is not a power law distribution, nor does it show a clearly exponential distribution in graph C [10, 15]. Therefore, this neural network has neither a scale-free network structure nor a Watts-Strogatz structure. For this reason, it is referred to as *C. elegans* structure [10].
Figure 2.8. (a) A magnified picture of *C. elegans* (actual size is approximately 1 mm). (Figure from reference [13].) (b) A simple model to illustrate the *C. elegans* neural network. Red nodes represent neurons and links show the connections between them. Spatial positions are placed randomly. (Figure from reference [10].)

<table>
<thead>
<tr>
<th></th>
<th>$L_{\text{actual}}$</th>
<th>$L_{\text{random}}$</th>
<th>$C_{\text{actual}}$</th>
<th>$C_{\text{random}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>C. elegans</em></td>
<td>2.65</td>
<td>2.25</td>
<td>0.28</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 2.1. The average length $L$ and clustering coefficient $C$ of the *C. elegans* neural network compared to a random network with the same number of nodes and average number of links per node $<k>$: $n = 282$, $<k> = 14$. (Table from reference [9].)
Figure 2.9. The cumulative distributions of connectivity \( P(x > k) \) versus link \( k \), where \( k \) is the number of links to and from each neuron for the \textit{C. elegans} neural network. These three graphs plot the same data on different axes as (A) linear-linear, (B) log-log, (C) log-linear. (Figure from reference [10].)
2.4 Two Important Activity Factors of Neural Networks

In a neural network system, each neuron is connected to many other neurons by synapses, which act as links. The synaptic inputs may be excitatory or inhibitory to the neuron. Excitatory links increase the activity of the neuron, while inhibitory links suppress the activity of the neuron. The synaptic weight (usually denoted by $w$) is used to describe the strength and type of the connection between two neurons. If $w > 0$, the synaptic connection is an excitatory link, and if $w < 0$, the synaptic link is an inhibitory link. Changing the synaptic weight of neurons can cause growth or decrease of activity in the neural network [16]. Balancing the extent of the inhibitory and excitatory links serves to maintain the network at an optimal level of activity [17].

2.5 Two Important Neural Network Models

2.5.1 Integrate-and-Fire Model

From Section 2.3, we know that each network neuron has a membrane potential $V_i$. In the integrate-and-fire model, the action potentials are generated by the following simple rule: “An action potential occurs whenever the membrane potential reaches a threshold value $V_{th}$.

Immediately after that, the membrane potential is reset to a value $V_{reset}$.” [16] This means that when the combination of all the input signals is over a certain threshold for a neuron, the neuron fires and then relaxes to its rest state.
2.5.2 The Hebbian Plasticity Model

Changes in the synaptic connections between neurons are thought to contribute to memory storage. These changes are believed to occur according to the Hebbian plasticity model. In 1949, D. O. Hebb hypothesized an important concept of how learning occurs [18]:

“When an axon of cell A is near enough to excite a cell B and repeatedly or persistently takes part in firing it, some growth process or metabolic change takes place in one or both cells such that A’s efficiency, as one of the cells firing B, is increased.”

A modern model incorporating Hebbian plasticity is known as the spike time dependent plasticity (STDP) model. In STDP, a synaptic weight changes only if the time of the pre- and postsynaptic spikes occur sufficiently close in time [2]. We treat the time ranges of pre- and postsynaptic spikes as synaptic windows. In a synaptic window, the synapse will be potentiated if a presynaptic potential occurs before the postsynaptic spike, while the synapse will be depressed if a presynaptic potential occurs after the postsynaptic spike.

A model of STDP development has been proposed by Rossum, Bi and Turrigiano [19]. The weighting changes of the synapse is calculated according to the STDP rule in the model. We use $W$ to represent the weight of the synaptic connection, $W \rightarrow W + W_p$ for potentiation and $W \rightarrow W + W_d$ for depression, where

$$W_p = C_p \times e^{-\Delta t/\tau_{STDP}},$$

$$W_d = -C_d \times W \times e^{\Delta t/\tau_{STDP}}.$$
Here, $\Delta t$ is the time difference between the synaptic action and the postsynaptic spike, $\tau_{STDP}$ is the time constant for depression and potentiation, $C_d$ is the average amount of the depression after one pairing connection, and $C_p$ is the average amount of the potentiation after one pairing connection (see Fig 2.10). In the neuron system, the relative synaptic change is shown by the conductance change and it decreases exponentially within the time difference $\Delta t$ [19].
Figure 2.10. Schematic diagram of spike timing-dependent plasticity. (a) The depression and potentiation process. (b) The relative synaptic change versus the time difference between the synaptic potential and the postsynaptic spike. The relative synaptic change exponentially decreases with time, and the relative change for potentiation varies for weak or strong synapses, while the change for depression is not affected by the synaptic strength. (Figure from reference [19].)
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Chapter 3

Construction of a Chemical Neural Network

A common way to understand the behavior of a complex system is through the analysis of its individual elements. However, the overall system is often not a simple collection of the elements, even if we clearly understand the individual behavior of each, since their interactions are also important. Network theory supplies a useful tool to combine individual elements and their interactions together into an overall system. From the previous introduction to the network theory, it is clear that the dynamics of a network can be very complex even if the dynamics of its elements (nodes) is relatively simple. For example, in an artificial neural network, the structure and dynamics of a single element is simple; however, when multiple neurons connect into a neural network, the dynamics may be extremely complex. In this chapter, we describe the construction of a simple network based on an excitable medium that has dynamic properties similar to a collection of neurons, with the aim of exploring the characteristics of this network [1].
3.1 Design of The Network

The photosensitive BZ reaction has been used to model a spatiotemporal network of excitable nodes [1, 2]. During the experiment, the gel is divided into square cells, with the light intensity in each cell controlled by the projector. Each cell is considered to be a node in the network. The network consists of an \( n \times n \) array of cells and each cell is \( m \times m \) pixels in size in a chessboard pattern (see Fig. 3.1). A wave can be initiated at a cell by setting the light intensity equal to zero at all grid points in the cell, while the surrounding medium is maintained in an excitable steady state. Local links arise by the propagation of reaction-diffusion waves from the initiation cells to their surrounding cells. Nonlocal links are created by changing the excitability by varying the light intensity of a destination cell according to the activity of a source cell. Prior to each experiment, a network of \( N \) nonlocal links is established by randomly choosing source cells and corresponding destination cells. The experimental system and numerical simulations have been used to investigate the dynamics of these simple networks. A number of dynamical behaviors have been observed, including sustained oscillation, period locking and phase locking of oscillators [1, 2].

The underlying network architecture of this experimental system can be examined using the average path length \( L \) and the clustering coefficient \( C \). For this network, the variations of the average path length \( L \) and the clustering coefficient \( C \) with the number of links are shown in Fig. 3.2. The statistical measures in this figure reveal that as the number of possible links increases, the average path length decreases, while the clustering coefficient remains close to the value of a regular network, categorizing it as a small-world network. The probability distribution of connectivity \( P(k) \) is found to have an exponentially decreasing trend similar
Figure 3.1. Construction of a network on an excitable medium. Each square represents a cell.

to the Watts-Strogatz model of a small-world network.

3.2 Dynamic Construction of the Network

We can impose a square array onto the gel, with the light intensity in each cell controlled by a projector in order to determine its excitability. In our previous work, there
Figure 3.2. In the panel, the solid line represents the average path length and the dashed line represents the clustering coefficient. Both of them decrease with increasing the number of randomly assigned nonlocal links. The data in the figure are normalized by the average value of the regular network that has no nonlocal links. Circles are the normalized average path length data. (From reference [1].)
were two types of links: local links and nonlocal links. Local links were initiated by the reaction-diffusion wave, and nonlocal links were assigned to random sites by the algorithm.

In the work proposed here, all links are externally controlled. The reaction-diffusion wave is inhibited by surrounding each node with a barrier of high light intensity.

In the Oregonator model of the photosensitive BZ reaction, \( D_u \) is the diffusion coefficient of HBrO\(_2\), which we set to zero in order to examine the ODE (ordinary differential equation) system without diffusion:

\[
\frac{du}{dt} = \frac{1}{\epsilon} \left[ u - u^2 - (\phi + fv) \frac{u - q}{u + q} \right],
\]

\[
\frac{dv}{dt} = u - v.
\]

For this two-variable Oregonator model, we use Euler method to solve \( u \) and \( v \) at time step \( dt = 0.001 \) and the length of cell side \( dx = 0.15 \). The parameters are \( f = 1.4, q = 0.0002, \) and \( \epsilon = 0.01 \). The network is composed of a 12 x 10 cell array for the experiment, while a 50 x 50 cell array with each cell made up of 19 x 19 grid points is used for the simulation. The cell is excited and a wave is initiated in the cell when the light intensity \( \phi \) is set to \( \phi = 0 \). The light intensity in the surrounding medium is maintained at \( \phi = 0.073 \).

### 3.3 Assigning the Links

Studies have shown that neurons have a higher probability of being connected to neighboring neurons than distant neurons [3]. This distance dependence can be incorporated into our network by modifying the link probability distribution.
We construct a link by choosing a source cell at random, and then choose a random destination cell at a distance $d$ with the probability $P(d) = 1/\xi \exp(-d/\xi)$. Here $d$ is the Euclidian distance between the source cell and the target cell, and $\xi$ is a parameter determining the average connection distance [3]. If a destination cell with the calculated distance from the source cell does not exist, then a new choice is made.

Figure 3.3 shows a simulation of the cumulative probability distribution $P(x > k)$ corresponding to the connectivity based on the proposed model with 17x17 nodes and 2,335 links, where the linear-linear, log-log and log-linear plots versus the degree $k$ are shown. We note that these plots are similar to the connectivity probability distribution of the C.elegans neural network. We will study the activity of the network both experimentally and computationally.

### 3.4 Nature of the Links

#### 3.4.1 The Distance Dependent Network Model

In previous work, a link was initiated based on the activity of a source cell. If the excitation of the source cell was over a certain threshold, it triggered an increase in excitability of the destination cell, leading to wave initiation [1]. In the chemical neural network, every link between two nodes has an associated weight, and once the threshold is attained, the weight is maintained over the period. A cell reaches threshold when the sum of all inputs to that cell is larger than a predetermined value, leading to the excitation of the node. This,
Figure 3.3. Cumulative distribution of the connectivity, $P(x > k)$, where $k$ is the number of links to and from each node. The same data are presented in (A) linear-linear, (B) log-log and (C) log-linear plots. Simulation carried out with a 17x17 node network and 2,335 links.

In turn, results in the transmission of excitation to other linked cells.

In the previous chapter, we described how light intensity effects the activity of the chemical medium. For the Ru(bpy)$_{2+}$ catalyzed BZ system, the change of light intensity changes the dynamics of the destination cell from excitable to oscillatory. Once a reaction-diffusion wave appears in the source cell, the chemical neural system is initiated and the integrate-and-fire model is applied.

From Section 2.5.1, we know that the synaptic weights of a neuronal network, based on the integrate-and-fire mechanism, are given by

$$y_i = \sum_{j=1}^{n} w_{ij} x_j.$$  

Here, $y_i$ is the output signal from $i$th neuron, $x_j$ is the input signal from the $j$th neuron to $i$th neuron, and $w_{ij}$ is the synaptic weight between neurons $i$ and $j$ [4]. In our system, the
light intensity imposed on a cell reflects the weights of the links to that cell. A simplification in our model at this level is that all the active excitatory links have the same weights and all the active inhibitory links also have identical weights. The change of the light intensity at a cell is

\[ \Delta\phi = C_e w_e - C_i w_i \]

where \( C_i \) and \( C_e \) are the number of the active inhibitory and excitatory links, and \( w_i \) and \( w_e \) are the weights of the inhibitory and excitatory links. The light intensity at the cell is

\[ \phi = \phi_0 - \Delta\phi = \phi_0 - C_e w_e + C_i w_i, \]

where \( \phi_0 \) is the background light intensity for all the cells. Decreasing the light intensity increases the activity of the BZ system.

Here we set the background light intensity of all cells \( \phi_0 = 0.15 \). After initiation, the active excitatory links will decrease the light intensity of the destination cells by 0.03, while the active inhibitory links will increase the light intensity of the destination cells by 0.08. The ratio of inhibitory to excitatory links is 1:4, which has been used in other neural network models [5, 6]. Figure 3.4 shows a schematic representation of the integrate-and-fire process that is applied in our chemical network system.

### 3.4.2 The STDP Network Model

In Hebbian learning, the strength of the connections to a neuron is affected by the timing of neuronal spikes. Here, we implement the spike timing dependent plasticity (STDP) mechanism. This is implemented in the experimental photosensitive BZ system with the
Figure 3.4. The circles represent the cells, and the shaded area represents the excitation coverage of the cell. When the excitation of a cell is 50% or more, the cell is defined as excited and the corresponding links are active (the first, third and fifth cells); otherwise, the cell is not excited and the corresponding links are not active (the second and fourth cells). Three cells are therefore excited and their links are active; two are excitatory links and decrease the light intensity at the destination cell, and one is an inhibitory link which increases the light intensity at the destination cell. The dashed line represents the inhibitory link and the solid lines represent excitatory links. The initial light intensity of the destination cell is given by $\phi_0$, and $\phi$ represents the light intensity that is imposed on the destination cell from the network.
dependence of excitability on the light intensity. By changing the light intensity associated with a link (or the weight of a link), a potentiation or depression of the link can be simulated according to the STDP mechanism.

In the Oregonator model for the photosensitive BZ reaction, $\phi$ is the rate of photochemical bromide production and is proportional to the light intensity. The light intensity of a cell in its excitable steady state is initially $\phi = \phi_0$, with a weight $w = w_0$. After summing the $m$ currently active links for the destination cell $i$ in the network, the light intensity of that cell is given by

$$\phi_i = \phi_0 - \sum_j w_j,$$

where $w_j$ represents the value of the weight adjusted by the changes $w_p$ or $w_d$ of link $j$. The change in the potentiation weight $w_p$ and the change of depression weight $w_d$ are calculated from the equations in Section 2.5.2. The time difference between the excitation of a source and target cell is $\Delta t$, which is determined according to the time of the maximum value of $v$ in each cell (see Fig. 3.5). The value of $\Delta t$ determines whether the weight change corresponds to potentiation or depression. The time constant for depression and potentiation is $\tau_{STDP}$, $c_d$ is the average extent of depression after one pairing connection, and $c_p$ is the average extent of potentiation after one pairing of connection. The illumination level is determined according to this algorithm, which is then imposed on the cell.

In order to maintain the activity of the network, a large number of links is required. Each link of the network is adjusted repeatedly based on the excitation of the source and destination cells. In our simulation model, the network is initially excited by decreasing the light intensity in the center cell of the network. If the combination of links from the initiated
Figure 3.5. Potentiation or depression based on $\Delta t$, where potentiation is shown in (a) and depression is shown in (b). The blue and red lines show the dimensionless concentration $v$ for the source cell and target cell, respectively. In panel (a), the spike in the source cell is before of the spike of the target cell, $\Delta t > 0$, and the weight of the link is therefore increased. In panel (b), the spike in the source cell is after that of the target cell, $\Delta t < 0$, and the weight of the link is therefore decreased.
cell results in wave activity, the activity on the network is sustained, otherwise, the activity on the network ceases. Adjusting the parameters of the network can change the activity of the network. The relevant parameters include the link weight and the number of links. In order to find the parameter regime in which the activity of the network will be sustained, the weight of the excitatory links is varied in the simulations. Figure 3.6 shows the probability of extended activity on the STDP network and the distance dependent network corresponding to different link weights [7].

In simulations, we find that STDP networks that maintain activity have a stable distribution of excitatory link weights and node weights. Figure 3.7 shows the stable distributions of excitable link weights and node weights in the STDP network.

3.5 Summary

We have studied a neural network using a cellular BZ reaction system. Although there are differences between neuronal networks and the BZ network, the BZ system is a useful model because its excitability is similar to that of a neuronal system.

The cells of the medium exhibit characteristics of the neural network elements. Two neural network models, the integrate-and-fire model and the STDP model, have been investigated. For these chemical networks, we have found that increasing the number of links increases the activity of the network until it becomes saturated with activity. In the distance dependent network, the link weight of excitatory and inhibitory links are set to be constant. Increasing the link weight can lengthen the time that the network remains active.
Figure 3.6. The probability of extended activity on a network is increased as the weight of the excitatory links is increased. The solid line represents the data of the distance dependent network. The dashed line shows values for the STDP network under the same conditions. Each point represents the fraction of 50 simulations that exhibits activity after 200 dimensionless time units. (Figure from reference [7].)
Figure 3.7. The stable distributions of node weights and excitatory link weights. The $Y$ axis represents the number of nodes and links. The distributions are based on the average result of 20 $STDP$ networks with the same parameters but different probability seeds. The network has 1600 nodes and 150,000 links. The initial excitatory link weight is 0.06, and the (constant) inhibitory link weight is -0.08. (Figure from reference [7].)
For the $STDP$ networks, we use the same initial excitatory link weights and the same initial inhibitory link weights. The link weights change based on the activity of the corresponding cells. If the $STDP$ network exhibits sustained activity, a stable distribution of link weights is observed.
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Chapter 4

A Chemical Neuronal Network: Simulations and Experiments

4.1 Experimental System

4.1.1 Chemical System

Stock solutions are prepared using analytical grade chemicals and deionized water and are refrigerated before use. The concentrations of the reactants are $[\text{BrO}_3^-] = 0.458$ M, $[\text{CH}_2(\text{COOH})_2] = 0.0125$ M, $[\text{BrCH(} (\text{COOH})_2] = 0.188$ M, and $[\text{H}_2\text{SO}_4] = 0.512$ M. The catalyst concentration in the silica gel is $[\text{Ru(bpy)}_2^{2+}] = 2.2$ mM. Ruthenium bipyridil stock solution is prepared by dissolving ruthenium bipyridil sulfate in deionized water. The silica gel, which is used as a medium to immobilize the catalyst ruthium(II), is made of waterglass (15%, weight ratio of sodium silicate to deionized water), ruthium(II) solution, and $\text{H}_2\text{SO}_4$, which used as hardening agent.

The thickness of gel is 0.3 mm, and the working area of 25 mm × 30 mm is divided into
a 12 × 10 array of cells by imposing an appropriate pattern of light intensity. During the experiment, the thin silica gel is bathed in continuously refreshed solution and the system is maintained in an excitable steady state.

### 4.1.2 Chemical Waves in the BZ Reaction

Propagating waves can be observed when the BZ reaction is carried out using an immobilized catalyst. In the ruthenium(II) catalyzed BZ reaction, the wave front includes an increased concentration of HBrO$_2$. Following the wave front is the oxidized catalyst, Ru(bpy)$_3^{3+}$, which is gradually reduced in the tail of the wave [1].

The BZ reaction waves arise from a combination of diffusion and reaction [2, 3]. In the excitable medium, waves are initiated by a perturbation. In the light sensitive BZ reaction, a small dark area, dust, or a silver needle touching the surface of the gel can serve as a wave initiator. After the perturbation, the initial wave can be visualized as a bright point, which then propagates by the diffusion of the autocatalyst bromous acid. The wave typically spreads through the medium with a characteristic velocity [2].

If we increase the light intensity on the excitable medium, the excitability of the region is decreased and the visible waves decay until they can not be seen. Now the state of the medium is defined as subexcitable.
4.1.3 The Instrumental Setup

Figure 4.1 shows a schematic representation of the experimental setup. Different regions of the gel can be illuminated independently by a projector according to a computed illumination pattern. A bandpass filter is used to select the light at $440 \sim 460$ nm corresponding to the absorption band of ruthenium(II). The beam splitter reflects the light onto the gel, while allowing observation with a video camera. The lens of the projector is adjusted in order to focus on a small area, e.g. $3.0 \text{ cm} \times 3.0 \text{ cm}$. A CCD video camera sends images of the spatiotemporal behavior to the computer for calculation of the real-time feedback. The reactor vessel is placed into a temperature-controlled base and the temperature is maintained at $5^\circ \text{C}$.

4.1.4 Design of the Illumination Pattern

Figure 4.2 shows the design of the illumination pattern in our experiment. In panel (a), the large yellow rectangle represents a slab of gel. The dark, gray and white areas show the different light intensities from the projector. The light intensity of dark square is zero, which is used as a wave source by maintaining the medium in the excitable regime. The white area is the area of the highest light intensity, and it is used as barrier to stop wave propagation. The gray area on the right-hand side is the network area, where the array of cells is defined.

Figure 4.2(b) shows the process to initiate the network. A wave is initiated in the dark region, which enters into the network area. We decrease the background light intensity of the network area to zero for 3 s in order to allow wave propagation into the 3 neighboring
Figure 4.1. The instrumental setup for the experiment. The reaction occurs in a thin silica gel in which the catalyst ruthenium(II) is fixed. The gel is cast onto a glass slide and is bathed in the flowing reactant solution.
Figure 4.2. (a) The illumination pattern imposed onto the gel. (b) Initialization of the network with wave activity.

cells. The light intensity is then returned to the background value and images are taken every 1.0 s by the camera to record the activity of the network.

4.2 Simulation Results

In the simulation, we use the distance dependent network model to control the network. The weights of the excitatory links are set to 0.04 and the inhibitory link weight is -0.08. The simulations show that the activity of the system is maintained longer as the number of links is increased. We are interested in the activity of the network when the link number is close to the threshold. The network consists of $20 \times 20$ nodes and each node includes $15 \times 15$ pixels in the simulations. Figure 4.3 shows the simulated activity of this network.
when the number of links is equal to 700, and Fig. 4.4 shows the simulated activity when
the number of links is equal to 800.

Comparing the two simulation results, we find that when the number of links is equal to
700, after initiation of the center nodes, the network nodes connected to the center nodes
by the links become excited, which can cause the whole network to become active. But the
activity only lasts for a certain time and eventually ceases. However, when the number of
links is increased to 800, after initiation of the same center nodes, the network activity lasts
indefinitely. Figure 4.5 shows the two different regimes of the network activity. Panel (a)
shows the process from initiation to finish for the network with 700 links, and panel (b)
shows the continuing activity for the network with 800 links.

**4.3 Experimental Results**

In our experiment, the network consists of $12 \times 10$ nodes and each node includes $43 \times 40$
pixels. Applying the *distance dependent* network model, we fix the weight of links such
that the excitatory link weight is equal to 0.04 and the inhibitory link weight is -0.08. We
find that when the number of links is greater than 400, the system can maintain a certain
amount of activity for a long period of time, while if the number of links is lower than 400,
the activity of the system will finally cease. The duration of the period of activity increases
as the number of links is increased.

But during the experiment, we did not observe this kind of self-sustained activity when
one center, two centers, four centers and even more centers of self-sustained static patterns
were initiated in the experimental medium. Figure 4.6 (a) shows network behavior with one
Figure 4.3. Simulation of the activity of the network after the center nodes were initiated, when the links number is equal to 700. The network consists of $20 \times 20$ nodes and each node includes $15 \times 15$ pixels.
Figure 4.4. Simulation of the activity of the network after the center nodes were initiated, when the number of links is equal to 800. The network consists of $20 \times 20$ nodes and each node includes $15 \times 15$ pixels.
Figure 4.5. Activity of networks with different number of links. Panel (a) shows the activity of the network when the number of links is equal to 700. Panel (b) shows the activity of the network when the number of links is 800. The y axis represents the number of the active nodes, and the x axis represents dimensionless time.
center, and the number of links equal to 300. Figure 4.6 (b) shows network behavior with two centers, and the number of links equal to 350. Figure 4.7 (c) shows four centers with 300 links and Fig. 4.7 (d) shows more centers with 400 links.

Comparing these four groups of images, we see that the centers of self-sustained static patterns easily form in the experimental medium. The number of links determines the duration of activity. When the number is over 400, the activity dramatically increases and the network can remain active without limit. But in the real world, we do not see such self-sustained activity in networks. For example, in neuronal networks, the neurons do not continually auto-excite after receiving one stimulation; on the contrary, fatigue appears in the neuronal network after certain period of activity [4]. We look for the cause of these self-sustained static patterns and analyze the patterns in detail, finding the cells in the active centers and all the links related to them.

From the analysis of Fig. 4.8, Fig. 4.9 and Fig. 4.10, we see that the self-sustained static patterns are formed based on the existence of an active loop. Figure 4.8 (a) is a picture of a static pattern with two centers, Fig. 4.8 (b) is the corresponding light intensity, and Fig. 4.8 (c) is a schematic diagram that shows the relationship between the two center cells (24 and 33 cell) and their linked cells by excitatory or inhibitory links. The figure shows that for cell 24, there exists six input excitatory links from cells 5, 33, 35, 15, 33, 35, in which two links from cell 33 are active, and one inhibitory link from cell 35. While for cell 33, there are five excitatory links from cells 22, 25, 24, 28, in which two links from 24 are active. And because cell 24 and cell 33 are neighbors, a diffusive link exists between them. Therefore, two active loops with excitatory links and one diffusive loop are formed.

We now analyze the image of the self-sustained static pattern with one center (Fig. 4.9 (a)).
Figure 4.6. Self-sustained static patterns with one and two centers. Images (a) show the activity in a self-sustained pattern with one center. The number of links is equal to 300. Images (b) show a self-sustained static pattern with two centers, and the number links is equal to 350.
Figure 4.7. Self-sustained static patterns with four and more centers. Images (c) show a self-sustained static pattern with four centers, and the number of links is equal to 300. Images (d) show a self-sustained static pattern with more centers, and the number of links is equal to 400.
Figure 4.8. (a) A color map of the two centers of the self-sustained static pattern. (b) The light intensity arrangement of the cells on the experimental medium corresponding to (a). The numbers represent the corresponding cells at the active centers. In this figure, number 24 and number 33 are the two active center cells of the network. (c) The link assignments of these two cells. Here, the purple arrows represent the excitatory links and the blue arrows represent the inhibitory links. The green arrow represents a diffusive link. The solid lines represent the active links, while the dashed lines represent the inactive links. Between cells 24 and 33, there are two active loops based on active excitatory links and one diffusive loop.
Figure 4.9. (a) A color map of one center of the self-sustained static pattern. (b) The light intensity arrangement of the cells at the corresponding time. In this figure, cells 2, 23, 24 and 33 are the active cells of the network, while cells 23, 24 and 33 are the active centers. (c) The link assignment of these three center cells. For each active center cell, there exists two input active excitatory links and two input diffusive links, and active loops are formed between cells 24 and 33 by four active excitatory links. The arrow color has the same meaning as in Fig. 4.8.
Figure 4.10. (a) A color map of the four centers of the self-sustained static pattern. (b) The light intensity arrangement of the cells at the corresponding time. In this figure, cells 73, 82, 92 and 113 are the active cells of the network. (c) The link assignments of the four center cells. Active loops are formed among these four active cells by the active excitatory links. There exists two diffusive loops between cell 73 and cell 82 and also cell 82 and cell 92. The arrow color has the same meaning as in Fig. 4.8.
In Fig. 4.9 (b) we found that there are four active cells, and three of them (23, 24 and 33) are in the active center. Because these three cells are close neighbors, their combined behavior resembles a one center static pattern. The bright excitation center is larger than other centers in the patterns with more centers. Figure 4.9 (c) shows the interactions among these three active cells and their linked cells. For the cell 23, there exists five excitatory links from cells 2, 12, 11 and two from cell 2 are active. For the cell 24, there are six excitatory links from cells 5, 33, 35, 15, and two links from 33 are active. Cell number 33 has five excitatory links from cells 22, 25, 24, 28 and two from 24 are active. Cells 23, 24 and 33 are neighbors with the diffusive links. Between active cells 24 and 33, there are two active loops that originate from active excitatory links, and one diffusive loop that originates from a diffusive link. Cell 23 is also excited by the two active excitatory links from cell 2 and two diffusive links from the neighbors 24 and 33. We have performed a similar analysis of the self-sustained static pattern with four centers.

From Fig. 4.10 (c) we find that the four active cells form active loops among them through the active excitatory links. If the number of the active loops is $\geq 2$ between two cells, the self-sustained active center may appear on these two cells, and the diffusive loops between them can also increase this self-sustained activity. If the number of links increases, the probability of loops that can generate self-sustained active centers becomes greater.

In order to match the simulated behavior representing the neuronal network, we modify our chemical model to eliminate self-sustained static patterns. We add a rule that if a cell is continually excited for a certain period of time, the system will automatically increase the light intensity of the cell to eliminate the activity. With this modification, the static self-sustained activity was suppressed. Figure 4.11 and Fig. 4.12 are images of the experimental
Figure 4.11. Limited restricted unsteady pattern. The figure shows snapshots of the network with the number of links equal to 400.

results with the modified model. Figure 4.11 is the network behavior with 400 links, while Fig. 4.12 is the behavior of the network with 500 links. From these results, we see that 500 is the threshold value for the new network. If the number of links is equal to or greater than this value, the network activity is long lived.

In the experiments, we use a camera to record the activity of the network. We count the number of active cells in each image. The average number over the course of the experiment gives the average activity of the system. This analysis can also be used in the simulations. We accumulate the number of active nodes at each time unit, and then divide by total time. We therefore obtain the average activity in the simulated neuronal network. Figure 4.13 shows the average activity of the network for different number of links. Panel
Figure 4.12. Restricted unsteady pattern. The figure shows snapshots of the network with the number of links equal to 500.
Figure 4.13. The simulated and experimental average activity versus the number of links. Panel (a) shows average activity for two sets of simulations. The model is a $10 \times 10$ array of cells, with each cell having $40 \times 40$ pixels (blue) or $60 \times 60$ pixels (red). We see that the larger the size of the cells, the lower the average activity for the same number of links in a network. Panel (b) shows the average activities in the experiment. The working area consists of $12 \times 10$ cells.

(a) is the numerical simulation and panel (b) is the experimental results. Comparing these two figures, we see that there exist a threshold number of links at which the activity of the network sharply increases, both in the simulated and in the experimental system.
4.4 Summary

A two dimensional network with excitable nodes has been implemented in experiments and numerical simulations. In the simulations, we obtained the network behavior with different number of links and an analysis of the activity. Through the average activity measurements, we determined the threshold number of links, which determines the duration of activity in the network system.

In a comparison with the numerical simulations, the experimental system shows some special features. When the link assignment is based only on the distance dependent rule, which we call the free link model, self-sustained static patterns are found. Such static patterns are not observed in simulations. These patterns deviate from the behavior of actual neuronal networks. We therefore analyzed the detailed structures in the experimental system and found that active loops are responsible for the formation of self-sustained static patterns. After restricting the assignment of links based on the free link model in order to avoid such loops, we have successfully eliminated the static patterns. We use the average activity to quantitatively describe the activity of different states of the network. In a same sized network, the threshold number of links in this model is higher than that in the free link model, and the behavior is similar to the behavior in the simulations.

We have also applied the STDP model to the experimental system; however, we were unable to observe any obvious differences when comparing it to the restricted pattern system, since the threshold number of links remained around 500.
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Chapter 5

Dynamical Quorum Sensing and Kuramoto Transitions to Synchronization

5.1 Abstract

Many oscillatory systems exist in nature, such as the flashing of fireflies [1], the metabolism of yeast cells [2], the physiological rhythm of heart cells [3], and the periodic firing of neuron cells. Investigations have characterized the individual oscillating mechanisms of these systems and discovered that they can form collective behavior due to the interactions between them. The simplest collective behavior of oscillators is phase or frequency synchronization. The flashing of a group of fireflies and the rhythmic activity of a heartbeat are examples of timekeeping behaviors that arise from the coupling of oscillators.

A. T. Winfree [4] and Y. Kuramoto [5] carried out pioneering research on synchronization in biological systems. In the 1980s, Kuramoto first described the mechanism of synchronization of a large number of phase oscillators in a global coupling mean field. In his description,
the oscillators’ transition from random phases to synchronization is a sigmoid growth in their collective amplitude. The collective signal of the oscillators is dependent on the coupling strength. When the coupling strength is lower than a critical threshold, the oscillators are phase randomized and the collective signal is flat and noisy. If the coupling strength is above this critical threshold value, a collective rhythm appears and the amplitude of the rhythm rises sigmoidally as the coupling strength increases. This transition of oscillators from random behavior to synchronization is referred to as Kuramoto synchronization. This phenomenon was first reported in 1974 in the suspensions of cells of the slime mold Dictyostelium discoideum [6]. In 2002, J. L. Hudson’s group experimentally studied Kuramoto synchronization in global coupling of electrochemical oscillators [7].

Thirty years ago, Aldridge and Pye [8] discovered another distinct type of density-dependent transition to synchronization in suspensions of yeast cells. In recent years, experimental studies have revealed that this type of transition is a quorum-sensing transition. When the cell density is lower than a critical value, the collective system of cells is quiescent rather than unsynchronized. If the cell density is over the critical value, the system is synchronously oscillating [9]. Many transitions found in nature are quorum-sensing transitions, such as bioluminescence in Vibrio fischeri [10–12] and the formation of biofilm in Pseudomonas aeruginosa [13].

Figure 5.1 is a schematic diagram that shows the two different transitions to synchronization. Figure 5.1(a) illustrates the quorum-sensing process. The individual oscillators are stable and have no oscillations at low density. But when the number density increases to a certain level, oscillations appear abruptly, as shown in panel 1. The global behavior of these oscillators is shown in panel 2. At first, the whole system is stable until the density is
increased to the critical value. The synchronization then suddenly arises, and the amplitude of the oscillation increases as the density increases. The Kuramoto synchronization process is shown in Fig. 5.1(b). For this type of transition to synchronization, at low number density, the individual oscillators have the same frequency and amplitude but different phases. The global behavior of these oscillators is flat and noisy. As the density is increased, more and more oscillators switch to the same phase and the collective behavior of the oscillators gradually changes to synchronization. Eventually, the phase of all the oscillators becomes the same, and the whole system exhibits synchronized oscillations, as panels 3 and 4 show.

We have studied populations of relaxation oscillators in order to characterize the two type of transitions to synchronization as a function of the population density and coupling strength (exchange rate) of the oscillators with the surrounding solution. Through changing the density of oscillators and the chemical exchange rate, we observe the Kuramoto synchronized transition and the quorum-sensing transition. The variation of the chemical exchange rate is carried out by changing the stirring rate. We use images to record the oxidation states of the chemical oscillators so that their synchronization can be characterized. We also use numerical analysis to characterize the Kuramoto and quorum-sensing transitions.
Figure 5.1. (a) Quorum sensing transition to synchronization. (b) Kuramoto synchronization. The brown lines represent the global behavior of the oscillators. The green lines represent the number density. The blue and red lines represent the different individual behaviors of the oscillators at different number densities. In panel 3, we see that the oscillating phases of the individual oscillators align as the oscillator density increases.
5.2 Experimental Setup

5.2.1 Catalyst Particle Preparation

The chemical oscillators in our experiment are ferroin-coated microporous cation-exchange beads (DOWEX 50WX4-200). The beads, purchased from Fisher, are put into ferroin solution and stirred for 4 hours, allowing the ferroin catalyst to be loaded onto the beads. Ferroin, the common name for Fe(phen)$_2^{2-}$, is the catalyst for the BZ reaction and is widely used as a redox indicator, whose color changes between red (the reduced form) and blue (oxidized form) during the reaction. The beads are then filtered and washed with distilled water and then 0.1 M sulfuric acid. The catalyst-coated beads are left to dry at room temperature in air for 24 hours before being stored in a sealed bottle. The catalyst concentration on the beads is $1.7 \times 10^{-5}$ M.

An estimation of the number density of the beads in solution is given by the equation

$$n = \frac{N}{V_s} = \frac{V_p}{\bar{V}V_s},$$

where $N$ is the total number of beads in the solution. The volume displacement of wet beads $V_p$ is calculated by $V_p = 5V_d$, where $V_d$ is the volume of dry beads occupied by 20% of the volume displacement of wet beads. $V_s$ is the total volume of the solution. $\bar{V}$ is the average volume of each bead, which is calculated from the average diameter of beads ($d = 120 \mu$m). For example, when a mass of 0.2 g of dry ferroin-loaded beads is added to 10 ml of solution, the volume displacement of the wet beads is 0.17 ml, and therefore the total number of beads $N$ is $1.2 \times 10^5$ and the number density of the beads $n = 1.2 \times 10^4$ ml$^{-1}$.

We analyzed the size of the beads and found they have a size distribution as shown in
Fig. 5.2(a). Each bead loaded with catalyst has its own oscillatory period based on its size and the catalyst loading; therefore, we measure the oscillatory period distributions of these catalyst-loaded beads (see Fig. 5.2(b)). The oscillatory period of the beads was measured in unstirred BZ solutions, where the beads are arranged so there are no interactions between them. The concentrations of the reactants are $[\text{NaBrO}_3] = 0.49 \text{ M}$, $[\text{MA}] = 0.14 \text{ M}$, $[\text{H}_2\text{SO}_4] = 0.67 \text{ M}$, and $[\text{NaBr}] = 0.07 \text{ M}$. During the reaction, the color of the catalyst-loaded beads changes between red and blue depending on the state of the catalyst ferroin. The optical density of each bead can be recorded to track the oscillatory period of the bead. Figure 5.2(c) is an example of the time series of the optical density for two individual oscillating beads.

### 5.2.2 Instrumental Setup

The reactor is a cylindrical vessel made of glass and fitted with a flat viewing window on the side. A Pt redox microelectrode (MI-800 from Microelectrodes, Inc.) is used to record the chemical electropotential of the BZ solution. A digital camera (SPOT Insight IN1120, shutter speed 0.4 ms) is used to photographically record the color change of the ferroin-loaded beads, and the viewing window is illuminated by two fiber-optic lamps. A magnetic stirrer (IKAMAG) is used to control the stirring speed of a 1.7 cm stirring bar. The stirring speed can be controlled from 100 to 900 rpm, and the beads are completely suspended in the BZ solution. We also have used a motor-driven impeller as a method to control the stirring speed and found that it has a higher exchange rate for a given stirring
Figure 5.2. The bead radius and oscillatory period distributions in the unstirred BZ solution. (a) Radius distribution of beads (DOWEX 50WX4-200). (b) Oscillatory period distribution of beads (figure from Ref. [14]). (c) Time series in grayscale for two individual oscillatory beads. The concentrations of the solution: $[\text{NaBrO}_3] = 0.49 \text{ M}$, $[\text{MA}] = 0.14 \text{ M}$, $[\text{H}_2\text{SO}_4] = 0.67 \text{ M}$ and $[\text{NaBr}] = 0.07 \text{ M}$. 
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speed than the magnetic stirrer. Our experimental results presented here are obtained by using a magnetic stirrer. Adding a known amount of dry catalyst-loaded beads into the stirred BZ solution increases the number density of the beads. The volume of the solution is 10 ml and the solution temperature is 20°C. Figure 5.3(a) and Fig. 5.3(b) show two images of the experimental setup, and Fig. 5.3(c) is a sketch of the experimental setup.

5.2.3 The Optical Intensity of the Beads

We know that the color of ferroin-loaded beads changes periodically when their oxidation state changes in the BZ reaction. In order to analyze the color change of a color image, the red, green and blue intensity (RGB) values are introduced to identify the color. As RGB values are not convenient for analysis, they have been converted to greyscale by the following empirical equation [15, 16]:

\[
\text{Greyscale} = 0.299 \times \text{red} + 0.587 \times \text{green} + 0.114 \times \text{blue}.
\]

Red, green and blue (RGB) represent the corresponding color components for each pixel of the image, the value ranging between 0 and 255. The calculated greyscale value represents the light intensity of that pixel. Therefore, the fraction of the light intensity for oxidized beads (blue beads) of an image can be calculated by the following equation:

\[
I_i = \frac{(S(G)_i - S(G)_{red})/n_i}{(S(G)_{ox} - S(G)_{red})/N},
\]

where \(I_i\) is the fraction light intensity of the oxidized beads for the \(i\)th image, \(S(G)_i\) is the sum of the greyscale values for all of the beads in the \(i\)th image, and \(S(G)_{red}\) and \(S(G)_{ox}\)
Figure 5.3. Experimental setup of a globally coupled system. (a) and (b) are two images of the instrumental setup, and (c) is a sketch of the experimental setup. Figure (c) shows that a microelectrode measures the oscillation amplitude as the potential changes. The normalized intensity in a series of images allows the average intensity of the beads as a function of time to be determined (right side). The red line in this figure represents the number density of the beads. The stirring speed is 600 rpm, and the images are recorded at a density of 0.02 g cm$^{-3}$, corresponding to approximately $1.3 \times 10^4$ beads cm$^{-3}$. (Figure from Ref. [14].)
Figure 5.4. A typical plot of average intensity of the beads in the oscillatory states determined by image analysis. The number density of the beads is 0.05 g cm$^{-1}$. The concentration of the solution: [NaBr] = 0.07 M, [MA] = 0.14 M, [H$_2$SO$_4$] = 0.67 M, and [NaBrO$_3$] = 0.49 M. The stirring rate is 600 rpm. (Figure reproduced from reference [14].)

are the sum of the greyscale values for all the beads when all the beads in the image are completely reduced (red) or oxidized (blue), respectively. $n_i$ is number of beads in the $i$th image and $N$ is the number of beads in a reference image which all the beads are in completely oxidized or reduced state. $\bar{I}$ is average intensity and ranges from 0 (all beads red) to 1 (all beads blue). We obtained the time series of average light intensity of the beads and an example of oscillations of the average intensity is in Fig. 5.4.
5.3 Experimental Results

Two distinct types of transitions to synchronization, which depend on the stirring speed and the number density of beads, have been observed in our experiment. One type of transition occurs at low stirring speed (300 rpm), another type occurs at high stirring speed (600 rpm).

5.3.1 Kuramoto Transition to Synchronization

When the stirring speed is low (300 rpm), a Kuramoto transition is exhibited. As shown in Fig. 5.5(a), at low number density, the electrode potential signal of the solution is noisy and the period of oscillation cannot be identified. Although the average intensity of the beads does not show regular periodic behavior, there is a constant fraction of the beads in the excited state (0.2). This means about 20% of beads are in the oxidized state of the oscillatory cycle. As the number density of beads is increased, oscillations of the global electrochemical potential begins with small amplitude. The amplitude gradually increases as the number density is increased. The average intensity of the beads shows the periodic oscillations and the maximum amplitude gradually increases. Figures 5.5(b) and 5.5(c) show the amplitude of the global electrochemical signal and the maximum average intensity as a function of the number density of beads, respectively. Figure 5.5(d) shows that the oscillation period decreases slightly as the number density of beads increases.
Figure 5.5. Kuramoto type transition to synchronization in the stirred system. Stirring speed is 300 rpm. The concentrations of the reactants: $[\text{NaBrO}_3] = 0.49 \text{ M}$, $[\text{MA}] = 0.14 \text{ M}$, $[\text{H}_2\text{SO}_4] = 0.67 \text{ M}$, and $[\text{NaBr}] = 0.07$. (a) Typical time series of the global electrode potential at different number density of beads. Black solid lines represent the electrical potential and the red solid step line represents the number density of beads. (b) The oscillatory amplitude of the global electrochemical potential, (c) the maximum average intensity ($\bar{I}$) of the associated images, and (d) the oscillation period as a function of number density of the beads. (Figure reproduced from reference [14, 17].)
5.3.2 Quorum Sensing Transition to Synchronization

The other type of transition to synchronization occurs when the stirring speed is at 600 rpm, when a sharp change from steady state to oscillatory behavior can be observed as shown in Fig. 5.6. Figure 5.6(a) is a typical time series of the global electrochemical potential measured as a function of number density of beads. At low number density, the signal of the electrode potential remains at zero; no oscillatory signal can be measured in this state. The oxidized catalyst-loaded beads (blue beads) cannot be detected in the associated images. This steady state is maintained until the increasing number density reaches a threshold value, when a large amplitude oscillation of the electrode potential suddenly appears. The average intensity of the associated image also shows that nearly 80% of beads are oscillating at the same frequency, and they are oxidized simultaneously at each oscillation. Further increasing the number density produces a continuous increase in the amplitude of the global electrical potential, while the maximum value of the average image intensity gradually approaches a constant value, as shown in Figs. 5.6(b) and 5.6(c). The oscillation period at high stirring speed is shown in Fig. 5.6(d). We see that the period of the oscillation decreases as the density of beads increases. We note that the period is larger than the period at low stirring speed.

Figures 5.5 and 5.6 characteristically describe the two distinct transitions to synchronization. For the Kuramoto transition, the state of the beads is always oscillatory; for the quorum sensing transition, the state of the beads is a stable steady state at low number density and oscillatory at high number density. As the number density increases, the amplitude of the oscillation gradually increases in the Kuramoto transition, while it suddenly increases
at the critical number density in the quorum sensing transition. The oscillation period for
the Kuramoto transition decreases from 42 s to 32 s as the number density increases from
0.01 to 0.04 g cm$^{-3}$, while for the quorum sensing transition, the oscillation period decreases
from 150 s to 85 s in this density range. Figure 5.7 shows a series snapshots for these two
transitions at low density (Fig. 5.7(a) and Fig. 5.7(c)) and snapshots of the Kuramoto
transition at high density (Fig. 5.7(b)). Snapshots of the quorum sensing transition at high
density are not shown here because the images are essentially the same as those shown in
Fig. 5.7(b).

5.4 Numerical Simulation

5.4.1 ZBKE Model

From the Chapter 1, we described how the mechanism of the BZ reaction was studied
by Field, Körös and Noyes (FKN) [18], and the Oregonator model [19], which gives the
essential features of the FKN mechanism, was proposed. The ZBKE model was developed
by Zhobotinsky, Buchholtz, Kiyatkin and Epstein in 1993 [20]. The ZBKE model improves
the Oregonator model, and can more accurately describe the oscillatory behavior in the BZ
reaction with the variation of parameters. The reaction scheme of the ZBKE model for the
BZ system is as follows [20]:

$$H^+ + Br^- + HOBr \rightleftharpoons Br_2 + H_2O$$  \hspace{1cm} (R1)

$$H^+ + Br^- + HBrO_2 \rightleftharpoons 2HOBr$$  \hspace{1cm} (R2)
Figure 5.6. Quorum sensing type transition to synchronization in a stirred system. Stirring speed is 600 rpm. The concentrations of the reactants: [NaBrO₃] = 0.49 M, [MA] = 0.14 M, [H₂SO₄] = 0.67 M, and [NaBr] = 0.07. (a) A typical time series of the global electrode potential as a function of number density of beads. Black solid lines represent the electrical potential and red solid step line represents the number density of beads. (b) The oscillatory amplitude of the global electrochemical potential, (c) the maximum average intensity (\( \bar{I} \)) of the associated images, and (d) the oscillation period as a function of number density. (Figure reproduced from reference [14, 17].)
Figure 5.7. Snapshots of bead behavior at different stirring speeds and number density. The images are taken at equal time intervals. (a) Stirring speed is 300 rpm and the number density of beads is 0.01 g cm$^{-3}$. We find a certain number of red beads (reduced state) and gray-blue beads (oxidized state) coexist in each snapshot, which indicates that the beads undergo desynchronized oscillations. Time interval for each image is 60 s. (b) Stirring speed is 300 rpm and the number density of beads is increased to 0.035 g cm$^{-3}$. Almost all the beads show the same color in each snapshot indicating synchronized oscillations are exhibited. (c) Stirring speed is 600 rpm and the number density of beads is 0.01 g cm$^{-3}$. All the beads are red (reduced state) in each image indicating that they are in the steady state. Time interval for each image is 180 s. The scale bar is 1.0 mm. (Figure from reference [17].)
\[
\begin{align*}
H^+ + Br^- + HBrO_3 & \rightleftharpoons HBrO_2 + HOBr \\
2HBrO_2 & \rightleftharpoons HOBr + HBrO_3 \\
H^+ + HBrO_2 & \rightleftharpoons 2HBrO_2^+ \\
HBrO_2 + H_2BrO_2^- & \rightleftharpoons HOBr + HBrO_3 + H^+ \\
H^+ + BrO_3^- & \rightleftharpoons HBrO_3 \\
H^+ + HBrO_3 + HBrO_2 & \rightleftharpoons HBrO_2^+ + BrO_2^- + H_2O \\
BrO_2^- + H^+ & \rightleftharpoons HBrO_2^+ \\
M_{\text{red}} + HBrO_2^+ & \rightleftharpoons M_{\text{ox}} + HBrO_2 \\
M_{\text{ox}} + CHBr(COOH)_2 & \rightleftharpoons M_{\text{red}} + CBr(COOH)_2^- + H^+ \\
H_2O + CBr(COOH)_2^- & \rightarrow H^+ + Br^- + COH(COOH)_2^- \\
H_2O + CHBr(COOH)_2 & \rightarrow CHOH(COOH)_2 + H^+ + Br^- \\
2COH(COOH)_2^- & \rightarrow CHOH(COOH)_2 + CO(COOH)_2 \\
COH(COOH)_2^- + CBr(COOH)_2^- & \rightarrow CHBr(COOH)_2 + CO(COOH)_2 \\
HOBr + CHBr(COOH)_2 & \rightarrow CBr_2(COOH)_2 + H_2O \\
Br_2 + CHBr(COOH)_2 & \rightarrow CBr_2(COOH)_2 + H^+ + Br^- 
\end{align*}
\]

In this mechanism, \(M_{\text{ox}}\) is the oxidized form and \(M_{\text{red}}\) is the reduced form of the catalyst. Here, \(CBr_2(COOH)_2\), \(CHOH(COOH)_2\) and \(CO(COOH)_2\) are considered to be final products. The reaction steps (RA-1) and (RA-2) are assumed to be fast so that other reactions that involve \(HOBr\) and \(Br_2\) as reactants are negligible. The equilibrium of reaction (R5c) is
assumed to completely shift to the right in acidic conditions.

The mathematical model derived from the mechanism is:

\[ \frac{dX}{dt} = -k_2h_0XY + k_3h_0XY - 2k_4^*X^2 - k_5h_0AX + k_{-5}U^2 + k_6U(C - Z) - k_{-6}XZ, \]
\[ \frac{dY}{dt} = -k_2h_0XY - k_3h_0AY + k_8R_1 + k_9B, \]
\[ \frac{dU}{dt} = 2k_5h_0AX - 2k_{-5}U^2 - k_6U(C - Z) + k_{-6}XZ, \]
\[ \frac{dZ}{dt} = k_6U(C - Z) - k_{-6}XZ - k_7BZ + k_{-7}h_0R_1(C - Z), \]
\[ \frac{dR_1}{dt} = k_7BZ - k_{-7}h_0R_1(C - Z) - k_8R_1 - k_{11}R_1R_2, \]
\[ \frac{dR_2}{dt} = k_8R_1 - 2k_{10}R_2^2 - k_{11}R_1R_2. \]

Here, \( X = [\text{HBrO}_2], \ Y = [\text{Br}^-], \ U = [\text{HBrO}_3^+], \ Z = [\text{Mox}], \ R_1 = [\text{CBr(COOH)}_2], \ R_2 = [\text{COH(COOH)}_2], \ A = [\text{HBrO}_3] = h_0[\text{NaBrO}_3]/(0.2 + h_0), \ B = [\text{CHBr(COOH)}_2], \ C = Z + [\text{M_{red}}], \ h_0 = \text{Hammet acidity function}, \ k_4^* = k_4(1 + 0.87h_0), \) and \( k_{-5} = (k_{-5b}k_{-5c})/(k_{5c}h_0). \)

Assuming the radical reactions R10 and R11 are very fast, we can use the quasi-steady-state approximation for \( R_2. \) The equation of \( R_1 \) is then obtained as follows:

\[ \frac{dR_1}{dt} = k_7BZ - k_{-7}h_0R_1(C - Z) - \frac{k_8R_1}{q(R_1)}, \quad (5.2) \]

where

\[ \frac{1}{q(R_1)} = 1 - \frac{k_{11}^2R_1}{4k_8^2k_{10}}(1 - (1 + \frac{8k_8k_{10}}{k_{11}^2R_1})^{1/2}). \]

For radical reactions R10 and R11, if R10 is much faster than R11, then \( q(R_1) = 1.0; \) if R11 is much faster than R10, then \( q(R_1) = 0.5. \) We use \( q \) as a substitute for \( q(R_1), \) which can be varied from 0.5 to 1.0. We then define \( k_8 \) as \( k_8 = \frac{k_8}{q}. \)

Assuming \( R_1 \) is a fast variable, when the quasi-steady-state approximation is applied,
the equation system of the model can be reduced as follows:

\[
\begin{align*}
\frac{dX}{dt} &= -k_2 h_0 X Y + k_3 h_0 X Y - 2k_4^* X^2 - k_5 h_0 A X + k_{-5} U^2 + k_6 U(C - Z) - k_{-6} X Z, \\
\frac{dY}{dt} &= -k_2 h_0 X_i Y_i - k_3 h_0 X Y - k_3 h_0 A Y + q\frac{k_7 k_8 B Z}{k_{-7} h_0 (C - Z) + k_8} + k_9 B, \\
\frac{dZ}{dt} &= k_6 U(C - Z) - k_{-6} X Z - \frac{k_7 k_8 B Z}{k_8 + k_{-7} h_0 (C - Z)}, \\
\frac{dU}{dt} &= 2k_5 h_0 A X - 2k_{-5} U^2 - k_6 U(C - Z) + k_{-6} X Z.
\end{align*}
\] (5.3) (5.4) (5.5) (5.6)

5.4.2 The Relationship between Stirring Speed and Chemical Exchange Rate

The exchange of chemical species between the catalyst-loaded beads and the BZ solution is considered to be a reversible surface process [21]. The exchange rate \((v)\) is described as a function of the stirring speed and is directly related to the concentration difference of species at the bead and in the solution:

\[
v = -k_{ex} (X_i - X_s),
\]

where \(X_i\) and \(X_s\) are the concentrations of species at the bead and in the solution, respectively. The exchange rate constant \(k_{ex}\) depends on the surface area \((A)\) and volume \((V)\) of the bead:

\[
k_{ex} = -k_{sl} \frac{A}{V}.
\]

Here, \(k_{sl}\) is the solid to liquid mass transfer coefficient [22]. When stirring speed is at zero, \(k_{sl}\) is only related to the diffusion coefficient. When stirring takes place, \(k_{sl}\) is a complex function which depends on the stirring method and the stirring speed. The values of \(k_{sl}\) are generally
in the range of $10^{-3}$ and $10^{-1}$ cm s$^{-1}$, and $k_{sl}$ increases monotonically with increasing stirring rate [22]. Hence, we can vary the chemical exchange rate by changing the stirring speed.

### 5.4.3 A Model of the Globally Coupled Oscillatory Bead System

In order to analyze these transitions to synchronized oscillatory behavior, a modified three-variable ZBKE model is implemented for the ferroin-catalyzed BZ reaction. In our BZ reaction system, there exists a species exchange between the catalyst-loaded beads and the surrounding solution. A sketch of the species exchange is shown in Fig. 5.8. $X$ represents the concentration of the activator HBrO$_2$, $Y$ the inhibitor Br$^-$, and $Z$ the oxidized form of the catalyst Fe(phen)$_3^{3+}$. Each bead in the BZ solution is treated as a mini BZ reaction system, and each has its own species concentrations ($X_i$, $Y_i$ and $Z_i$). The surrounding solution is catalyst-free and there only two concentrations ($X_s$ and $Y_s$) need to be considered. The concentrations of HBrO$_2$ for the $i$th bead and the surrounding solution are:

$$\frac{dX_i}{dt} = -k_{ex}(X_i - X_s) + f(X_i, Y_i, Z_i),$$

$$\frac{dX_s}{dt} = \frac{\bar{V}}{V_s} \sum_{i=1}^{N} k_{ex}(X_i - X_s) + g(X_s, Y_s).$$

Here, $f(X_i, Y_i, Z_i)$ represents the chemical reaction on the beads, and $g(X_s, Y_s)$ represents the chemical reaction in the surrounding solution, which is given by the ZBKE model [20]. $k_{ex}(X_i - X_s)$ is the exchange rate of HBrO$_2$ between the $i$th bead and the surrounding solution as previously described. $k_{ex}$ is the exchange rate constant, which increases with increasing stirring rate [22]. $\frac{\bar{V}}{V_s}$ is the dilution factor, where $V_s$ and $\bar{V}$ are the total volume of the solution and the average volume of a single bead, respectively.
Figure 5.8. A sketch of the species exchange between the beads and the surrounding solution. Each bead is considered to be a mini BZ reaction system, which exchanges HBrO₂ (activator X) and Br⁻ (inhibitor Y) with the surrounding solution. The catalyst (C) only exists on the beads, not in the solution. Z is the oxidized form of catalyst, and $k_{ex}$ is the exchange rate constant related to the stirring speed. (Figure from Ref. [23].)

From the reduced ZBKE model, we obtain the four-variable differential equations of the oscillatory bead system. In our ferroin-catalyzed BZ system, the intermediate HBrO₂⁺ (U) has a steady-state concentration ($U_{ss}$), which is given by:

$$U_{ss} = \frac{1}{4k_{-5}}(-k_6(C - Z_i) + (k_6^2(C - Z_i^2) + 16k_{-5}k_5h_0Ax_i + 8k_{-5}k_{-6}x_iZ_i)^{1/2}). \quad (5.9)$$

The concentrations $X$, $Y$, and $Z$ on the $i$th bead are given by:

$$\frac{dX_i}{dt} = -k_{ex}(X_i - X_s) - k_2h_0X_iY_i + k_3h_0AY_i - 2k_4X_i^2 - k_5h_0AX_i + k_{-5}U_{ss}^2 + k_6U_{ss}(C - Z_i) - k_{-6}X_iZ_i, \quad (5.10)$$

$$\frac{dY_i}{dt} = -k_{ex}(Y_i - Y_s) - k_2h_0X_iY_i - k_3h_0AY_i + q_7\frac{k_7k_8BZ_i}{k_{-7}h_0(C - Z_i) + k_8} + k_9B. \quad (5.11)$$
\[
\frac{dZ_i}{dt} = k_6 U_{ss}(C - Z_i) - k_{-6} X_i Z_i - \frac{k_7 k_8 BZ_i}{k_{-7} h_0 (C - Z_i) + k_8};
\] (5.12)

and in the surrounding solution, the concentrations \( X_s \) and \( Y_s \) are:

\[
\frac{dX_s}{dt} = \frac{\bar{V}}{V_s} \sum_{i=1}^{N} k_{ex} (X_i - X_s) - k_2 h_0 X_s Y_s + k_3 h_0 A Y_s - 2k_4 X_s^2 + k_{-5} U_{ss}^2,
\] (5.13)

\[
\frac{dY_s}{dt} = \frac{\bar{V}}{V_s} \sum_{i=1}^{N} k_{ex} (Y_i - Y_s) - k_2 h_0 X_s Y_s - k_3 h_0 A Y_s + k_3 B.
\] (5.14)

Here, we see that the dynamics of the beads depends on the exchange rate \( k_{ex} \) and the number density of the beads. The oscillation in the surrounding solution appears only in the presence of oscillatory beads, and the oscillations of \( X_s \) and \( Y_s \) are generated from the species exchange between the beads and solution.

The three-variable ZBKE model is applied in our simulations, where the equations are integrated using the Euler method with \( dt = 0.001 \) s. All the parameters used in the simulations for the ferroin-catalyzed BZ system are listed in Table 6.1.

### 5.4.4 Order Parameter

In order to quantitatively describe the transition to synchronization of the oscillators, Shinomoto and Kuramoto define an order parameter \( K \) as [24]:

\[
K = < |N^{-1} \sum e^{i\theta_j} - N^{-1} \sum e^{i\theta_j} |^2 >
\] (5.15)

where \( N \) is the number of oscillators (\( N = 1000 \) in our simulation), \( \theta_j \) is the phase of the \( j \)th oscillator, and \( < > \) represents the average over time. \( K = 0 \) means that the oscillators have random phases, and \( K = 1 \) means the oscillations are in perfect synchrony. If the oscillations
Table 5.1. The parameter values in the ferroin-catalyzed ZBKE model [14]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (M)</td>
<td>0.39</td>
<td>$k_2$ (M$^{-2}$ s$^{-1}$)</td>
<td>$7.6 \times 10^6$</td>
<td>$k_{-6}$ (M$^{-1}$ s$^{-1}$)</td>
<td>0.30</td>
</tr>
<tr>
<td>B (M)</td>
<td>0.14</td>
<td>$k_3$ (M$^{-2}$ s$^{-1}$)</td>
<td>2.0</td>
<td>$k_8/k_{-7}$ (M$^2$)</td>
<td>$3.0 \times 10^{-6}$</td>
</tr>
<tr>
<td>C (M)</td>
<td>$1.7 \times 10^{-3}$</td>
<td>$k_4$ (M$^{-1}$ s$^{-1}$)</td>
<td>8600</td>
<td>$k_8k_7/k_{-7}$ (M s$^{-1}$)</td>
<td>$5.0 \times 10^{-7}$</td>
</tr>
<tr>
<td>$h_0$</td>
<td>0.77</td>
<td>$k_5$ (M$^{-2}$ s$^{-1}$)</td>
<td>10.0</td>
<td>$k_9$ (s$^{-1}$)</td>
<td>$3.3 \times 10^{-6}$</td>
</tr>
<tr>
<td>$\bar{q}$</td>
<td>0.6</td>
<td>$k_{-5}$ (M$^{-1}$ s$^{-1}$)</td>
<td>$4.2 \times 10^6$</td>
<td>$k_{ex}$ (s$^{-1}$)</td>
<td>0.30-30</td>
</tr>
<tr>
<td>$\sigma_q$</td>
<td>0.05</td>
<td>$k_6$ (M$^{-1}$ s$^{-1}$)</td>
<td>$1.66 \times 10^7$</td>
<td>$\bar{V}/V_s$</td>
<td>$1.0 \times 10^{-6}$</td>
</tr>
</tbody>
</table>

are partially synchronized, then $K$ is between 0 and 1.

5.4.5 Simulation Results

Based on the three-variable ZBKE model, we obtain a surface plot of the concentration amplitude ($X_s$) as a function of the exchange rate $k_{ex}$ and the number density of beads $n$ (Fig. 5.9(a)), and a surface plot of the order parameter $K$ versus $k_{ex}$ and $n$ (Fig. 5.9(b)). In Fig. 5.9(a), it is easy to find the characteristic areas of the quorum sensing and the Kuramoto transitions on the plot. $k_{ex}$ monotonically increases with increasing stirring speed, and therefore high stirring speed means high $k_{ex}$. The quorum sensing transition occurs in this region. As the green line shows, the bromous acid concentration in the solution ($X_s$) remains very low at high $k_{ex}$ and low number density of beads, and the beads in this area are in the steady state. With the number density $n$ increasing to a threshold value, a sudden
jump in the global concentration $X_s$ occurs. The order parameter $K$ similarly changes (see the same area in Fig. 5.9(b)). Therefore, there exists either a steady state or a perfectly synchronized oscillatory state at different number densities ($n$) at high $k_{ex}$ (Fig. 5.10(a)).

On the other hand, low $k_{ex}$ means low stirring speed, and the Kuramoto transition occurs in this region in Fig. 5.9(a). As the red arrows show, the bromous acid concentration gradually increases when the number density of beads is increased, and the corresponding order parameter $K$ also gradually increases (see the same area in Fig. 5.9(b)). In Fig. 5.9(b), we see that the order parameter $K$ is not equal to 0 like $X_s$ at low bead density, which means that most of the beads are still in the oscillatory state. However, the period distribution of the beads at this density is wide, which gradually decreases with the increasing number density $n$ (see Fig. 5.10(b)).

Our model also predicts that a desynchronization transition will occur as the exchange rate is reduced. This has also been observed in the experiment, as shown in Fig. 5.11(a). After a quorum-sensing transition, a synchronized oscillation with high amplitude suddenly appears, and almost all of the beads are in synchrony. The amplitude of the global concentration $X_s$ gradually decreases as $k_{ex}$ is reduced until only a noise-like signal is observed, which means the oscillations of the beads are at random phases. This transition occurs at low density of the beads as shown in Fig. 5.9(a).

In the model, the concentration $X_s$ plays an important role for the mean-field coupling. Figure 5.11(b) shows the concentration of bromous acid on a single bead ($X_i$), in the solution ($X_s$), and the exchange for one oscillatory cycle. From Fig. 5.11(b), we see that the average exchange rate over one cycle for all the beads is negative; hence, we take its absolute value as a loss rate. Figure 5.11(c) shows that, for a fixed number of beads $n$, the average concentra-
tion of bromous acid in the surrounding solution \( <X_s> \) increases as \( k_{ex} \) is increased, and the corresponding loss rate also increases; therefore, the average concentration on a bead \( <\bar{X}_i> \) decreases.

Figure 5.11(d) shows \( <X_s> \), \( <\bar{X}_i> \), and the loss rate at a different number densities \( n \) when the exchange rate constant \( k_{ex} \) is high. At high \( k_{ex} \) and low \( n \), all of the beads are quiescent. The loss rate is high because of the low \( <X_s> \). As \( n \) increases, both \( <X_s> \) and \( <\bar{X}_i> \) increase. When \( n \) reaches a critical value, \( X_i \) reaches the threshold for the transition from the quiescent state to oscillations. Both \( <X_s> \) and \( <\bar{X}_i> \) undergo a sudden jump, which leads to a large increase in the loss rate.

5.5 Summary

As the number density of beads increases, two distinct types of transitions, the quorum sensing transition and the Kuramoto transition to synchronization have been observed in a globally coupled oscillator system. The coupling occurs through the species exchange between the oscillators and their surrounding solution, which is described with an exchange rate. At low stirring speed, the exchange rate is low, and the oscillations of beads are gradually synchronized as the number density of beads increases. This is the Kuramoto transition to synchronization. If the stirring speed is high, the exchange rate is high and the coupling strength between the beads and the surrounding solution is strong. The beads are quiescent if the number density is lower than a critical value. At a critical value of number density, synchronized oscillations suddenly appear. This is the quorum sensing transition to synchro-
Figure 5.9. Surface plots of bromous acid concentration $X_s$ and the order parameter $K$.
(a) A three-dimensional surface plot of bromous acid concentration ($X_s$) versus density $n$ and exchange rate constant $k_{ex}$. Kuramoto synchronization occurs at low exchange rate and the quorum sensing transition at high exchange rate, as shown by the red and green arrows. The pink arrows indicate that at a constant number density, the bromous acid concentration $X_s$ gradually increases as the exchange rate constant $k_{ex}$ increases. When $k_{ex}$ reaches a threshold value, $X_s$ falls to nearly zero, corresponding to the steady state. (b) The order parameter $K$ at the same conditions as in plot (a). (Figure from Ref. [14].)
Figure 5.10. Order parameter $K$ versus the number density and the corresponding period distribution of the beads in the Kuramoto or quorum sensing transitions. (a) Order parameter $K$ as versus number density $n$ in the quorum sensing transition. Bottom panels show the period distributions at different number densities: (i) $n = 6 \times 10^4 \text{ cm}^{-3}$, (ii) $8 \times 10^4 \text{ cm}^{-3}$, and (iii) $10 \times 10^4 \text{ cm}^{-3}$. (b) Order parameter $K$ versus number density $n$ in the Kuramoto transition. Bottom panels show the period distributions at different number densities (i) $n = 2 \times 10^4 \text{ cm}^{-3}$, (ii) $6 \times 10^4 \text{ cm}^{-3}$, and (iii) $10 \times 10^4 \text{ cm}^{-3}$. (Figure from Ref. [14].)
Figure 5.11. The influence of the exchange rate $-k_{ex}(X_i - X_s)$ on the transitions to synchronization. (a) Time-series showing desynchronized behavior of beads as $k_{ex}$ (in simulation, $n = 1.8 \times 10^4 \text{ cm}^{-3}$) or stirring speed (in experiment, density $= 0.0162 \text{ g cm}^{-3}$) is decreased. (b) Time-series concentrations of bromous acid on a single bead ($X_i =$ black line), in the solution ($X_s =$ blue line), and the exchange rate $-k_{ex}(X_i - X_s)$ (red line) in one oscillatory cycle. The conditions for this calculation are $n = 1.8 \times 10^4 \text{ cm}^{-3}$ and $k_{ex} = 0.3 \text{ s}^{-1}$. (c) The time-averaged activator concentration on the beads ($<\bar{X}_i>$ = black line), in the solution ($<X_s>$ = blue line), and the loss rate from beads ($<k_{ex}(\bar{X}_i - X_s)> =$ red line) as $k_{ex}$ is increased. The transition is from the oscillatory state to the steady state with increasing $k_{ex}$ ($n = 1.8 \times 10^4 \text{ cm}^{-3}$). (d) The transition is from the steady state to the oscillatory state with increasing $n$ ($k_{ex} = 3.0 \text{ s}^{-1}$). Color of lines same as in (c). (Figure from Ref. [14].)
Numerical simulations based on the three-variable ZBKE model [20] have been carried out. Two 3-D surface plots describe two types of relationships, one between the activator concentration in the solution $X_s$ with $k_{ex}$ and density $n$, and the other between the order parameter $K$ with $k_{ex}$ and density $n$. We analyze the time series of the activator concentration on the bead, in the solution, and the corresponding exchange rate for one cycle. We also calculate the time-averaged activator concentrations on the bead, in the solution, and corresponding loss rate with $k_{ex}$ increasing as density $n$ is fixed or with density $n$ increasing with $k_{ex}$ fixed. The calculation shows the transition form the oscillatory state to a steady state, and from the steady state to an oscillatory state.
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Chapter 6

Phase Transition to Synchronization in
Globally Coupled Oscillators

6.1 Abstract

In the natural world, periodic cycles determine individual and social behavior, often by governing activity in a manner crucial for survival. Synchronization of individuals in a population [1] is widely observed in chemical, biological, physical and social systems. Many such systems can be described as populations of coupled oscillators [2]. In Chapter 5, we discussed one type of transition to synchronization as quorum sensing, in which synchronization is triggered when the density of oscillators reaches a critical threshold [3]. This kind of sudden switch from one state to another has been found in yeast cells, which can switch from steady state to oscillatory behavior when the density of the cells reaches a critical threshold [4]. Another type of transition to is Kuramoto synchronization, in which unsynchronized oscillators gradually become synchronized as the coupling strength increases. The flashing
of fireflies is a good example of this type of transition. In the classical Kuramoto synchronization, the frequency and phase of the oscillators become closer as the coupling strength is increased.

Experimental studies of photochemical oscillators [5] and electrochemical oscillators [6, 7] have shown more complex synchronization transitions. These are neither smooth, as in Kuramoto synchronization, nor a sudden switch, as in quorum sensing synchronization. In this synchronizing behavior, clusters of oscillators form in which frequency and phase can be synchronized but with different phases for different clusters. These clusters of oscillators are called phase clusters [8].

Oscillators have the same frequency and phase in the same cluster; however, in different clusters they may have different frequencies (frequency clusters) or different phases but the same frequency (phase clusters) [8]. Okuda has demonstrated that M phase clusters can be observed under certain condition, where M is the number of clusters [9]. The number of clusters and the configurations of oscillators can be predicted [10], and periodic oscillators with a distribution of natural frequencies can generate complex signals through global coupling [11]. Frequency heterogeneity is considered to be an important factor in multistability and formation of multiple clusters [10, 12].

Our research is based on large populations of chemical oscillators coupled by exchanging chemical intermediates through the surrounding solution, which spontaneously form phase clusters. Each cluster has the same frequency but a phase that is different with respect to the other clusters, such that the global signal generated by multiple clusters is more complex than that from a single cluster. We experimentally study the formation of phase clusters and their stability as a function of the density of the oscillators. We also simulate the cluster
behavior based on the three-variable ZBKE model and compare our results with experiment.

6.2 Experimental Setup

6.2.1 Particle Preparation

In our experiment, we examine catalytic micro-particles immersed in a catalyst-free BZ solution. The chemical oscillators in our experiment are Ru(bpy)$_3^{2+}$ coated microporous cation-exchange beads (DOWEX 50WX4-200). The beads, purchased from Fisher, are added to ruthenium bipyridil solution and stirred for 24 hours, allowing the Ru(bpy)$_3^{2+}$ catalyst to be loaded onto the beads. Ru(bpy)$_3^{2+}$ is the photosensitive catalyst for the BZ reaction and is widely used as a redox indicator, whose color characteristically changes between orange (the reduced form) and green (oxidized form) during the reaction. The beads are then filtered and washed with distilled water and then 0.1 M sulfuric acid. The catalyst-coated beads are left to dry at room temperature in air for about 24 hours before being stored in a sealed bottle. The catalyst concentration on the beads is $1.65 \times 10^{-5}$ M. Figure 6.1 shows an image of catalytic micro-particles immersed in catalyst-free BZ solution.

We analyze beads loaded with the catalyst Ru(bpy)$_3^{2+}$ and find that each bead has an oscillatory period dependent on its size and the catalyst loading. Figure 6.2 (a) shows an example of the periodic change in intensity of three individual beads, and Fig. 6.2 (b) shows the period distributions of the catalyst-loaded beads. The oscillatory period of the beads was measured in the unstirred BZ solutions, where the beads are arranged separately with at least three particle diameters between them. The concentrations of the reactants are
Figure 6.1. Image of catalytic micro-particles (Ru(bpy)$_2^{3+}$) in catalyst-free BZ solution.

(Figure from reference [4].)
Figure 6.2. (a) Time series of the grayscale for three individual oscillatory beads. The concentrations of the solution: $[\text{NaBrO}_3] = 0.45 \text{ M}$, $[\text{MA}] = 0.13 \text{ M}$, $[\text{H}_2\text{SO}_4] = 0.67 \text{ M}$ and $[\text{NaBr}] = 0.07 \text{ M}$. (b) The oscillation period distribution in a population of beads.

During the reaction, the color of catalyst-loaded beads changes between orange and green depending on the state of catalyst $\text{Ru(bpy)}_3^{2+}$. The optical density of each bead can be recorded to track the oscillatory period of the bead.

6.2.2 Instrumental Setup

We use the same experimental setup as in our previous work. The reactor is a cylindrical vessel made of glass and fitted with a flat viewing window on the side. A redox Pt microelectrode (MI-800 from Microelectrodes, Inc.) is used to record the chemical electro-potential of the BZ solution, giving the average concentration of chemical species in the solution. A dig-
Figure 6.3. A sketch of the experimental setup.

Ital camera (SPOT Insight IN1120, shutter speed 0.4 ms) is used to photographically record the color change of the catalyst-loaded beads, allowing the oxidation state of the individual beads to be obtained from the images. The viewing window is illuminated by two fiber-optic lamps through a 480 nm low pass filter. Ru(bpy)$_3^{2+}$ is photosensitive and has a maximum of absorbance at 454 nm. A magnetic stirrer (IKAMAG) is with the stirring speed controlled at 600 rpm to obtain well suspended particles in the BZ solution. The volume of the solution is 10.0 ml and the solution temperature is 20°C. Figure 6.3 shows a sketch of the experimental setup.

6.3 Experimental Results

From our previous work [3], we know that oscillators can synchronize their rhythms when the number density of particles is above a critical value in a well-stirred BZ solution. In this
reaction system, two chemical species are provided by the catalytic beads to the surrounding solution, the inhibitor \(\text{Br}^-\) and the activator \(\text{HBrO}_2\), and these species act as synchronizing agents. The ferroin catalyst used in previous work provided a smooth Kuramoto synchronization transition or a sudden quorum sensing transition to synchronization. With the catalyst \(\text{Ru(bpy)}^2+\) in place of ferroin, a more complex global signal in the surrounding solution is generated.

In our experiment, a period-2 signal (two signal peaks per oscillatory period) is observed in the electrical potential at low densities of beads. As the bead densities increase, the global signal initially is period-1 (one peak per oscillatory period) and then splits into two peaks with different amplitudes after several oscillations. With a further increase in the bead density, the period-1 oscillation can be maintained for a longer time before it splits into period-2 oscillations. Eventually, only period-1 oscillations exist for the global signal for high bead density. Figures 6.4 (i), (ii) and (iii) show the three electrical potential signals corresponding to three different bead densities.

There are two possibilities for explaining this behavior. One is that the oscillators develop their own complex behavior and then synchronize in the population. Another is that each oscillator keeps its original oscillatory state, and two groups of synchronized oscillators are formed that are separated by a phase difference.

Time series of the global electrode potential is recorded in Fig. 6.5 (i). We see that the frequency in the first 10 min is twice that of in the next 10 min. The two types of oscillations, period-1 and period-2, are magnified in Fig. 6.5 (ii), and the optical intensity of the beads is shown in Fig. 6.5 (iii), obtained by analyzing the images. The calculation of bead intensity is the same as in Chapter 5.2.3. On the right side are eight sample images
Figure 6.4. The electrode signals corresponding to three different bead densities. The concentrations of the solution: [NaBrO$_3$] = 0.45 M, [MA] = 0.13 M, [H$_2$SO$_4$] = 0.67 M and [NaBr] = 0.07 M. (i) The bead density $n = 0.03$ g ml$^{-1}$, (ii) $n = 0.032$ g ml$^{-1}$, (iii) $n = 0.04$ g ml$^{-1}$. The time for maintaining the period-1 oscillation increases as the bead density increases. (Figure reproduced from reference [4].)

which were captured at the times marked in Fig. 6.5 (iii).

6.4 Numerical Simulations

6.4.1 ZBKE Model of Ruthenium Catalysed Particle System

The ZBKE model described in Chapter 5 provides a four-variable system of differential equations to simulate the catalyst-particle system. The model consists of the rate equations for the individual beads:

$$
\frac{dX_i}{dt} = -k_{ex}(X_i - X_s) - k_2h_0X_iY_i + k_3h_0AY_i - 2k_4X_i^2 - k_5h_0AX_i + k_{-5}U_{ss}^2 + k_6U_{ss}(C - Z_i),
$$

(6.1)
Figure 6.5. The electrode potential signal and sample images for one experiment. The bead density of the experiment $n = 0.026 \, \text{g ml}^{-1}$. The concentrations of the solution: $[\text{NaBrO}_3] = 0.45 \, \text{M}$, $[\text{MA}] = 0.13 \, \text{M}$, $[\text{H}_2\text{SO}_4] = 0.67 \, \text{M}$ and $[\text{NaBr}] = 0.07 \, \text{M}$. (i) The electrode signal trace for the whole time series. (ii) Magnified signal trace corresponding to the red area in (i). (iii) The intensity of beads corresponding to the same time series of (ii). Eight sample images are shown on right side. The time of each image is marked in (iii). The image area is about $2 \times 2 \, \text{mm}^2$. (Figure reproduced from reference [4].)
\[ \frac{dY_i}{dt} = -k_{ex}(Y_i - Y_s) - k_2 h_0 X_i Y_i - k_3 h_0 A Y_i + q_i \frac{k_7 k_8 BZ_i}{k_{-7} h_0 (C - Z_i) + k_8} + k_9 B, \]  
(6.2)

\[ \frac{dZ_i}{dt} = k_6 U_{ss} (C - Z_i) - \frac{k_7 k_8 BZ_i}{k_{-7} h_0 (C - Z_i) + k_8}. \]  
(6.3)

Here, \( X, Y \) and \( Z \) represent the concentrations of the activator HBrO\(_2\), the inhibitor Br\(^-\), and the oxidized form of catalyst Ru(bpy)\(_2^+\). \( X_i \), \( Y_i \) and \( Z_i \) are the concentrations of the species for each particle (\( i = 1, \ldots, N \)). The intermediate HBrO\(_2^+\) \((U)\) is given by its steady-state concentration \((U_{ss})\):

\[ U_{ss} = \frac{1}{4k_{-5}}(-k_6(C - Z_i) + (k_0^2(C - Z_i^2) + 16k_{-5}k_5h_0Ax_i + 8k_{-5}k_{-6}x_iz_i)^{1/2}). \]  
(6.4)

In the surrounding solution, the concentrations of HBrO\(_2\) and Br\(^-\) \((X_s \) and \( Y_s \) are:

\[ \frac{dX_s}{dt} = \frac{\bar{V}}{V_s} \sum_{i=1}^{N} k_{ex}(X_i - X_s) - k_2 h_0 X_s Y_s + k_3 h_0 A Y_s - 2k_4 X_s^2 + 4k_{-5} k_5 h_0 A X_s, \]  
(6.5)

\[ \frac{dY_s}{dt} = \frac{\bar{V}}{V_s} \sum_{i} k_{ex}(Y_i - Y_s) - k_2 h_0 X_s Y_s - k_3 h_0 A Y_s + k_9 B. \]  
(6.6)

A = [HBrO\(_3\)], B = [CHBr(COOH)\(_2\)] + [CH\(_2\)(COOH)\(_2\)], C = total catalyst, \( h_0 \) = Hammet acidity function, \( q_i \) = stoichiometric coefficient, \( k_2 \sim k_9 \) = rate constant, \( k_{ex} \) = exchange rate constant, \( V_s \) = total volume of the solution, \( \bar{V} \) = average volume of single bead. All of the parameters used in the simulations for the ruthenium-catalyzed BZ system are listed in Table 6.1.

### 6.4.2 Comparison of Ruthenium and Ferroin Catalysed BZ Reaction

Comparing the three-variable ZBKE model for Ru(bpy)\(_2^+\) with the ferroin-catalyzed ZBKE model, we see the change of HBrO\(_2\) and Br\(^-\) in Figs. 6.6 (a) (i) and 6.6 (b) (i).
### Table 6.1. The parameter values in the ruthenium-catalyzed ZBKE model [13]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (M)</td>
<td>0.51</td>
<td>$k_2$ (M^{-2} s^{-1})</td>
<td>$2 \times 10^6$</td>
<td>$k_{-6}$ (M^{-1} s^{-1})</td>
<td>0</td>
</tr>
<tr>
<td>B (M)</td>
<td>0.16</td>
<td>$k_3$ (M^{-2} s^{-1})</td>
<td>2.0</td>
<td>$k_{8}/k_{-7}$ (M^2)</td>
<td>$2.5 \times 10^{-4}$</td>
</tr>
<tr>
<td>C (M)</td>
<td>variable</td>
<td>$k_4$ (M^{-1} s^{-1})</td>
<td>3000</td>
<td>$k_{8}k_{7}/k_{-7}$ (M s^{-1})</td>
<td>$1.4 \times 10^{-2}$</td>
</tr>
<tr>
<td>$h_0$</td>
<td>0.77</td>
<td>$k_5$ (M^{-2} s^{-1})</td>
<td>33</td>
<td>$k_9$ (s^{-1})</td>
<td>$3.0 \times 10^{-6}$</td>
</tr>
<tr>
<td>$\bar{q}$</td>
<td>0.8</td>
<td>$k_{-5}$ (M^{-1} s^{-1})</td>
<td>$4.2 \times 10^6$</td>
<td>$k_{ex}$ (s^{-1})</td>
<td>0.9</td>
</tr>
<tr>
<td>$\sigma_q$</td>
<td>0.1</td>
<td>$k_6$ (M^{-1} s^{-1})</td>
<td>$4 \times 10^7$</td>
<td>$\bar{V}/V_s$</td>
<td>variable</td>
</tr>
</tbody>
</table>

Figures 6.6 (a) (ii) and 6.6 (b) (ii) show the corresponding phase response for HBrO$_2$ or Br$^-$ perturbations. From the figure, we see that the Br$^-$ perturbation causes mainly a negative phase shift, which means that pulses of Br$^-$ induce phase delays, while HBrO$_2$ perturbations mainly cause positive phase shifts that induce phase advances for the next oscillation.

#### 6.4.3 Formation of Clusters

In Fig. 6.7, we simulate the experimental behavior shown in Fig. 6.4, based on the ZBKE model. The initial single peak splits to form small peaks in the oscillatory trace. The amplitude of Br$^-$ concentration in the surrounding solution increases with a number density increase, and the time before the splitting occurs becomes longer.

In our simulations, the individual oscillators are analyzed to interpret the cluster formation. Figure 6.8 (i) shows the time series of bromide concentration in the surrounding
Figure 6.6. Simulations of two species (HBrO₂ and Br⁻) behavior in Ru(bpy)³⁺ (a) and ferroin (b) catalysed BZ reaction system. The mass exchange to the surrounding solution is zero. The Ru(bpy)³⁺ coated particle (orange), and the ferroin coated particle (blue) are shown at left. (i) Oscillatory behavior of HBrO₂ and Br⁻ is shown in (a) (i) and (b) (i) for the Ru(bpy)³⁺ and ferroin systems, respectively. (ii) The corresponding phase response following HBrO₂ and Br⁻ perturbations. The phase is given as: $\phi(t) = 2\pi(t - T_n)/(T_{n+1} - T_n)$, where $T$ is the period with the perturbation. (Figure from reference [4].)
Figure 6.7. Simulations of cluster formation. Y axis represents the bromide concentration in the surrounding solution. The catalyst concentration $C = 3.3 \times 10^{-2}$ M. (i) The number density $n = 9.5 \times 10^3$ cm$^{-3}$, (ii) $n = 1.9 \times 10^4$ cm$^{-3}$ and (iii) $n = 2.4 \times 10^4$ cm$^{-3}$. (Figure reproduced from reference [4].)

solution and Fig. 6.8 (iii) shows the bromide concentration traces on four individual oscillators. The bromide concentration of each oscillator is known as a function of time, and the corresponding phase function therefore can be constructed. We use $\cos \theta$ vs $\sin \theta$ to describe the phase, and the result is a phase plot of the oscillators moving around the cycle with constant velocity. In Fig. 6.8 (iii), the four oscillators are initially at the same phase at $t = 98$ s. The oscillator with the shorter natural period arrives at its peak value of bromide concentration first (the blue trace). This causes an increase in the bromide concentration in the surrounding solution, affecting all other oscillators. This bromide perturbation causes a phase delay of the other oscillators which then form a second group. In the next oscillatory cycle, the light blue oscillator falls back and joins the second group. Figure 6.8 (ii) shows the period distribution after the first split. The small group period is around 40 s and the large group period is around 50 s. There are 1000 oscillators in the system.
From experiments, we find that the amplitude of the electrode potential either remains stable or changes with time, as shown in Figs. 6.9 (a) (i) and 6.9 (a) (ii). This behavior arises because the oscillators either have a stable group configuration or an unstable group configuration. If a fraction of the oscillators can jump between groups, it will cause changes in the amplitude of the global signal. In the simulation, using the same parameters and slightly different natural periods of oscillators, we observe these two kinds of behavior for period-2 phase clusters. One is a stable configuration, shown in Fig. 6.9 (b) (i), and the other changes with time, shown in Fig. 6.9 (b) (ii). In Fig. 6.9 (b) (ii), we see that the amplitude of the trace varies with time, which means the configuration of oscillators in the two groups is unstable and some oscillators jump between the two groups. Traces of the bromide concentration on 100 sample oscillators and their phase cycle are shown, representing these two configurations. The jump of the oscillators is due to the phase delay arising from the $\text{Br}^-$ perturbation or the phase advance resulting from the HBrO$_2$ perturbation.

### 6.4.4 Factors Influencing Cluster Formation

We know that the concentrations of HBrO$_2$ and Br$^-$ play an important role in cluster formation, and that the number of clusters is a function of the number density. Figure 6.10(a) shows that the number of clusters decreases as the density is increased. When the number density increases to a threshold value, there exist only one cluster in the system. In simulations, we have observed up to four clusters in the system, but only one and two clusters have been observed in our experiments. The reason is that one and two clusters
Figure 6.8. Simulations and interpretation of phase cluster formation. The catalyst concentration $C = 3.3 \times 10^{-2} \, \text{M}$. The number density $n = 1.9 \times 10^4 \, \text{cm}^{-3}$. (i) Time series of bromide concentration in the surrounding solution. (ii) The period distribution after the initial split of the total number of oscillators ($N = 1000$). (iii) The bromide concentration traces on four individual oscillators corresponding to the trace in (i), and the corresponding phase plots below. The natural periods of the four individual oscillators are shown on the right. (Figure reproduced from reference [4].)
Figure 6.9. Switching oscillators in experiments and simulations. (a) Time series of electrical potential signal of period-2 oscillations. Number density n = 0.02 g ml$^{-1}$: (i) stable signal, (ii) unstable signal, and (b) simulation results. Total number of oscillators N = 1000. (i) Stable configuration of oscillators: the amplitude of bromide concentration in the surrounding solution is stable in time. (ii) Unstable configuration of oscillators: the amplitude of bromide concentration in the surrounding solution is changing in time. The traces of bromide concentration on 100 sample oscillators and their phase cycle are shown in the lower plots. In (b) (ii), the blue oscillator at the front group jumps and joins the other group, which causes the amplitude in the global signal to change. (Figure from reference [4].)
have a wide range of number density compared to three and four clusters. If the exchange of HBrO\(_2\) does not occur (\(k_{ex} = 0\) for HBrO\(_2\)), the number of clusters decreases more slowly with increasing density, as shown in Fig. 6.10 (b). If the exchange of Br\(^-\) does not occur (\(k_{ex} = 0\) for Br\(^-\)), only one cluster exists for all number densities, as shown in Fig. 6.10 (c). Only one cluster exists if there is no HBrO\(_2\) and Br\(^-\) exchange in the surrounding solution, as shown in Fig. 6.10 (d). Both are synchronizing species, and their perturbations either advances or delays the phase of the oscillators.

We find that the coupling strength \(k_{ex}\) is another important factor that affects the number of clusters. Figure 6.11 shows the formation of different numbers of clusters under different coupling strengths when the number density remains constant. The number of clusters increases with decreasing coupling strength \(k_{ex}\), and only one cluster exists at high coupling strength. At low stirring speed (around 600 rpm), a period-2 electrochemical signal is observed; however, when the stirring speed is increased to 900 rpm, only a period-1 signal is observed.

### 6.5 Summary

Cluster formation in globally coupled oscillators has been experimentally observed using the electrode potential signal and intensity of beads from the captured images. Period-2 electrochemical signals and intensity oscillations have been observed. We also found that the amplitude of the signal and the time elapsed before the initial split are related to the number density of the oscillators.
Figure 6.10. Simulated behavior of HBrO₂ and Br⁻ concentration in the surrounding solution and the cluster number as a function of the number density. (a) Both HBrO₂ or Br⁻ exchange occurs with the surrounding solution, (b) only Br⁻ exchange occurs, (c) only HBrO₂ exchange occurs, and (d) no exchange occurs. (Figure from reference [4].)
Figure 6.11. Simulations of the HBrO$_2$ concentration in the surrounding solution at different coupling strength $k_{ex}$. The number density of oscillators $n = 1400$ cm$^{-3}$. (a) At a coupling strength $k_{ex} = 1.5$, only one cluster is observed, (b) with $k_{ex} = 1.1$, two clusters are formed, (c) with $k_{ex} = 0.9$, three clusters are formed, (d) and with $k_{ex} = 0.5$, four clusters are formed.
Based on ZBKE model [13], we set up a three-variable ZBKE model for the ruthenium-catalysed particle system. We have simulated the HBrO$_2$ and Br$^-$ concentrations on the individual oscillators and in the surrounding solution. By analyzing the behavior of individual oscillators, the cluster formation can be interpreted in detail. An HBrO$_2$ perturbation causes a phase advance and a Br$^-$ perturbation causes a phase delay. Consequently, phase clusters are formed and oscillators can jump between the clusters. We have also demonstrated that the number of clusters is related to the number density $n$ and coupling strength $k_{ex}$. The cluster number decreases as the number density increases with HBrO$_2$ and Br$^-$ exchange in the surrounding solution. The same trends are observed for the coupling strength $k_{ex}$. 
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