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Corrosion Fatigue Crack Propagation of Oil-Grade Alloy 718 in NaCl Solution

Jared S. Nutter

Nickel-based alloy 718 was originally developed for use in aircraft gas turbine engines, where there was a need for low cost, high temperature superalloys. Today, alloy 718 has evolved into a special grade (oil-grade) for use in the oil and gas industry for deep sea oil drilling where its good corrosion resistance and customization of mechanical properties via heat treatments are highly sought out. In recent decades, oil-grade Alloy 718 has been directly used in bottom-hole assembly components such as measurement while drilling tools and drill collars, where it applies a combination of good corrosion resistance, high fatigue/corrosion fatigue strength, and non-magnetism. However, as the modern oil and gas industry drilled into high pressure, high temperature, ultra-deep wells, the demand for increased strength and toughness is very critical for newly designed Alloy 718. Thus, a two-step aging treatment, which is used to maximize the yield strength of aerospace-grade Alloy 718, has been adopted and modified for oil-grade alloy 718. However, the effect of aging treatments on corrosion fatigue resistance of oil-grade alloy 718 has not been extensively investigated yet.

The aim of this study is to investigate the effect of three different aging treatments on corrosion fatigue crack growth (CFCG) of oil-grade Alloy 718 in NaCl solutions with various temperatures, concentrations, and waveforms.

The results show that there is no obvious effect of 3.5 wt.% NaCl solution on the CFCG rates of oil-grade alloy 718 in all three different aged conditions. However, the CFCG rates of oil-grade alloy 718 in 21 wt.% NaCl solution are increased as compared with the ones in air and in 3.5 wt.% NaCl solution. Moreover, aging treatments lead to lower CFCG rates of oil-grade alloy 718 in all tested conditions. Fractographical examinations of the fractured surfaces showed that the fatigue cracks propagated in the transgranular mode for all conditions.
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Chapter 1: Introduction

For the past half century, the subject of corrosion fatigue crack propagation of metallic materials has attracted much attention from researchers throughout the world. This is due to the fact that corrosion fatigue is a big cause of many service failures in a wide variety of industries [1-4]. The oil and gas industry is particularly important with the exploration of deep wells in deep-water being the “new frontier” [5]. Deep wells generally have higher temperatures (up to 260°C) and pressures (up to 172 MPa). There are two basic categories of wells, “sweet” and “sour”, where sweet wells are mildly corrosive and sour wells are very corrosive. The material selection is especially important for sour wells, because they can contain hydrogen sulfide, carbon dioxide, chlorides, and free sulfur [5, 6]. Deep wells generally require more high-performance, nickel-base alloys, which are stronger and more corrosion/corrosion fatigue resistant than comparable stainless steels.

Nickel-base Alloy 718 was originally developed for use in high temperature, aircraft gas turbine engines. It was first used in the oil and gas industry for fasteners, valve stems, shafts, and drill tools (applications that only involve brief exposure to corrosive conditions). By the 1980s, alloy 718 began to be used in critical well completion equipment such as hangers, packers, and subsurface safety valves [7-10]. Recently, the largest use of alloy 718 is for downhole tools such as subsurface safety valves, packers, flow control devices, and other tools [5, 8, 11, 12]. Wellhead distribution equipment may also be made of high-strength, nickel-base alloys. These components reduce pressure through a complex system of valves and combine or distribute the oil and or gas flow. In the case of offshore wells, these devices sit on the ocean floor, exposing them to long term sea water environments. Alloy 718 has also been used in downhole measurement tools including devices such as logging-while-drilling (LWD) and measurement-while-drilling (MWD), where sophisticated electronic instruments are contained in a strong, nonmagnetic alloy tube [12].

It is well known that nickel-base alloy 718 can be age hardened to various strength levels by adjusting the heat treatment procedures. Oil-grade alloy 718 is solution annealed at a temperature of 1021°C to 1052°C for one to two and a half hours, followed by single-step aging treatment at 774°C to 802°C for six to eight hours [13]. This single-step aging treatment is described in API standard 6A718 specified for nickel-base alloy 718, used in oil and gas drilling and production to increase stress corrosion cracking (SCC) and sulfide stress cracking (SSC) resistance. This is achieved by sacrificing mechanical properties such as yield strength and hardness [9, 12]. Since the demand of strength and toughness increases in deep well drilling, a two-step aging treatment at 760 °C and 650 °C has been adopted for oil-grade alloy 718 in recent years to maximize the mechanical properties. However, there has been no research into the corrosion fatigue properties of this new aging treatment or the standard aging treatment in low temperature aqueous NaCl environments. Thus, it is important to investigate whether aging treatment affects the corrosion and corrosion fatigue resistance of oil-grade alloy 718 since the mechanical properties have been improved.
This study investigates the effects of heat treatment, solution temperature, cyclic waveform, and chloride concentration on corrosion fatigue crack propagation of oil-grade Alloy 718 in NaCl solution.

Chapter 2: Literature Review

2.1 Chemical Composition & Microstructure of Ni-based Superalloys

The compositions of most common superalloys involve ten or more elements making superalloys some of the most complex materials engineered by man. Figure 2.1 shows important elements to the chemical makeup of Ni-based superalloys, and their relative location in the periodic table.

Figure 2.1 Categories of elements important to the constitution of the Ni-based superalloys, and their relative positions in the periodic table [14].
The first class of elements used to make up the austenitic gamma (γ) matrix includes nickel, cobalt, iron, chromium, ruthenium, molybdenum, rhenium and tungsten. These elements have similar atomic radii to Ni and tend to partition to the γ-matrix stabilizing it [15]. The second class of elements (aluminum, titanium, niobium and tantalum) have greater atomic radii than the first class and assist in the formation of ordered phases such as the FCC gamma-prime (γ') phase and BCC gamma double prime (γ''). These phases precipitate in the γ-matrix and helps strengthen it by forming coherent bonds with the γ-matrix. A third class, made up of boron, carbon and zirconium, migrate to the grain boundaries to form carbides and borides because their atomic radii are very different than nickel's [15].

The microstructure of superalloys consists of different phases that do different things in the alloy. The main γ-matrix forms a continuous FCC structure in which other phases reside. Almost all of the elements used for corrosion resistance reside in this phase such as chromium, nickel, aluminum, titanium, molybdenum and copper. The γ' phase forms as a strengthening precipitate phase in the γ-matrix. In Ni-Fe based superalloys rich in niobium such as Alloy 718, a second BCC precipitate phase forms along the grain boundary called gamma double prime phase (γ''). Carbides of the form MC are formed with carbon reacting with titanium, tantalum or hafnium along the grain boundaries. These can decompose to other species such as M23C6 and M6C residing in the γ-matrix, and are rich in chromium, molybdenum and tungsten.

2.1.1 Gamma Prime Phase

The main strengthening component in superalloys without γ'' precipitate is the ordered L12 Ni-Al γ'-phase. It precipitates in the continuous γ-matrix from mainly Aluminum, but may also include Titanium or Niobium. In the ordered FCC A3B compound shown in Figure 2.2(a), electronegative elements (Ni, Co, Fe) compose the “A” element, and more electropositive elements (Al, Ti, Nb) compose the “B” element [7, 14]. In the ordered L12 FCC structure, the A element is in the center of the faces and the “B” element is at the corners. Since the Ni atom is incompressible, this compound is favored in the Ni dominated γ-matrix do to its small size change. More complex phases are avoided since they would require a larger size change. The shape of γ’ is related to the matrix-lattice γ/γ' mismatch. The shape changes with increasing γ/γ' mismatch are spherical, globular, blocky and cuboidal. Spheres occur at 0-0.2% lattice mismatch, cubes at 0.5-1.0% mismatch and plates appear above 1.25% mismatch [14]. Also, variations in Molybdenum content and in the Aluminum/Titanium ratio can change γ' morphology [14].
2.1.2 Gamma Double Prime Phase

For Ni-Fe superalloys, such as Alloy 718, with sufficient niobium content, a second precipitate forms with a body-centered tetragonal ordered compound shown in Figure 2.2(c). Gamma double prime provides high strength at low-to-intermediate temperatures and is unstable above 650°C. The precipitate is similar to γ' due to its Ni₃Nb composition and thus is denoted gamma double prime (γ''). It is an ordered compound with D₀₂₂ crystal structure with a disc-shaped morphology. The size of γ'' can have a thickness as small as 10 nm and diameter about 50 nm [15]. In alloys where γ' and γ'' are present, γ'' is the primary strengthening precipitate. Like γ', γ'' is coherent with the γ-matrix with coherency strains to several percent (of the order of 2.9%) [14]. The high strength comes from coherency strains and the limited number of available slip systems which operate in γ''. The kinetics of formation, however, are sluggish as a consequence of the high coherency strains. In over aged conditions the niobium can migrate to form an incoherent phase called delta phase.

2.1.3 Delta Phase

The delta phase (δ) is a bi-product of niobium rich superalloys in overaged conditions. It is invariably incoherent with the γ-matrix and therefore does not directly add any strength to the superalloy. It forms in the range of 650-980°C, and its characteristics of formation are strongly dependent on temperature [7, 15]. At temperatures around 650-700°C, δ nucleates at γ grain boundary and grows at the expense of γ'. At 700-885°C, both δ and γ'' precipitate together, beyond 885°C γ'' is no longer stable. At 840-950°C, the δ forms rapidly in the form of plates at times under 24 hours. The solvus temperature of δ is around 1000°C. The δ phase distribution can be used to control and refine grain size to help optimize the tensile and fatigue properties. Evidence shows that hydrogen-cracking susceptibility of alloy 718 is directly related to the extent of δ-phase coverage of the grain boundaries.
Hydrogen appears to play a role in promoting interface decohesion between δ-phase and the matrix.

2.2 Oilfield Applications of Alloy 718

Originally, alloy 718 was developed for use in aircraft gas turbine engines; in fact, the patent makes no mention of aqueous corrosion capabilities. However, it was quickly recognized it would be useful in ambient temperature applications needing high strength, toughness, and moderate resistance to acids and salts. Around the same time, the oil and gas industry was moving into coastal and marine locations, deeper wells were being drilled with higher pressures and temperatures with more corrosive fluids creating the demand for a higher corrosive resistant alloy. Aero-grade alloy 718 was first used in the 1970s in the oil and gas industry for fasteners, valve stems, shafts, and drill tools (applications that only involve brief exposure to corrosive conditions). By the 1980s, alloy 718 began to be used in critical well completion equipment such as hangers, packers, and subsurface safety valves. Today, the largest use of alloy 718 is for downhole tools such as surface-controlled subsurface safety valves (which shut off flow at the top of the well), side-pocket mandrels (which inject inhibitors), packers and seal assemblies (which control and direct flow at the foot of the well into the collection pipe), hangers (which support the production tubing string at the well head), flow control devices, and other tools [5, 9-12]. Wellhead distribution equipment may also be made of high-strength nickel-base alloy. These components reduce pressure through a complex system of valves and combine or distribute the oil and or gas flow. Alloy 718 has also been used in downhole measurement tools including devices such as logging-while-drilling (LWD) and measurement-while-drilling (MWD), where sophisticated electronic instruments are contained in a strong, nonmagnetic alloy tube. Here, the need is for a nonmagnetic alloy with high strength, because magnetic surveying is used to measure the well orientation. At the same time, the material must resist corrosion in drilling mud that may be saturated with salts and acids used to dissolve the rock. Most other nonmagnetic materials available at the same strength rely on cold working to some extent and, therefore, not readily available in large diameters. Alloy 718 has also been used directly for drill string components, where it applies a favorable combination of high fatigue strength and high corrosion resistance with non-magnetism [12].

Initially, grades of alloy 718 such as AMS 5662 used for non-rotating aircraft turbine engine applications were applied in the oilfield. The microstructure of this grade contains a significant amount of δ-phase to constrain grain growth, as well as a distribution of γ/γ′ designed for maximum strength [12]. This created a very hard alloy that is susceptible to hydrogen embrittlement (HE), and several significant field component failures were associated with this rather than classical stress corrosion. Two important [17, 18] incidents were linked to hydrogen-induced fracture leading to the establishment of an oilfield specific chemistry, heat treatment, and microstructure of alloy 718. In both cases, the undesirable combination of high level of applied hydrogen, and an unfavorable microstructure induced delayed fracture.

Oilfield heat treatments historically employed a high solution treatment temperature to improve fracture toughness. Fracture toughness is important for pressure containment because
designers rely on “leak before burst” failure criteria [12]. The need to minimize δ-phase dictated a solution treatment above the δ-solvus at the expense of inherently coarser grain size. Oilfield and aerospace aging treatments also differ. The conventional aerospace heat treatment was designed to produce an optimum distribution of precipitates via a two-step aging treatment. The selection of the nominal 788°C single-step aging treatment now specified in API 6A718 was to improve reliability of the treatment to simultaneously achieve maximum hardness of Rc 40 and minimum yield strength of 827MPa [12]. The composition of oilfield alloy 718 has evolved to support the microstructure requirements and also to enhance toughness. Niobium is restricted to 5.20% to minimize δ, and carbon is limited to 0.045% to prevent formation of continuous grain boundary carbides during aging. Phosphorus is restricted to less than 0.010% to improve toughness. Table 2.1 displays some of the other differences between the two grades of alloy 718. As a result, the oilfield and aerospace alloys have become distinct within the broad definition of alloy 718.

Table 2.1 Comparison of aerospace and oilfield grade alloy 718 [12, 13, 19].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Solution Treatment</td>
<td>941-1010°C</td>
<td>1021-1052°C</td>
</tr>
<tr>
<td>Grain Size (ASTM)</td>
<td>4-5</td>
<td>2-3</td>
</tr>
<tr>
<td>Second Phase</td>
<td>No Laves, delta banding per customer requirement</td>
<td>No continuous GB network, No acicular delta, no Laves</td>
</tr>
<tr>
<td>Age Harden</td>
<td>718°C + 621°C</td>
<td>774-802°C</td>
</tr>
<tr>
<td>Carbon</td>
<td>0.080% max.</td>
<td>0.045% max.</td>
</tr>
<tr>
<td>Phosphorus</td>
<td>0.015% max.</td>
<td>0.010% max.</td>
</tr>
<tr>
<td>Copper</td>
<td>0.30% max.</td>
<td>0.23% max.</td>
</tr>
<tr>
<td>Niobium</td>
<td>5.50% max.</td>
<td>5.20% max.</td>
</tr>
<tr>
<td>Aluminum</td>
<td>0.20% min.</td>
<td>0.40% min.</td>
</tr>
<tr>
<td>Titanium</td>
<td>0.65% min.</td>
<td>0.80% min.</td>
</tr>
<tr>
<td>Yield Strength</td>
<td>1034 MPa min.</td>
<td>827 MPa min.</td>
</tr>
<tr>
<td>Tensile Strength</td>
<td>1276 MPa min.</td>
<td>1034 MPa min.</td>
</tr>
<tr>
<td>Elongation</td>
<td>12% min.</td>
<td>20% min.</td>
</tr>
<tr>
<td>Red of area</td>
<td>15% min.</td>
<td>25-35% min.</td>
</tr>
<tr>
<td>Hardness</td>
<td>Rc 36 min.</td>
<td>Rc 40 max.</td>
</tr>
</tbody>
</table>

2.3 Electrochemistry in Cracks

Once a crack has initiated in a corrosive environment, the growth rate is strongly influenced by the chemistry and electrochemistry in the crack, specifically at the crack tip. It is constantly changing due to growing crack walls, confined spaces and limited mass flow resulting in significant changes in chemistry from the bulk environment. The mass flow is controlled by diffusion, ion migration and fluid flow from cyclic fatigue loading. Fluid flow in a crack is most significant during cyclic loading where the fluid is forced in and out of the crack on each cycle. Also, the geometry of FCP samples expose the sides of the crack to the solution and allows for a less restrictive fluid flow through the crack.
To understand the importance of mass transport, one must understand the chemistry at the crack tip and side walls. Anodic dissolution is the driving force behind the changing chemistry in the crack, illustrated in Figure 2.3. The strain from the rising load of the fatigue cycle fractures the passivation film, exposing the bare metal surface of the crack tip that is also under very high stress. Anodic dissolution takes place where metal cations (M\textsuperscript{m+}) are dissolved from the crack tip surface, and chloride anions (Cl\textsuperscript{-}) are attracted to the crack tip from the bulk solution to balance the charge. Hydrolysis takes place where the metal cations react with the water molecules to form MOH\textsuperscript{(n-1)+} and hydrogen ions. This lowers the pH at the crack tip, shown in Table 2.2 for different metal alloys and environments. But, internal cathodic reactions in the crack, through reduction of H\textsuperscript{+} ions and water, will counterbalance the decrease of pH at the crack tip to some extent. However, the process ultimately produces an aggressive, low pH, electrolyte concentrated in metal cations and chloride anions near the crack tip [20-29]. The restricted mass flow maintains this environment, and an ohmic potential drop due to ion transport through the resistive crack medium creates the difference in electrochemistry between the crack and the bulk solution.

Cooper and Kelly [22] investigated the role of the crack environment in establishing environmentally-assisted cracking (EAC) in AA 7050 alloys via real-time in-situ measurements of the crack potential, pH and chloride concentration during stage II cracking in aqueous chromate-chloride solution under electrochemical control. They found that the electrode potential in the crack during EAC, shown in Figure 2.4, changed from the applied potential in the bulk solution. Figure 2.4 also shows the chloride concentration build up at the crack tip as a result of the accumulating metal cations from anodic dissolution. They said that the steep crack potential gradient, measured with the in-situ reference electrode, indicates ion movement within the crack; cations are driven out of the crack while anions are attracted to the tip. Also, the fact there is a net current within the crack indicates that the anodic reaction at the tip is not balanced by local cathodic reactions. Figure 2.5 shows this in real-time as the crack moves past the electrode around days 5-7, where there is an obvious drop in pH and peak in Cl\textsuperscript{-} concentration at the crack tip and stability in the crack’s wake.

The anodic process of hydrogen generation per electron is not very efficient because the of the incomplete hydrolysis process. So the kinetics of hydrogen ion and water reduction in the crack is likely to be much less than the kinetics of the anodic dissolution process but still has a strong influence of the pH of the crack [25]. Also, some of the hydrogen atoms generated will be absorbed into the metal and will localize just ahead of the tip in the plastic deformation zone due to the hydrostatic stress and the distribution of microstructural trap sites which can lead to hydrogen embrittlement.
Figure 2.3 Schematic of the electrochemistry in cracks [25].

Table 2.2 Experimental results of the acidity at the crack tip in corrosive solution [20-24, 30].

<table>
<thead>
<tr>
<th>Material</th>
<th>Environment</th>
<th>pH_{bulk}</th>
<th>pH_{crack tip}</th>
</tr>
</thead>
<tbody>
<tr>
<td>AISI 4340 steel</td>
<td>3.5% NaCl</td>
<td>5.7</td>
<td>3.5-3.9</td>
</tr>
<tr>
<td>304 steel</td>
<td>Boiling MgCl₂</td>
<td>4.5</td>
<td>1</td>
</tr>
<tr>
<td>12Kh 18N10T steel</td>
<td>3.0% NaCl</td>
<td>6.7</td>
<td>1.7-1.8</td>
</tr>
<tr>
<td>15KhNSMF steel</td>
<td>3.0% NaCl</td>
<td>6.5</td>
<td>2.5</td>
</tr>
<tr>
<td>45KhN2MF A steel</td>
<td>3.0% NaCl</td>
<td>--</td>
<td>3.5</td>
</tr>
<tr>
<td>0.45C steel</td>
<td>3.5% NaCl</td>
<td>6.5</td>
<td>3.8</td>
</tr>
<tr>
<td>0.29C, 5.8Ni steel</td>
<td>3.5% NaCl</td>
<td>6.0</td>
<td>3.7</td>
</tr>
<tr>
<td>0.29C, 11.6Cr steel</td>
<td>3.5% NaCl</td>
<td>6.0</td>
<td>3.7</td>
</tr>
<tr>
<td>0.29C, 1.9Mo steel</td>
<td>3.5% NaCl</td>
<td>6.0</td>
<td>3.7</td>
</tr>
<tr>
<td>0.32C, 5.5Mn steel</td>
<td>3.5% NaCl</td>
<td>6.0</td>
<td>3.7</td>
</tr>
<tr>
<td>12Ni-5Cr-3Mo steel</td>
<td>3% NaCl</td>
<td>7.0</td>
<td>3</td>
</tr>
<tr>
<td>12Ni-5Cr-3Mo steel</td>
<td>3% NaCl + bal. NaOH</td>
<td>13.5</td>
<td>10</td>
</tr>
<tr>
<td>7075T aluminum alloy</td>
<td>3.5% NaCl</td>
<td>6.5</td>
<td>3.5</td>
</tr>
<tr>
<td>7050 aluminum alloy</td>
<td>0.5M Na₂CrO₄ + 0.05M NaCl</td>
<td>9.5</td>
<td>3.1</td>
</tr>
<tr>
<td>D16 aluminum alloy</td>
<td>3.0% NaCl</td>
<td>6.5</td>
<td>2.1-2.2</td>
</tr>
<tr>
<td>AT3 titanium alloy</td>
<td>3.0% NaCl</td>
<td>6.5</td>
<td>0.7-0.8</td>
</tr>
<tr>
<td>Ti8,Al1,Mo1,Y alloy</td>
<td>3.5% NaCl</td>
<td>6.5</td>
<td>1.7</td>
</tr>
<tr>
<td>U7,5Nb2,5Zr alloy</td>
<td>0.6% NaCl</td>
<td>9.5</td>
<td>1.2</td>
</tr>
</tbody>
</table>
Figure 2.4 *In-situ* measurement of the crack potential and Cl⁻ as a function of distance from the crack tip [22].

Figure 2.5 Simultaneous, real-time *in-situ* measurement of (a) crack length and (b) pH and Cl⁻ during EAC test [22].
2.4 Corrosion Fatigue

Corrosion fatigue (CF) is a major cause of service failures in metal components, and there is still no effective method for preventing or predicting CF despite all the research over the last half century [2]. It is, however, generally accepted that the CF process of metals in aqueous solutions is controlled by localized corrosion or the presence of hydrogen at the crack tip. The intense plastic deformation of crack tip material and the high straining rate during CF cycling are both important influences on the corrosion process and hydrogen transport [4, 31-35]. CF damage accumulates with increasing load cycle count and in four stages: (1) cyclic plastic deformation, (2) micro-crack initiation, (3) small crack growth to linkup and coalescence, and (4) macro-crack propagation [36].

Experimental results indicate that chemical stress alone is not sufficient to create a cracked surface, but a mechanical stress is required to provide the necessary conditions to create a new fracture surface [37]. To facilitate crack nucleation, stress concentration by slip systems must occur [37]. The existence of multiple slip systems that help in homogenization of slip, such as in FCC materials like alloy 718, enhance the resistance to CF. Crack nucleation or growth requires a threshold stress or stress intensity that varies with yield stress and plastic flow properties; a critical maximum chemical concentration suggestive of saturation effect; and a localized plasticity that is either required to establish in-situ stress concentrations as in smooth specimens, or required to provide a short transport distance for chemical species to ingress [37].

2.4.1 Corrosion Mechanisms of CFCP

There are two well-known corrosion mechanisms of corrosion fatigue crack propagation (CFCP) taking place at the crack tip: hydrogen-induced cracking (HIC) also known as hydrogen embrittlement and stress-assisted dissolution (SAD). In aqueous environments, anodic dissolution of metal at the crack tip and the entrance of hydrogen derived from the environment into the crack-tip plastic zone occur together during CFCP [2, 4, 16, 25, 32, 37, 38]. Depending on mechanical (cyclic frequency, stress level, mode of loading, stress ratio, waveform), metallurgical (chemical composition and microstructure of material, grain boundary composition, surface condition, specimen orientation) and environmental (composition and concentration of solution, pH, potential, dissolved oxygen, temperature, flow rate) variables, one of these processes plays a dominant role in crack propagation [2, 34, 39]. Also, the intensity of anodic and/or cathodic reactions in the vicinity of the crack tip, the hydrogen-dependent properties of materials and the hydrogen content in the crack-tip zone determines the controlling CFCP mechanism as well [2, 34]. It has been found that the mechanisms of CFCP are closely related to those used to explain stress corrosion cracking (SCC) [2]. In fact, SCC is a special case of CFCP with a load ration (R) equal to one.

Hydrogen embrittlement involves the local breakdown of the passive film at the crack-tip surface provided by the FCG, producing a bare (film-free) metal surface during the opening part of each stress or fatigue cycle [2]. This promotes the entry of hydrogen into the metal that is transported under the driving force of the stress gradient to the region of highest dilation ahead of the crack where some
form of hydrogen embrittlement could take place, presumably, by a reduction in the cohesive strength of the lattice. The relative effect of HIC to CFCP increases with increasing load ratio $R$. There is also a general trend toward increasing susceptibility of materials to HIC with increasing strength. Alloy 718 and other high strength nickel based alloys have been shown to be highly susceptible to both gaseous and cathodic hydrogen-induced cracking at room temperature [16]. Fournier et al. [16] investigated room temperature cathodic hydrogen embrittlement in alloy 718 by slow strain rate tensile tests conducted on specimens charged either prior to or during deformation. He showed that there was a correlation between hydrogen embrittlement and hydrogen segregation to dislocations and hydrogen transport by dislocations. Also, Fournier emphasized the principal difference between hydrogen embrittlement and SCC. Hydrogen embrittlement involves both hydrogen induced crack initiation and hydrogen assisted crack growth. Whereas in SCC, anodic dissolution takes place to nucleate a critical surface defect, and hydrogen assisted cracking is expected to be the controlling mechanism.

Sheng et al. [38] investigated the anodic dissolution process of a crack tip in 2024-T351 aluminum alloy by means of scanning Kelvin probe. Sheng says that under SAD controlled CFCP, applied stress causes the electron energy of the crack tip to raise high enough for electrons to escape from the metal when immersed in NaCl solution, enhancing the electrochemical activity at the crack tip within the stress field. The region at the crack tip can be seen as an anode with respect to the surrounding matrix. After immersion in the solution, anodic dissolution occurs at the crack tip and generates corrosion products in the crack. This could produce critical defects, promoting a localized plasticity, and provide a fast entry for hydrogen into the material leading to potential embrittlement.

Generally, anodic polarization increases metal dissolution and decreases hydrogen generation, whereas cathodic polarization decreases metal dissolution and increases hydrogen generation [2-4, 16, 25, 32, 37, 38, 40-43]. This characteristic of the electrochemistry of CFCP allows for a controlled-potential technique to be utilized for the purpose of distinguishing between HIC and SAD as the dominate mechanism of CFCP by studying the effect of applied potential on the crack growth rate. If an applied cathodic current increases crack growth rate and an anodic current decreases it, the dominant crack growth mechanism would be HIC. The mechanism is considered SAD if crack growth rate is decreased with the application of cathodic current and increased with the application of anodic current.
2.4.2 Influencing Factors on CFCP

There are a variety of influencing factors on CFCP such as loading waveform, temperature cyclic frequency, strain rate, R-ratio, and chloride concentration. Below is a brief review of a few of the important factors.

2.4.2.1 Loading Waveform

Loading waveform influences the straining mode for crack tip material resulting in different CFCP rates. Wang, Li, Wang, and Ke [32] investigated the influence of loading waveform on CFCP rate for iron in 3.5% NaCl and 3.5% NaCl + 1% NaNO\textsubscript{2} solutions at different applied potentials. Figure 2.6 displays the da/dN vs. \(\Delta K\) results for four different loading waveforms that were tested for iron in 3.5% NaCl at free corrosion potential at a frequency (f) of 0.1 Hz and load ration (R) equal to 0. From the results, it is clear that all the tests were greater than air and the largest is the positive sawtooth waveform. The results, shown in Figure 2.7, for square and positive sawtooth waveform loadings on CFCP in air at 1 Hz and R=0 shows no difference, indicating the change in loading waveform only effects corrosion solutions.

![Figure 2.6 Effect of loading waveform on CFCP rate for iron in 3.5% NaCl at free corrosion potential [32].](image-url)
The effect of square waveform hold-time is shown in Figure 2.8 for hold-times of 0.1 and 0.9 seconds in 3.5% NaCl at free corrosion potential. The difference between the two hold-times is small which indicates that the influence of the waveform mainly came from the continuous deformation of the crack-tip [32, 44, 45]. *Saxena, Liaw, and Landes* [46] had the opposite experience when they investigated the influence of waveform and long hold-time on the CFCP behavior of 18Mn-5Cr austenitic steel in a hydrogen environment. They found that increasing the hold-times at 80°C, which were much longer than Wang et al.’s hold-times, increased the crack growth rate. This was most likely due to SCC due to the fact that the hold-times ranged from 50s to 500s.
To gain a better understanding of the effect of loading waveform on da/dN in CF controlled by anodic dissolution, Wang et al. used smooth specimens as straining electrodes in an acidic solution (to simulate the crack tip environment) and measured the dissolution current response at an applied potential corresponding to OCP with different straining waveforms. Figure 2.9 shows the variation of transient current and strain under the different loading waveforms. For the positive sawtooth in Figure 2.9(a), the transient current increased with the increasing load reaching the maximum current at the maximum strain, then dropped with the release of load. Wang et al. says the unloading gives a rapid plastic deformation in the opposite direction which results in a current peak overlapped on the original tensile current. For the square and negative sawtooth waveforms in Figure 2.9(b) and (c), there is an initial peak from the rapid increase in load, but overall, no change from the positive sawtooth waveform. Wang et al. concludes that the faradaic amount of dissolution for one cycle is almost the same under all loading waveforms. It is generally accepted that continuous deformation during loading is related to a greater dissolution current, meaning the positive sawtooth waveform should have had the largest amount of faradaic current. He speculates that rapid loading could result in a geometric blunting of the crack-tip, giving rise to a large dissolving area.
Figure 2.9 The strain and transient current curves for iron in 3.5% NaCl under (a) positive sawtooth, (b) square and (c) negative sawtooth loading waveforms [32].

Wang et al. then introduced a passivating agent (3.5%NaCl + 1% NaNO₂) into the solution to form a passivation layer on the iron allowing for the comparison between active and passive systems. The strain and transient current curves for iron in 3.5% NaCl + 1% NaNO₂ solution can be seen in Figure 2.10 with an applied strain of 1.38% and frequency of 0.1 Hz. The faradaic current for the positive sawtooth in Figure 2.10(a) shows the current increase with the applied load but at a more aggressive slope. As the passivation layer ruptures from the increasing strain amplitude, it forms a new layer accounting for the increased current similar to the trend in Figure 2.9(a). In Figure 2.10(b), the faradaic current is much different than Figure 2.10(a). There is only an initial peak in the current from the rapid loading and exposure of new surface but there is no trail off as in Figure 2.9(c). This is due to the repassivation of the new surface as the strain is unloaded. Wang found that in the condition of a passive system, the dissolved quantity is largest for the positive sawtooth loading waveform and the repassivation of new surface for the square and negative sawtooth waveforms result in reduction of dissolution rate.
The transient current is different under the passive system for different strain rates and strain amplitudes. The evolution of the strain current under different loading waveforms is shown in Figure 2.11 for tests at the free corrosion potential with strain amplitude of 0.24% and loading frequency of 0.1 Hz. For the positive waveform in Figure 2.11(a), the result was different from Figure 2.10(a), the current was almost completely unaffected by the rising strain amplitude until the maximum is reached at which the current spikes and drops to the original value. For square and negative sawtooth waveforms in Figure 2.11(b) and (c), the results indicated a decreasing current after loading. Wang says that at very low strain rates the straining mode can have no effect on $\frac{da}{dN}$ due to the rapid repassivation of new surface at the crack tip. In the condition of a passive system, the effect of straining mode depends on the straining rate and repassivating rate at the same time. If repassivation is possible, the $\frac{da}{dN}$ by AD will decrease compared to an active system.
Figure 2.11 The strain and transient current curves for iron in 3.5% NaCl + 1% NaNO\textsubscript{2} under (a) positive sawtooth, (b) square and (c) negative sawtooth loading waveforms [32].

2.4.2.2 Temperature

The effect of temperature can have a rather large or small effect on corrosion fatigue depending on the controlling corrosion mechanisms of the material. Since corrosion is an activation controlled chemical reaction, the rate is generally increased with increasing temperature [47-49]. The increased corrosion rate results from an increase in activation energy for chemical and electrochemical reactions. By increasing the corrosion rate, the CFCP rate is increased due to the increased ionic activity inside the crack and at the crack tip [47, 50, 51]. Higher temperature can also promote a higher reduction rate and greater amount of hydrogen generation and absorption at the crack tip [52].

2.4.2.3 Cyclic Frequency

There are many adverse effects of frequency to CFCP such as convective mixing of electrolyte, differences in crack tip strain rates and different degrees of crack tip blunting. Generally, reduced frequency has a negative effect (i.e. increased growth rate) on crack growth rate in corrosive environments [1, 42, 46, 51, 53, 54]. Because corrosion is a time dependent process, decreasing the frequency increases the exposure time of the bare metal crack surface at the tip to the corrosive solution by continuously rupturing the passivation film in a passive system as the crack opens. These effects have been observed and are well documented [43, 51-53, 55].

Ho and Yo [56] observed no effect of frequency on crack growth rate for Alloy 600 in NaCl solution at room temperature. They said that the general trend of decreased frequency increases the rate of crack growth may be altered for cases in which increased frequency increases the rate of environmental cracking because of enhanced mass transport by convective mixing, enhanced crack-tip
strain and surface reaction rates, and reduced crack-tip blunting by dissolution. *Menan et al.* [57-59], *Piascik et al.* [60] and *Warner et al.* [61] observed negative frequency dependence, i.e. an increase in growth rate with increasing frequency. Menan explained that this was due to passivation of the crack tip. His argument was that a long rise time would provide sufficient time for the passivation film to form which would protect the metal surface from the aggressive species. While at a short rise time, there is not enough time for the passivation film to form thus exposing the crack tip metal surface to the corrosive solution increasing crack growth [57]. Therefore, the cyclic frequency is an important influencing factor to corrosion fatigue and is dependent on a number of variables that change for each material, environment and temperature.

2.4.2.4 Chloride Concentration

The presence of chloride ions in the solution not only aids in the breakdown of the passivation film by, but the ions also slow the transport of hydrogen ions toward the electrode [52]. Increased Cl\(^-\) concentration also reduces the pitting potential (E\(_{pit}\)) [62], which is the potential that breaks down the passivation film. If the Cl\(^-\) concentration reduces the pitting potential below the passivation potential (E\(_{p,i}\)), it will completely suppress the passive state altogether allowing for accelerated anodic dissolution. The chloride ions do not affect the solution of hydrogen atoms into the specimen, but rather decelerate the hydrogen ion reduction rate at cathodic regions [52, 63]. Therefore, increasing the chloride concentration will generally increase crack growth rate [52, 54, 61].

*Lin, Fan, and Tsai* [47] investigated the corrosion fatigue properties of a precipitation-hardening martensitic stainless steel, Custom 450 (UNS S45000-H900), under different corrosion environments at 20 Hz. Figure 2.12 shows the crack growth rates and potentiodynamic polarization curves for the martensitic stainless steel in the different environments. They observed the elimination of the passivation range and the significant increase in corrosion rate because the higher concentration of Cl\(^-\) broke down a larger amount of the passivation film on each cycle. From the potentiodynamic polarization curves in Figure 2.12(b), it is clear that the increased Cl\(^-\) concentration lowered the OCP (E\(_{corr}\)) and more importantly the E\(_{pit}\). This indicates that the passivation film has been weakened and the reformation process slowed, making it much more difficult to reform on each cycle and allowing for an increase in dissolution rate. Despite the increased corrosion characteristics of the metal, Cl\(^-\) concentration had little effect on CFCP shown Figure 2.12(a). This was likely due to the high testing frequency rather than the differences in crack tip chemistry from the bulk solution as the authors suggested. Even at such a high frequency (with typical frequencies of CFCP testing being in the range of 0.01 to 1 Hz) there was still a small difference in crack growth rate at low \(\Delta K\) (blow 14 MPa\(\sqrt{m}\)) and high \(\Delta K\) (above 40 MPa\(\sqrt{m}\)).
Figure 2.12 (a) FCGR curves and (b) potentiodynamic polarization curves for UNS S45000-H900 in different environments [47].
Chapter 3: Experimental Procedure

3.1 Fatigue Specimens

Corrosion fatigue crack propagation (CFCP) test were performed with oil-grade Alloy 718 single edge notched tensile specimens with the chemical composition listed in Table 3.1. The specimens were machined to the dimensions shown in Figure 3.1, and polished to a 600-grit finish. Three different aging treatments, single step, double step, and unaged, were investigated with the name and details listed in Table 3.2, and the mechanical properties listed in Table 3.3.

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Soln. Annealing</th>
<th>Aging Treatment</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1026°C, 1.5 hrs/WQ</td>
<td>No Aging</td>
<td>N/A</td>
</tr>
<tr>
<td>B</td>
<td>1026°C, 1.5 hrs/WQ</td>
<td>One-Step</td>
<td>780°C, 8 hrs.</td>
</tr>
<tr>
<td>C</td>
<td>1026°C, 1.5 hrs/WQ</td>
<td>Two-Step</td>
<td>780°C, 4.5 hrs. + 650°C, 5 hrs.</td>
</tr>
</tbody>
</table>

Table 3.1 Chemical composition (wt%) of Alloy 718.

<table>
<thead>
<tr>
<th>Element</th>
<th>Ni</th>
<th>Cr</th>
<th>Fe</th>
<th>Mo</th>
<th>Nb</th>
<th>Al</th>
<th>Ti</th>
<th>Mn</th>
<th>Si</th>
<th>C</th>
<th>Co</th>
<th>Cu</th>
<th>Ta</th>
<th>P</th>
<th>S</th>
<th>B</th>
<th>Pb</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>52.66</td>
<td>18.34</td>
<td>19.18</td>
<td>3.00</td>
<td>4.96</td>
<td>0.49</td>
<td>0.95</td>
<td>0.05</td>
<td>0.06</td>
<td>0.03</td>
<td>0.04</td>
<td>0.04</td>
<td>0.01</td>
<td>0.06</td>
<td>0.003</td>
<td>0.0002</td>
<td></td>
</tr>
</tbody>
</table>
Figure 3.1 CFCP single edge notched tensile specimen dimensions in millimeters.

Table 3.3 Minimum mechanical properties at room temperature.

<table>
<thead>
<tr>
<th>Property</th>
<th>Nicrofer®5219 Nb-Alloy 718*</th>
<th>Specimen B</th>
<th>Specimen C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yield Strength (0.2% Offset)</td>
<td>520 MPa</td>
<td>965 MPa</td>
<td>1100 MPa</td>
</tr>
<tr>
<td>Tensile Strength</td>
<td>965 MPa</td>
<td>1151 MPa</td>
<td>1250 MPa</td>
</tr>
<tr>
<td>Elongation after Fracture</td>
<td>---</td>
<td>20%</td>
<td>18%</td>
</tr>
<tr>
<td>Reduction of Area</td>
<td>30%</td>
<td>30%</td>
<td>30%</td>
</tr>
<tr>
<td>Hardness</td>
<td>26 HRC</td>
<td>35 HRC</td>
<td>39 HRC</td>
</tr>
</tbody>
</table>

* Solution annealed at 1065°C without aging similar to Specimen A [64].
3.2 Corrosion Fatigue & Electrochemical Testing

Fatigue tests were carried out to around 10mm using a servo-hydraulic fatigue test stand manufactured by MTS. Specimens were pre-cracked in air to about 4.5mm using a triangle waveform loading cycle at a frequency of 10 Hz prior to crack propagation testing. Two different fatigue waveforms were used, trapezoidal and triangular. The triangle waveform consisted of constant loading at a frequency of 1 Hz in 3.5 wt.% NaCl at RT, 50°C, and 80°C. The trapezoidal waveform involved a 0.5 second linear ramp up to maximum load, 29 second hold at maximum load and 0.5 second linear ramp down to minimum load hold-time waveform in 3.5 wt.% NaCl at 80°C. Hold-time was only tested at 80°C solution temperature because the corrosion container was limited to ambient pressures, and the lower temperatures would only lessen the effect of the solution. Both cycles, as well as the pre-crack cycle, used the same constant loading of a minimum of 890N and a maximum of 8896N resulting in a load ratio (R = minimum load/maximum load) of 0.1. The actual applied loads by the hydraulics were 1333N minimum and 8452N with R=0.15. Direct current potential drop method was utilized to monitor the crack length with an applied constant current of 10.0 A. The voltage was measured and recorded by a strain gage input channel connected to the MTS controller with a resolution of one microvolt. Data points were recorded based on time since the cycles were also time dependent. Trapezoidal waveform potentials were recorded every 0.5 second, 1 Hz triangle wave potentials were recorded every 0.5 second and pre-crack data was recorded every 1 second. The repeatability of the testing is shown in Figure 3.2. For CFCP tests, 3.5 wt% NaCl (0.36 M NaCl) with a pH of 6.15 and 21wt% NaCl (2.4 M NaCl) aqueous solutions were used. The specimens were protected with a corrosion resistant tape with a 5mm exposed area for crack growth shown in Figure 3.3.

Electrochemical polarization characteristics were obtained for samples with an exposed area of 1 cm² (after epoxy mounting) in a 1.5 L glass cell with the different NaCl solutions and temperatures. A three-electrode cell setup was used consisting of the specimen as the working electrode, a pair of graphite counter electrodes, and a saturated calomel electrode (SCE) serving as the reference electrode. Electrochemical measurements were recorded using a Solartron SI 1287 electrochemical interface with a scan rate of 0.5 mV/s. Each test was conducted at least three times then averaged.
Figure 3.2 Repeatability of CFCP testing using specimen A in 3.5wt% NaCl at 80°C.

Figure 3.3 (a) uncovered sample, (b) covered sample with 5mm exposed surface, and (c) wires connected for potential measurement.
3.3 Corrosion Fatigue Setup

A custom container, shown in Figure 3.4, was designed to submerge the specimen crack in the corrosive solution during fatigue testing. Aluminum 5052 was selected for the building material due to its good resistance to corrosion and low weight. Weight was considered because the container was mounted freely to the specimen so it could move with the cycle movement without impeding on the specimen's freedom of movement along the loading axes. The specimen passed through the middle of the container using rubber corks on the top and bottom sealed by two different kinds of silicon sealant. The sealant, not submerged in solution on the top, was bathroom silicon that was easier to work with, and the bottom sealant was an automotive gasket sealant that was corrosion resistant. It was heated to the desired temperature using a single resistant heating rope controlled by an auto tuned programmable temperature controller. The temperature was monitored near the crack tip with a T-type thermocouple implementing an Inconel sheath material to protect it from the corrosive environment. Wires were passed in and out of the container through holes in the acrylic lid sealed by the bathroom silicon to monitor the potential drop of the crack growth.

![Figure 3.4](image-url)
3.4 Data Processing

A MATLAB program, listed in Appendix 1, was written to remove the noise and calculate the change in crack length and stress intensity factor difference from the voltage data. The noise was removed by defining the raw voltage as an array and running it through a loop that defined a new max voltage array with a progressing maximum creating voltage steps. This method is based on the assumption that the crack cannot reduce its' length and therefore the voltage can only grow in magnitude, making all voltage below the current maximum irrelevant for crack growth. Using the new maximum voltage array, the crack length was calculated with Equation 3.1 below [65, 66].

\[ a = \frac{y}{\phi} \cos^{-1} \left[ \frac{\cosh(\phi)}{\cosh \left( \frac{u}{u_0} \cosh^{-1} \left( \frac{\cosh(\phi)}{\cos(\phi a_0 y^{-1})} \right) \right)} \right] \]

Equation 3.1

where, \( \phi = \frac{\pi y}{2w} \)

where \( a_0 \) is the initial crack length, \( w \) is the specimen width, \( y \) is the half potential probe span, \( u_0 \) is the initial measure potential drop, and \( u \) is the current measure potential drop. The stress intensity factor for this specimen geometry was calculated with Equation 3.2 [65-68].

\[ K = \frac{p}{t \sqrt{w}} \sqrt{2 \tan \theta \cos \theta} \left[ 0.752 + 2.02 \left( \frac{a}{w} \right) + 0.371(1 - \sin \theta)^3 \right] \]

Equation 3.2

where, \( \theta = \frac{\pi a}{2w} \)

where \( t \) is the specimen thickness and \( p \) is the applied load. The final data points for plotting crack growth rates was produced by averaging \( da/dN \) based on \( \Delta K \), which was necessary due to the large amount of zero crack growth the voltage steps created. The averaging loop uses a function written by Dr. Murtaza Khan [69] to locate the calculated range values in the complete \( \Delta K \) array. This function is listed in Appendix 2.
Chapter 4: Results & Discussion

4.1 Microstructure

4.1.1 Without Aging Treatment

The scanning electron microscopy (SEM) image of Specimen A without aging treatment is shown in Figure 4.1 at 1000x magnification. There are sparse amounts of inclusions spread throughout the grains and grain boundaries including nitrides, carbides and globular delta phases. Figure 4.2(a) displays a magnified image of the nitride inclusion found in Figure 4.1, and the EDX, shown in Figure 4.2(b), confirms that it is Ti enriched nitride. Also, Figure 4.3(a) shows a magnified image of the cluster of inclusions in Figure 4.1 and the EDX in Figure 4.3(b) reveals them to be niobium enriched carbides.

![SEM image of Specimen A’s microstructure at 1000x magnification.](image)

Figure 4.1 SEM image of Specimen A’s microstructure at 1000x magnification.
4.1.2 One-Step Aging Treatment

Figure 4.4 shows the SEM image of Specimen B’s microstructure at 1000x magnification. The average grain size is ASTM 3. Figure 4.5 shows the grain boundaries of Specimen B where there are some discontinuous delta phases. There are also some inclusions spread throughout the microstructure. In Figure 4.6(a) gamma prime and double prime precipitation are shown as well as discontinuous platelet shaped delta phase formed along the grain boundary. The average size, shown in Figure 4.6(b), of $\gamma'$ is 20-30 nm in diameter and $\gamma''$ is 5-15 nm in the c dimension and 30-150 nm in diameter.
Figure 4.4 SEM image of Specimen B’s microstructure at 1000x magnification.

Figure 4.5 SEM image of the grain boundaries of Specimen B at 5000x magnification.
4.1.3 Two-Step Aging Treatment

Figure 4.7 shows the SEM image of Specimen C’s microstructure at 1000x magnification. The average grain size is ASTM 3. Figure 4.8 shows the grain boundaries of Specimen C where there are some discontinuous delta phases. There are also some inclusions spread throughout the microstructure. In Figure 4.9 (a) gamma prime and double prime precipitation are shown as well as discontinuous platelet shaped delta phase formed along the grain boundary. The average size, shown in Figure 4.9(b), of γ’ is 2-10 nm in diameter and γ” is 2-12 nm in the c dimension and 5-35 nm in diameter. Note the precipitates are much smaller than the single-step aging treatment for Specimen B.
Figure 4.7 SEM image of Specimen C’s microstructure at 1000x magnification.

Figure 4.8 SEM image of the grain boundaries of Specimen C at 5000x magnification.
4.2 Effect of Temperature on CFCP

The FCG rate \((R = 0.15, f = 1 \text{ Hz})\) of Specimens A, B, and C in 3.5 wt.% NaCl at room temperature, 50°C, and 80°C compared with air at RT are shown in Figure 4.10, Figure 4.11, and Figure 4.12 respectively. It is clear from Figure 4.10 that the crack growth rate of Specimen A shows little to no effect of solution temperature on crack growth rate. Although the CFCP rate in NaCl at RT is higher than air at low \(\Delta K\) (below 23 MPa√m), the growth rate of NaCl at 80°C is the same as air which indicates that all the points for Specimen A lie within the same error band and should be considered the same. The crack growth rate of Specimen B in Figure 4.11 shows a very small increase (1.1 to 1.2 times) in solution at any temperature below a \(\Delta K\) of 40 MPa√m. However, the potential error for crack length measurement exceeds the change in CFCP rate, rendering these results to be the same in terms of solution temperature effect. Figure 4.12 shows a 1.1 to 1.4 times increase of crack growth rate for Specimen C for all tested temperatures (80°C being the most significant) below a \(\Delta K\) of 40 MPa√m and above a \(\Delta K\) of 50 MPa√m. These changes are very small, however, and are most likely due to noise in the crack growth measurement.

The potentiodynamic polarization curves in 3.5 wt.% NaCl solution at RT, 50°C, and 80°C for Specimens A, B, and C are shown in Figure 4.13, Figure 4.14, and Figure 4.15 respectively. The same general trends are shown for all three specimens. There is a substantial drop in the pitting potential \((E_{pit})\) from RT to 50°C and a negligible drop between 50°C and 80°C indicating the pitting temperature is around 50°C for all three specimens. The lack of change in crack growth rates indicate that in 3.5 wt.% NaCl solution at any temperature between RT and 80°C, the fatigue crack growth is mechanically controlled rather than corrosion controlled for all specimens.

As indicated by the polarization curves, when the temperature is increased the ionic activity is also increased, however, there is not enough of an increase in AD or suppression of repassivation at the crack tip to increase the CFCP rate from that of air. The passivation film reformation during cyclic
deformation (when the protective film is fractured and bare metal at the crack tip is exposed to the corrosive solution) is likely to fast to allow a significant amount of dissolution at the exposed crack tip surface before reformation of the protective film. Also, there are not enough chloride anions at the crack tip to slow the repassivation or weaken the newly formed film (to aid in breakdown) to effect crack growth. These results are not surprising because this alloy is designed to endure much more aggressive environments [9, 10, 12].

![Graph showing the effect of solution temperature on Specimen A in 3.5wt% NaCl solution.](image)

**Figure 4.10** The effect of solution temperature on Specimen A in 3.5wt% NaCl solution.
Figure 4.11 The effect of solution temperature on Specimen B in 3.5wt% NaCl solution.

Figure 4.12 The effect of solution temperature on Specimen C in 3.5wt% NaCl solution.
Figure 4.13 Potentiodynamic polarization curves for Specimen A in 3.5 wt.% NaCl.

Figure 4.14 Potentiodynamic polarization curves for Specimen B in 3.5 wt.% NaCl.
4.3 Effect of Waveform on CFCP

To investigate the effect of waveform (specifically triangular and trapezoidal waveforms) on crack growth rate, as stated in §3.2, a trapezoidal waveform was used with a 29 second hold-time and 0.5 second linear loading and unloading in 80°C solution temperature. The FCG rates (R = 0.15) of Specimens A, B, and C under trapezoidal and triangular waveforms in air at RT and 3.5wt.% NaCl at 80°C are shown in Figure 4.16, Figure 4.17, and Figure 4.18 respectively. The FCG rates in NaCl solution are almost equal to the rate in air for the entire ΔK range. Even at the end of Region 1 of the da/dN vs. ΔK for Specimen A in Figure 4.16, there is no effect of hold-time at maximum loading. The first two points in both Figure 4.17 and Figure 4.18 suggest a difference at first glance, but these first points are unreliable due to a verity of reasons involving the damage zone ahead of the crack from the pre-cracking process and additional corrosion from the extended exposure time to the corrosive solution during test setup.

Wang, Li, Wang, and Ke [32] investigated the influence of loading waveform on CFCP rate for iron in 3.5% NaCl and 3.5% NaCl + 1% NaNO₂ solutions at different applied potentials. The effect of square waveform hold-time is shown in Figure 2.8 for hold-times of 0.1 and 0.9 seconds in 3.5% NaCl at free corrosion potential. The difference between the two hold-times is small which indicates that the influence of the waveform mainly came from the continuous deformation of the crack-tip with no effect from the hold-time. It has already been shown in the previous section (§4.2) that crack growth rate is unaffected by the corrosive medium at 80°C, so it is not surprising that there is also no effect of waveform on CFCP rate. These results would seem to agree with the observations of Wang et al., where
the effect of the corrosive solution takes place on the rise and fall of the applied load, and the hold-time at maximum load is not important for crack growth rate in CF. But, since there is no change in crack growth rate compared with air, this conclusion cannot be drawn from these results because there was no effect of the corrosive solution on crack growth rate.

It is unlikely, however, that the hold-time from a trapezoidal waveform would increase the CFCP rate, because Alloy 718 is not susceptible to stress corrosion cracking under the current testing conditions [9, 10]. Onyewuenyi [10] tested the SCC properties for U bend specimens of Alloy 718 with various standard aerospace heat treatments in 25% NaCl at 204°C for six day. He found only one of three heat treatments failed under much harsher conditions than the current testing conditions.

![Figure 4.16](image_url)  
Figure 4.16 The effect of hold-time on CFCP for Specimen A in 3.5 wt% NaCl solution at 80°C.
Figure 4.17  The effect of hold-time on CFCP for Specimen B in 3.5wt% NaCl solution at 80°C.

Figure 4.18  The effect of hold-time on CFCP for Specimen C in 3.5wt% NaCl solution at 80°C.
4.4 Effect of Chloride Concentration

The FCG rates (R = 0.15, f = 1 Hz) of Specimens A, B, and C in air at RT and NaCl solutions (3.5 wt.% and 21 wt.%) at 80°C are shown in Figure 4.19, Figure 4.20, and Figure 4.21 respectively. From Figure 4.19, the increased concentration is shown to have about a 1.5 to 2.5 times increase in CFCP rate of Specimen A below the ∆K value of 31 MPaVm. Above 31 MPaVm, the crack growth rate is the same as 3.5 wt.% and air indicating that the mode of crack growth becomes mechanically driven rather than corrosion driven. From the potentiodynamic polarization curve, shown in Figure 4.22, there is a large drop in the pitting potential (E_{p pit}) from +0.365 mV to +0.135 mV as the Cl ion concentration is increased indicating the passivation film is much more unstable in the 21 wt.% NaCl solution at 80°C. Figure 4.21 shows the crack growth rate for Specimen C is increased about 1.5 to 2 times through the entire length of data. Like Specimen A, the pitting potential, shown in Figure 4.24, is dramatically decreased from +0.268 mV to -0.140 mV when the chloride concentration is increased. For Specimen B, in Figure 4.20, the increase is around 1.5 to 2 times more than air below the ∆K value of 46 MPaVm, but the increase is much closer to the 3.5 wt.% NaCl test than the other specimens. Since 3.5 wt.% NaCl test cannot be distinguished from air (as stated in §4.2), the effect of increasing the chloride concentration on the CFCP rate is the same as for Specimen A and C at low ∆K values. The polarization curve for Specimen B in Figure 4.23 also shows E_{p pit} lower than at 3.5 wt.% concentration (from +0.175 mV to -0.140 mV), which is a lesser amount than the other two specimens. The crack growth rate increases in 21 wt.% NaCl for all of the specimens are very small, however, comparing 3.5 wt.% NaCl, and are more pronounced in the lower ∆K regions where the effects of stress and strain on the crack tip are less dominate.

It’s been proven that the presence of chloride ions in the solution results in a localized acidification of the crack tip, leading to a higher dissolution rate and increased crack growth rate [22, 56, 70]. The chloride anions also slow the oxide formation reaction, allowing for more time for the crack tip surface cations to dissolve in the active region [70]. MacDoughall [70] investigated the effect of Cl ion on the passivation of nickel in pH 2.8 Na2SO4 in an attempt to determine its role in initiating pitting on nickel substrates. He found that the role of Cl is to disrupt oxide repassivation at local breakdown sites, leading to more extensive Ni2+ dissolution in the local areas. This increases to the local solution acidity through hydrolysis and more rapid film breakdown through chemical dissolution. In the crack, this process is amplified due to the confined space of the crack tip and ion migration to the crack tip as a result of the increased acidity. At higher values of ∆K, mechanical effects become increasingly more dominant [56], which explains the reduced effect at 31 MPaVm for Specimen A. The effect of chloride concentration is not always seen as in the case of Specimen B. Ho and Yu [56] investigated the fatigue crack growth behavior of mill annealed Alloy 600 in NaCl solution at 25°C under different solution concentrations. Ho et al. did not observe any increase in CFCP rate for increased chloride concentration, because the controlling factor was shown to be the mechanical contribution rather than the corrosiveness of the alloy. The chloride ions don’t always slow the repassivation process enough for a significant amount of dissolution to occur between cycles to affect the crack growth rate. MacDoughall described it as battle between absorption of Cl ion and the oxygen-containing species responsible for passive film formation, with the extent of Cl absorption increasing with its bulk concentration.
Figure 4.19 The effect of chloride concentration on FCG rate for Specimen A.

Figure 4.20 The effect of chloride concentration on FCG rate for Specimen B.
Figure 4.21 The effect of chloride concentration on FCG rate for Specimen C.

Figure 4.22 Potentiodynamic polarization curves of Specimen A in 3.5 and 21 wt.% NaCl at 80°C.
Figure 4.23  Potentiodynamic polarization curves of Specimen B in 3.5 and 21 wt.% NaCl at 80°C.

Figure 4.24  Potentiodynamic polarization curves of Specimen C in 3.5 and 21 wt.% NaCl at 80°C.
4.5 Effect of Aging Treatment on CFCP

The FCG rates ($R = 0.15, f = 1$ Hz) for Specimens A, B, and C in air at RT are shown in Figure 4.25. It is clear that Specimen A has a much higher, 2.25 to 3.3 times higher, crack growth rate in air than the two aged samples which are equal. As mentioned in §4.2 and §4.3, temperature and hold-time have no noticeable effect on CFCP rate for all three aging treatments. Therefore, it is not unreasonable to assume that this fact carries over when the aging treatments are compared to one another under the same environmental and fatigue loading conditions. Figure 4.26 shows the CFCP rates ($R = 0.15, f = 1$ Hz) for all of the specimens in 3.5 wt.% NaCl at RT. As predicted, there is no change from that of Figure 4.25 in air, which is not surprising when the potentiodynamic polarization curves for each specimen under the same conditions are compared in Figure 4.27. From this figure, it is clear that there is no difference in the corrosion properties between the different aging treatments in 3.5 wt.% NaCl at RT. This trend is the same for 50°C and 80°C with the CFCP rates and potentiodynamic polarization curves shown in Figure 4.28 to Figure 4.31. The hold-time crack growth rates, shown in Figure 4.32, were no exception to the pattern of no difference from the FCG rate results in air either.

In fact, the only testing condition that had any effect on crack growth rate or corrosion was the increase in NaCl concentration from 3.5 to 21 wt.% The comparison of CFCP rates ($R = 0.15, f = 1$ Hz) for Specimens A, B, and C in 21 wt.% NaCl at 80°C are shown in Figure 4.33. As stated in the previous section (§4.4), there is a noticeable increase in all of the specimens from crack growth rates in air and 3.5 wt.% NaCl at an equal temperature. However, Figure 4.33 shows a larger increase in growth rate for Specimens A and C compared with Specimen B. This indicates that Specimen B may be more corrosion resistant than both Specimen A and C. The potentiodynamic polarization curves, shown in Figure 4.34, is too close to distinguish between the two aged samples indicating that there is likely no difference in the corrosion performance. As a result of this, there is no difference in the CF performance for any environment tested as discussed in the other sections.
Figure 4.25 Aging treatment comparison in air at RT.

Figure 4.26 Aging treatment comparison in 3.5wt.% NaCl at RT.
Figure 4.27 Potentiodynamic polarization curves for different aging treatments in 3.5 wt% NaCl at RT.

Figure 4.28 Aging treatment comparison in 3.5 wt% NaCl at 50°C.
Figure 4.29 Potentiodynamic polarization curves for different aging treatments in 3.5wt% NaCl at 50°C.

Figure 4.30 Aging treatment comparison in 3.5wt.% NaCl at 80°C.
Figure 4.31 Potentiodynamic polarization curves for different aging treatments in 3.5 wt% NaCl at 80°C.

Figure 4.32 Aging treatment comparison under trapezoidal waveform in 3.5 wt% NaCl at 80°C.
Figure 4.33 Aging treatment comparison in 21 wt.% NaCl at 80°C.

Figure 4.34 Potentiodynamic polarization curves of the different aging treatments in 21 wt.% NaCl at 80°C.
4.6 Fractography

Scanning electron microscopy (SEM) observations show that the cracks propagated by a transgranular mode under all testing conditions. The fracture surfaces for Specimens A, B, and C in 3.5 wt.% NaCl at 80°C under triangle and trapezoidal waveforms are shown in Figure 4.35, Figure 4.36, and Figure 4.37 respectively. As the crack propagates from left to right, striations corresponding to the crack growth rate were observed along the \{111\} crystallographic fracture planes shown in Figure 4.38 for Specimen A under triangular waveform loading in 3.5 wt.% NaCl at 80°C. Striations were also observed for Specimen A under trapezoidal waveform loading in the same conditions shown in Figure 4.39. These features were prevalent as well as smooth and planar facets for all of the tested specimens. These results are typical for alloy 718 at this temperature range [71-75]. More detailed investigations on the role of slip mode on CFCP and SCC can be found in references [72, 74-79].

![Fracture surface of Specimen A in 3.5 wt.% NaCl at 80°C](image)

Figure 4.35 Fracture surface of Specimen A in 3.5 wt.% NaCl at 80°C under (a) triangle waveform and (b) trapezoidal waveform loading.
Figure 4.36 Fracture surface of Specimen B in 3.5 wt.% NaCl at 80°C under (a) triangle waveform and (b) trapezoidal waveform loading.

Figure 4.37 Fracture surface of Specimen C in 3.5 wt.% NaCl at 80°C under (a) triangle waveform and (b) trapezoidal waveform loading.
Figure 4.38 SEM of striations on Specimen A fracture surface observed at 80°C in 3.5 wt.% NaCl under triangle waveform loading at (a) 5,000x and (b) 50,000x magnification.

Figure 4.39 SEM of striations near an inclusion on Specimen A fracture surface observed at 80°C in 3.5 wt.% NaCl under trapezoidal waveform loading at (a) 1,500x and (b) 10,000x magnification.
Chapter 5: Conclusion

The microstructure revealed sparse amounts of inclusions spread throughout the grains and grain boundaries including nitrides, carbides and globular delta phases for all aging treatments. After aging treatment, gamma prime and double prime precipitates were formed in the gamma matrix, as well as, discontinuous platelet shaped delta phases formed along the grain boundary. However, the precipitations are much smaller for the two-step aging treatment than the one-step aging treatment.

The CFCP results show that there is no obvious effect of 3.5 wt.% NaCl solution on the CFCG rates of oil-grade alloy 718 in all three different aged conditions. However, the crack growth rate increased in 21 wt.% NaCl for all of the specimens compared with the tests in air and 3.5 wt.% NaCl, and are more pronounced in the lower ΔK regions where the effects of stress and strain on the crack tip are less dominate. Moreover, aging treatments lead to lower CFCG rates of oil-grade alloy 718 in all tested conditions including air. Finally, SEM observations revealed that the cracks propagated by a transgranular mode under all testing conditions.
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Appendix 1

Data Processing

MATLAB Code
% Jared S. Nutter

% Master's Thesis Project:
% Corrosion Fatigue Crack Propagation of Oil-Grade Alloy 718 in NaCl Solution
% West Virginia University
% Department of Mechanical and Aerospace Engineering

%--------------------------------------------------------------------------
% Required inputs from the sample, test, and data file names:

% Data Recording
dn = 0.5; % Number of cycles between FCG data points
dn_pre = 5; % Number of cycles between pre-crack data points
a0_pre = 0.15; % Pre-cut length (in)

% Loads
p_min_pre = 0.75; % Minimum load during pre-crack (kip)
p_max_pre = 1.45; % Maximum load during pre-crack (kip)
p_min = 0.3; % Minimum load during fatigue test (kip)
p_max = 1.9; % Maximum load during fatigue test (kip)

% Sample Geometry
y = 0.015; % Half probe span (in)
w = 0.75; % Width (in)
t = 0.125; % Thickness (in)

% Select crack region graphing options:
w_limit = w; % The portion of crack in inches you want to focus on from beginning edge of sample. (Enter "w" for entire crack)
del = 0; % The number of RAW data points deleted from the beginning of the test.
del_dp = 0; % The number of averaged data points deleted from beginning of "limit" plot.
seg = 20; % The number of data points plotted (minus "del_dp" on limit plot).
seg_length = 0.01; % Desired crack length between delta K points. (MUST set seg = 0)!!!!

% Imports the pre-crack and FCG data from pure numeric .txt files (aka you must delete the headings in the .dat file and save as a .txt file)
data_pre = importdata('MPM326_N2180_31_pre_NUM.txt');
data = importdata('MPM326_N2180_31_cfcg_NUM.txt');
disp('data loading complete')

% Calculates the starting voltage and voltage matrix
u0_pre = data_pre(1,1)/1000; % Defines the starting voltage for the pre-cut length.
u_raw_pre = data_pre(:,1)/1000; % Defines raw voltage matrix from data file.
n_pre = data_pre(:,3)/2; % Defines cycle matrix from data file.

% a0_pre = a0_pre*0.03937; % Converts a0 from mm to in.
u_raw_pre = u_raw_pre'; %Transposes the data matrix from a column to a row matrix.
cycle_pre = length(u_raw_pre); %Counts the number of data points.

%Processes the voltage matrix to eliminate negative changes in voltage.
u_high = u_raw_pre(1,1); %Defines the first maximum 'u' value for the loop to compare to.
u = []; %Creates an empty voltage matrix that replaces 'u'
for i = 1:cycle_pre
    u_pre(1) = u_raw_pre(1);
    u_pre(cycle_pre) = u_raw_pre(cycle_pre);
    if i <= cycle_pre-1 && i > 1
        if u_raw_pre(i) > u_high;
            u_pre(i) = u_raw_pre(i);
            u_high = u_raw_pre(i);
        else
            u_pre(i) = u_pre(i-1);
        end
    %Double checks the loop to confirm that each value in the matrix is
    %higher than the one before it, and stops the loop if it's false.
    if u_pre(i) < u_pre(i-1)
        disp('Error: Processed pre-crack voltage vector has negative crack growth!!!!!')
    end
    end
end
if u_raw_pre(cycle_pre) > u_high
    u_pre(cycle_pre) = u_raw_pre(cycle_pre);
    u_high = u_raw_pre(cycle_pre);
else
    u_pre(cycle_pre) = u_pre(cycle_pre-1);
end
if u_pre(cycle_pre) < u_pre(cycle_pre-1) || u_pre(2) < u_pre(1)
    disp('Error: Processed pre_crack voltage vector has negative crack growth at the beginning or ending!!!!!!')
    break
end
disp('pre-crack voltage data process complete')
%Calculates the crack length and change in crack length from the voltage
%matrix.
a_pre = []; %Creates an empty crack length matrix 'a'
da_pre = []; %Creates an empty change in crack length matrix 'da'
for i = 1:cycle_pre
    if i <= cycle_pre-1
        a_pre(1) = ((2*w)/pi)*acos(cosh((pi*y)/(2*w))/cosh((u_pre(i))/u0_pre)*acosh(cosh((pi*y)/(2*w))/cos((pi*a0_pre)/(2*w)))));
        a_pre(i+1) = ((2*w)/pi)*acos(cosh((pi*y)/(2*w))/cosh((u_pre(i+1))/u_pre(i))*acosh(cosh((pi*y)/(2*w))/cos((pi*a_pre(i))/(2*w)))));
        da_pre(i) = (a_pre(i+1)-a_pre(i))/dn_pre;
        if da_pre(i)<1e-8
            da_pre(i) = 0;
end
end
disp('pre-crack data complete')
k_max_pre = [];
k_min_pre = [];
dk_pre = [];
for i = 1:cycle_pre
    theta_pre(i) = (pi*a_pre(i))/(2*w);
    k_max_pre(i) = (p_max_pre/(t*sqrt(w)))*((sqrt(2*tan(theta_pre(i)))/cos(theta_pre(i)))*(0.752+2.02*(a_pre(i)/w)+0.371*(1-sin(theta_pre(i)))^3);
    k_min_pre(i) = (p_min_pre/(t*sqrt(w)))*((sqrt(2*tan(theta_pre(i)))/cos(theta_pre(i)))*(0.752+2.02*(a_pre(i)/w)+0.371*(1-sin(theta_pre(i)))^3);
    dk_pre(i) = k_max_pre(i)-k_min_pre(i);
end
disp('pre-crack dk complete')
disp('Pre-Crack data processing complete')
%--------------------------------------------------------------------------
disp(' ')
a0 = max(a_pre); %Defines the pre-crack length from the highest length value.
u0 = data(1,1)/1000; %Defines the starting voltage for the pre-crack length calculated above.

u_raw = data(:,1)/1000; %Defines raw voltage matrix from data file.
n = data(:,3)/2; %Defines cycle matrix from data file (NOT valid for hold-time cycles).
% n = data(:,3); %Defines cycle matrix from data file (ONLY valid for hold-time cycles).
u_raw = u_raw'; %Transposes the data matrix from a column to a row matrix.
cycle = length(u_raw); %Counts the number of data points.

% This is only for the "BAD COUNT" hold-time data tests (T7-T10)!!!!!!!!!
% N = (cycle-1)*dn;
% dN = round(cycle/N);
% n = ones(1,cycle);
% n((cycle-dN+1):cycle) = ceil(N);
% for i = dN+2:dN:cycle-dN
%     n(i:i+dN) = ((i-2)/dN)+1;
% end

%Processes the voltage matrix to eliminate negative changes in voltage.
u_high = u_raw(1,1); %Defines the first maximum 'u' value for the loop to compare to.
u = [] %Creates an empty voltage matrix that replaces 'u'
for i = 1:cycle
    u(1) = u_raw(1);
    u(cycle) = u_raw(cycle);
    if i <= cycle-1 && i > 1
        if u_raw(i) > u_high
            u(i) = u_raw(i);
            u_high = u_raw(i);
        else
            u(i) = u(i-1);
        end
    end
end
end

% Double checks the loop to confirm that each value in the matrix is
% higher than the one before it, and stops the loop if it's false.
if u(i) < u(i-1)
    disp('Error: Processed FCG voltage vector has negative crack growth!!!!')
end
end

if u_raw(cycle) > u_high
    u(cycle) = u_raw(cycle);
    u_high = u_raw(cycle);
else
    u(cycle) = u(cycle-1);
end

if u(cycle) < u(cycle-1) || u(2) < u(1)
    disp('Error: Processed FCG voltage vector has negative crack growth at the
beginning or ending!!!!')
    break
end

disp('Voltage process complete')

% Calculates the crack length and change in crack length from the voltage
% matrix.

a = [];

da_cmp = [];

for i = 1:cycle
    if i <= cycle-1
        a(1) = ((2*w)/pi)*acos(cosh((pi*y)/(2*w))/cosh((u(1)/u0)*acosh(cosh((pi*y)/√
        (2*w))/cos((pi*a0)/(2*w))))));
        a(i+1) = ((2*w)/pi)*acos(cosh((pi*y)/(2*w))/cosh((u(i+1)/u(i))*acosh(cosh((pi*y)/√
        (2*w))/cos((pi*a(i))/(2*w))))));
        da_cmp(i) = (a(i+1)-a(i))/dn; % da/dn
        if da_cmp(i)<1e-10
            da_cmp(i) = 0;
        end
    end
end

k_max = [];

k_min = [];

dk_cmp = [];

for i = 1:cycle
    theta(i) = (pi*a(i))/(2*w);
    k_max(i) = (p_max/(t*sqrt(w)))*(sqrt(2*tan(theta(i)))/cos(theta(i)))*(0.752+2.02*(a√
        (i)/w)+0.371*(1-sin(theta(i)))^3);
    k_min(i) = (p_min/(t*sqrt(w)))*(sqrt(2*tan(theta(i)))/cos(theta(i)))*(0.752+2.02*(a√
        (i)/w)+0.371*(1-sin(theta(i)))^3);
    dk_cmp(i) = k_max(i)-k_min(i);
end

%-------------------------------------------------------------------------------
% Cuts off the specified number of data points "del".
size = length(da_cmp);
da_cmp = da_cmp(del+1:size);

% Divides
a0_si = a0*25.4;
a_length = max(a)-a0;
a_length_si = a_length*25.4;
if seg == 0
    a_end_round = floor(a_length_si*100)/100;
    seg = a_end_round/seg_length
end

if w_limit == w
    % Divides the full data based on delta K, then averages!!!
    [k_min, k_lmin] = min(dk_cmp);
    [k_max, k_lmax] = max(dk_cmp);
    range = (k_max-k_min)/seg
    dk = [];
da = [];
dk_v = [];
dk_l = [];
rg = [];
for i = 1:seg
    rg(1) = range+k_min;
    [dk_l(1), dk_v(1)] = searchclosest(dk_cmp, rg(1));
da(1) = mean(da_cmp(1:dk_l(1)));
end
elseif i == seg
    dk(seg) = mean(dk_cmp(dk_l(i-1):cycle-(del)));
da(seg) = mean(da_cmp(dk_l(i-1):cycle-(del+1)));
end
else
    % Cuts off the rest of the data after specified length "w_length".
    [a_l, a_v] = searchclosest(a, w_limit);
da_cmp_lim = da_cmp(1:a_l);
dk_cmp_lim = dk_cmp(1:a_l);
cycle_lim = length(da_cmp_lim);

    % Divides the limited data based on delta K, then averages!!!
    [k_min_lim, k_lmin_lim] = min(dk_cmp_lim);
    [k_max_lim, k_lmax_lim] = max(dk_cmp_lim);
    range_lim = (k_max_lim-k_min_lim)/seg
dk_lim = [];  
da_lim = [];  
dk_v_lim = [];  
dk_l_lim = [];  
gr_lim = [];  
for i = 1:seg  
gr_lim(i) = range_lim+k_min_lim; 
    [dk_l_lim(i),dk_v_lim(i)] = searchclosest(dk_cmp_lim,rg_lim(i)); 
    dk_lim(i) = mean(dk_cmp_lim(1:dk_l_lim(i)));  
    da_lim(i) = mean(da_cmp_lim(1:dk_l_lim(i)));  
    if i > 1 && i < seg  
        rg_lim(i) = range_lim*i+k_min_lim; 
        [dk_l_lim(i),dk_v_lim(i)] = searchclosest(dk_cmp_lim,rg_lim(i)); 
        dk_lim(i) = mean(dk_cmp_lim(dk_l_lim(i-1):dk_l_lim(i)));  
        da_lim(i) = mean(da_cmp_lim(dk_l_lim(i-1):dk_l_lim(i)));  
    elseif i == seg  
        dk_lim(seg) = mean(dk_cmp_lim(dk_l_lim(i-1):cycle_lim));  
        da_lim(seg) = mean(da_cmp_lim(dk_l_lim(i-1):cycle_lim-1));  
    end  
end  
a_lim = a(dk_l_lim(1):a_l);  
n_lim = n(dk_l_lim(1):a_l);  
%Divides the full data based on delta K, then averages!!!  
[k_min,k_lmin] = min(dk_cmp);  
[k_max,k_lmax] = max(dk_cmp);  
range = (k_max-k_min)/seg  
dk = [];  
da = [];  
dk_v = [];  
dk_l = [];  
gr = [];  
for i = 1:seg  
gr(i) = range+k_min; 
    [dk_l(i),dk_v(i)] = searchclosest(dk_cmp,rg(i)); 
    dk(i) = mean(dk_cmp(1:dk_l(i)));  
    da(i) = mean(da_cmp(1:dk_l(i)));  
    if i > 1 && i < seg  
        rg(i) = range*i+k_min; 
        [dk_l(i),dk_v(i)] = searchclosest(dk_cmp,rg(i)); 
        dk(i) = mean(dk_cmp(dk_l(i-1):dk_l(i)));  
        da(i) = mean(da_cmp(dk_l(i-1):dk_l(i)));  
    elseif i == seg  
        dk(seg) = mean(dk_cmp(dk_l(i-1):cycle-(del)));  
        da(seg) = mean(da_cmp(dk_l(i-1):cycle-(del+1)));  
    end  
end  
end  
%Cuts off the first "del_dp" points of the limit plot.  
if w_limit ~= w  
dk_lim = dk_lim((1+del_dp):seg);  
end
da_lim = da_lim((1+del_dp):seg);
else
dk = dk((1+del_dp):seg);
da = da((1+del_dp):seg);
end

% Divides the data based on cycles, then averages!!!
% range = fix(cycle/seg);
% rm = rem(cycle,seg);
% dk_sec = [];
% dk = [];
da_sec = [];
da = [];
for i = 1:seg
    dk_sec(1,:) = dk_cmp(1:range);
da_sec(1,:) = da_cmp(1:range);
    if i > 1
        dk_sec(i,:) = dk_cmp((i-1)*range+1:i*range);
da_sec(i,:) = da_cmp((i-1)*range+1:i*range);
    end
    dk(i) = mean(dk_sec(i,:));
da(i) = mean(da_sec(i,:));
    if rm > 0
        dk(seg+1) = mean(dk_cmp(seg*range+1:cycle));
da(seg+1) = mean(da_cmp(seg*range+1:cycle-1));
    end
end

%Conversion of Units
dk_eng = dk; %Delta K in english units (ksi*in^(1/2))
dk_cmp_eng = dk_cmp;
da_eng = da; %Crack growth per cycle in english units (in/cycle)
a_eng = a;
a_si = a_eng*25.4;
if w_limit ~= w
    dk_lim_eng = dk_lim; %Delta K in english units (ksi*in^(1/2))
da_lim_eng = da_lim; %Crack growth per cycle in english units (in/cycle)
figure
scatter(dk_lim_si,da_lim_si)
    title('TA2')
xlabel('dK (MPa*sqrt(m))')
ylabel('da/dn (mm/cycle)')
dk_cmp(a_l)
a_l
a_v
end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Choose if you want the data in English or SI units: (change "si" to "eng")
if w_limit ~= w
    dat = [dk_si',da_si',[0,dk_lim_si'],[0,da_lim_si']]; %Collects final plot points
else
    dat = [dk_si',da_si'];
end
delete MPM326_N2180_31_actual.xls
xlswrite('MPM326_N2180_31_actual.xls', dat) %Exports data to an Excel file
delete data_31_actual.mat
save('data_31_actual')

%Below are optional values you want to see when the code is finished:
%a0_pre
a0
a_max_eng = max(a_eng)
dk_max_si = max(dk_cmp_si)

%Below are the optional graphs you want to see when the code is finished:
figure
scatter(dk_si,da_si)
% title('TA1')
xlabel('dK (MPa*sqrt(m))')
ylabel('da/dn (mm/cycle)')

figure
loglog(dk_si,da_si)
% title('TA1')
xlabel('dK (MPa*sqrt(m))')
ylabel('da/dn (mm/cycle)')

% figure
% plot(n_pre,u_raw_pre)
% title('Pre-crack Raw Voltage')
% xlabel('n')
% ylabel('U (mV)')
Appendix 2

SearchClosest
MATLAB Function [69]
%% Search value 'v' in sorted vector 'x' and find index and value
%% with respect to vector x that is equal or closest to 'v'.
%%
%% If more than one value is equal then anyone can be returned
%% (this is property of binary search).
%% If more than one value is closest then first occurred is returned
%% (this is property of linear search).
%%
%% Algorithm
%% First binary search is used to find v in x. If not found
%% then range obtained by binary search is searched linearly
%% to find the closest value.
%%
%% INPUT:
%% x: vector of numeric values,
%% x should already be sorted in ascending order
%%     (e.g. 2,7,20,...120)
%% v: numeric value to be search in x
%%
%% OUTPUT:
%% i: index of v with respect to x.
%% cv: value that is equal or closest to v in x

function [i,cv] = searchclosest(x,v)

i=[];
from=1;
to=length(x);

%% Phase 1: Binary Search
while from<=to
    mid = round((from + to)/2);
    diff = x(mid)-v;
    if diff==0
        i=mid;
        cv=v;
        return
    elseif diff<0     % x(mid) < v
        from=mid+1;
    else              % x(mid) > v
        to=mid-1;
    end
end

%% Phase 2: Linear Search
%% Remember Binary search could not find the value in x
%% Therefore from > to. Search range is to:from
y=x(to:from);       %vector to be serach for closest value
[ignore,mini]=min(abs(y-v));
cv=y(mini);
% cv: closest value
% mini: local index of minimum (closest) value with respect to y

% find global index of closest value with respect to x
i=to+mini-1;
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