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ABSTRACT

Dynamics and mechanism studies of nonlinear chemical systems

Tabitha R. Chigwada-Razunguzwa

The kinetics and mechanisms of oxidation of selected thiocarbamides (tetramethylthiourea, trimethylthiourea, phenylthiourea, and 2-aminoethanethiolsulfuric acid) by chlorite in aqueous acidic media are investigated using UV/Vis, NMR, Stopped-flow techniques, and qualitative analysis. The reactions were extremely complex, with reaction dynamics strongly influenced by the pH of the reaction medium and formation of stable intermediates (sulfonic acids). Results revealed that oxidations of substituted thioureas do not always proceed via a stepwise oxidation of the sulfur center. Instead, reactions occurred in two stages: S-oxygenation of the sulfur center to yield the sulfinic acid, which then reacts in the second phase predominantly through an initial hydrolysis to produce a urea-type residue and the sulfoxylate anion. The sulfoxylate anion, a highly reducing species, is then rapidly oxidized to sulfate.

Experimental and numerical studies of local periodic forcing on an excitable Belousov-Zhabotinsky (BZ) medium in a thin gel layer are reported. Rather than the traditional suprathreshold perturbations giving rise to a local oscillatory state, waves were initiated in an excitable system via localized small amplitude variations in light intensity, without crossing into the oscillatory regime of the autonomous system. Initiation of waves in the initially quiescent medium was possible when the frequency of the sinusoidal perturbation was suitably tuned to that of the autonomous system. The region
in phase space where wave initiation was possible depended on the parameter values of the perturbation, namely forcing frequency and forcing amplitude, and on the inherent properties of the autonomous system. Resonance patterns are found by relating the period between two waves to the period of the sinusoidal perturbation.

Experimental and theoretical studies of the peroxidase-oxidase (PO) reaction are reviewed. Numerical investigations into the initiation of trigger waves in an oscillatory one-dimensional PO reaction-diffusion system are presented. Trigger waves are initiated in the oscillatory system via localized perturbations in the concentration of one of the variables using the extended BFSO model. The chemical waves traveled with a sharp front and were not able to penetrate barriers to diffusion, which are properties characteristic of trigger waves.
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Nonlinear phenomena occurring in conditions far from equilibrium are of crucial importance in living systems [1]. Studies into nonlinear processes were initially hampered by earlier scientists’ beliefs that these processes violated the laws of thermodynamics. The complexity of the reaction mechanisms involved and difficulty in solving nonlinear systems analytically also contributed to the initial reluctance of many scientists to be involved in this field [2]. Coupling of nonlinear chemical processes with diffusion may result in spatiotemporal ordering, leading to the formation of dissipative structures such as chemical waves [3-6]. In this dissertation, we report on the kinetics and mechanisms of nonlinear chemical systems that involve oxyhalogen-sulfur chemistry. We also report on the generation of chemical waves in reaction-diffusion systems of well known chemical oscillators.

This dissertation is composed of two parts, which are linked by the nonlinear character of all of the systems discussed in both parts.

Part I, S-oxygenation of selected thiocarbamides, deals with the chemical kinetics and mechanisms of selected substituted thioureas, which are presented in Chapters 1 to 6. Chapter 1 is an overall introduction to the field of organosulfur chemistry, with emphasis on the chemical reaction dynamics and the biological significance of thiocarbamides and their bioactivation. A general overview of the instrumentation and experimental techniques used in the investigation of S-oxygenation of thiocarbamides reported in Part I is given in Chapter 2. In Chapter 3, a report on the oxidation of tetramethylthiourea, TTTU, by chlorite in acidic media is presented [7]. Chapter 4 reports on the oxidation of
trimethylthiourea, TMTU, by chlorite and chlorine dioxide [8]. Oxidation of phenylthiourea, PTU [9], and 2-aminoethanethiolsulfuric acid, AETSA [10], are reported in chapters 5 and 6, respectively.

Part II, Chemical waves in the Belousov-Zhabotinsky (BZ) and Peroxidase-Oxidase (PO) reaction systems, reports on the generation of trigger waves in chemical systems. Chapters 7 describes experimental and numerical investigations into the generation of resonance induced chemical waves in an excitable BZ reaction-diffusion system. In Chapter 8, a review of previous experimental and theoretical studies of the peroxidase-oxidase reaction is presented. Results of numerical simulations of an oscillatory PO reaction-diffusion system are also presented, showing the generation of trigger waves.
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CHAPTER 1

Introduction

1.1 INTRODUCTION

Sulfur is a pale yellow, tasteless, odorless, non-metallic brittle solid occurring widely in nature as iron pyrites \((\text{FeS}_2)\), galena \((\text{PbS})\), sphalerite \((\text{ZnS} \text{ or } \text{FeS})\), cinnabar \((\text{HgS})\), stibnite \((\text{Sb}_2\text{S}_3)\), gypsum \((\text{CaSO}_4.2(\text{H}_2\text{O}))\), epsom salts \((\text{MgSO}_4.7(\text{H}_2\text{O}))\), colestite \((\text{SrSO}_4)\) and barite \((\text{BaSO}_4)\). Native or free sulfur forms occur in nature in the vicinity of volcanoes and hot springs, and are recovered using the Frasch process \([1]\). The word sulfur used interchangeably with the word brimstone (‘the rock that burns’), may have one or two derivations: the Sanskrit word ‘sulvere’ or the Latin word ‘sulphurium’ both meaning sulfur.

Sulfur, the tenth most abundant element in the universe, is an essential element of all living organisms and comprises about 0.25 % of total human body weight, similar to potassium \([2,3]\). The element sulfur is present in four amino acids: methionine, an essential amino acid; cystine and cysteine, which are synthesized from methionine; and taurine which is synthesized from methionine and cysteine. It is also present in two vitamins; thiamine, which is important to skin; and biotin, which is important to hair; and is necessary for the formation of collagen, keratin, insulin and heparin. Sulfur is important in cellular respiration \([4]\), and as part of proteins where the disulfide bonds function to stabilize the tertiary bonds \([2,5]\). Sulfur is used in the manufacturing of sulfides, insecticides, plastics, enamels, dyes, bleaching agents, fertilizers, gunpowder, laxatives, fungicides, fumigants, and sulfuric acid \([6-8]\). Sulfur, so essential to life, and
found in every cell of every organism, has been all but ignored by not only researchers but also by dietitians and physicians.

Sulfur is also important in environmental chemistry, where sulfur dioxide (SO$_2$) and nitrogen oxides (NO$_x$) are the primary causes of acid rain, which causes substantial damage to the natural environment in affected regions. Hydrogen sulfide (H$_2$S), another important environmental pollutant, if metabolized in high concentrations can lead to death via respiratory paralysis. The occurrence of other sulfur compounds as environmental pollutants has resulted in the increased interest in sulfur chemistry.

Many of the sulfur compounds are either toxic or react to form toxic end products, hence the mechanisms by which such reactions occur needs to be elucidated. Studies over the years have shown that such reactions usually display a wide range of complex behavior. The research into the study of sulfur and its compounds has often been hampered by the existence of nonlinear features such as autocatalysis [9], autoinhibition [10], free radical mechanisms [11], polymerizations [12], variable stoichiometries [13], and a wide range of pH values over which the reactions can occur [14]. Such nonlinearities heighten the possibility of generating chemical instabilities [15]. The origin of such varied exotic behavior from such simple chemical systems is largely responsible for the unwillingness of many kineticists to study the reaction dynamics of reactions involving organic sulfur compounds. However, it is precisely because of the varied dynamics observed with sulfur chemistry that make sulfur compounds ideal for biological mechanisms. The progress in sulfur research [16] has also been hampered by the historically rigid differentiation between inorganic and organic sulfur chemistry. The sulfur compounds used in this study and that of other researchers are organic, and most of
the relevant sulfur chemistry in the human body is of organic origin, although the products of their oxidation e.g. sulfates are not.

Most of the knowledge on sulfur compounds has been a byproduct of synthetic, analytical and metabolic investigations in other areas [16]. The range of physiological effects associated with organic sulfur chemistry, span from therapeutic to toxic, with several levels of each extreme represented [17]. Surprisingly, previous studies on the mechanistic details of physiological effects of organosulfur compounds have relied on cause and effect; a very inefficient way of rationalizing the effects of such a wide range of physiologically active compounds. Hence there is a need for systematic studies in which physiological effects are assessed based on the reactivities of the compounds and the mechanistic details elucidated.

One of the most significant parameters associated with the physiological role of organic sulfur compounds is the carbon-sulfur bond. Its cleavage or lack thereof, determines a series of events that are extremely important in ascertaining the physiological effects associated with the specific sulfur compound. Use of organic sulfur compounds as drugs is usually determined by the type and nature of the carbon-sulfur bond(s) present in the parent compound. Aside from carbon-sulfur bond cleavage [18], there are four other main reactions undertaken by organosulfur compounds in physiological environments. These are sulfide-disulfide equilibrium [19], free radical formation and detoxification [20], metabolic activation (enzymatic and non-enzymatic) [21], and metabolic S-oxidations [22]. These processes are responsible for most of the known physiological effects of organosulfur compounds. The objective of this study is partly to elucidate the mechanism of the carbon-sulfur bond cleavage (or lack thereof) of
selected organosulfur compounds, with the ultimate aim of being able to predict the physiological effects of the parent compound.

1.1.1 Sulfur – oxygen compounds

Sulfur chemistry is often complicated by the ability of the sulfur atom to assume a wide range of possible oxidation states which range from -2 to +6 [23], as it is able to expand electronically into the accessible d-orbitals. This makes it possible for sulfur to form a series of oxyanions and other compounds at those oxidation states that are chemically, and biologically active. Such compounds can undergo redox reactions with liberation of energy as the oxidation state of sulfur increases. Electron flow from an electron donor via several intermediate electron carriers towards an electron acceptor is the means by which biochemical energy is generated [24-26]. These carriers are located in an orderly manner at, and within membranes. The transport of electrons across these membranes gives rise to potential differences, which in turn liberates energy for metabolic processes [25]. Thus an organism needs suitable electron donors in addition to electron acceptors. Sulfur compounds in higher states act as sinks for such reactions. Reduced sulfur compounds are excellent donors while intermediates between sulfide and sulfate can play both roles depending on the requirements [17]. There are a vast number of compounds in which one or more oxygen atoms are linked to the sulfur center, some of them are listed in Table 1.1.

Although several oxidation states are possible, there is a special stability associated with oxidation states -2, 0, and +6. Stability of these states depends also on the chemical environment. The 0 oxidation state is especially stabilized by polymerization,
where $S_8$ is the most stable form of $S(0)$ [27], but is not stable in a sulfenic acid $RS-OH$ [28]. The $+2$ state on the other hand can be stabilized in a sulfinic acid, but not in $SCl_2$ [29].

**Table 1.1: Sulfur-Oxygen Compounds in Various Oxidation States**

<table>
<thead>
<tr>
<th>Oxidation</th>
<th>Compound</th>
<th>Structure</th>
<th>Compound</th>
<th>Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2</td>
<td>Thiols</td>
<td>$R-SH$</td>
<td>Thioethers</td>
<td>$R-S-R$</td>
</tr>
<tr>
<td>-1</td>
<td>Disulfides</td>
<td>$R-S-S-R$</td>
<td>Sulfoxides</td>
<td>$R-S(O)R$</td>
</tr>
<tr>
<td>0</td>
<td>Sulfenic Acids</td>
<td>$R-S-OH$</td>
<td>Sulfones</td>
<td>$R-S(O)_2R$</td>
</tr>
<tr>
<td>+2</td>
<td>Sulfinic Acids</td>
<td>$R-S(O)OH$</td>
<td>Sulfamates</td>
<td>$R-NH-S(O)_2OH$</td>
</tr>
<tr>
<td>+4</td>
<td>Sulfonic Acids</td>
<td>$R-S(O)_2OH$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>+6</td>
<td>Sulfate Esters</td>
<td>$R-O-S(O)_2OH$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Adapted from “*Sulfur-Oxygen Compounds*” by A.G. Renwick [30]

The chemical and biological properties of organic sulfur-oxygen compounds depend on the nature of the substituents on the sulfur, carbon and oxygen atoms. The carbon sulfur bond will only be strongly influenced by the substituents on the carbon and sulfur atoms [31]. This chapter concentrates on the main classes of sulfur-oxygen and their metabolic precursors that are relevant to the work presented in the following chapters of this dissertation. Emphasis will be placed on aromatic and methyl substituted and non-substituted thiocarbamides and their derivatives in order to best understand reactivities, which can be affected by conjugation of the reactive thiocarbonyl group.
1.1.2 Metabolic Activation of S-atom via S-oxygenation

The sulfur-oxygen bond is one of the most important parameter in determining physiological activity of organic sulfur compounds. The only way to study the carbon-sulfur bond is through S-oxygenations.

Sulfur compounds undergo a variety of metabolic reactions, namely oxidations, reductions, hydrolysis, and conjugations [32]. Sulfur in thiocarbamides, and most organosulfur compounds is nucleophilic, implying that such compounds are susceptible (in physiological environments) to metabolic oxidations [33]. The oxidation of these compounds should thus represent an important aspect of sulfur metabolism. These oxidations appear to be involved in many cellular functions, including the reductive degradation of polypeptide hormones and proteins, regulation of protein synthesis, maintenance of intracellular redox potential, and protection of cells from oxidative damage [34], to name just a few.

Adverse toxicological effects of organosulfur compounds such as pulmonary edema [35-37], thyroid depression [38-41], and liver necrosis [41-45] are widely believed to be due to the formation of S-oxides. S-oxygenation of the thionocarbonyl or thiourea moiety (>C=S) is considered to be the first step towards the bioactivation of organosulfur compounds. This reaction is catalyzed primarily by the flavin containing monooxygenases (FMO) also known as FAD-containing monooxygenase [46], and the microsomal cytochrome P450 system of enzymes (P450). Facile oxidations of the organosulfur compounds by reactive oxygen species, e.g. hydrogen peroxide, and superoxide ion, however, often complicate the interpretation of in vitro studies [33].
There are two possible ways of oxidizing the thiourea moiety of the organosulfur compounds: a) through electrophilic attack, and b) through successive addition of oxygen to the sulfur center [47]. Three possible oxyacids can arise from the stepwise oxidation of the sulfur center, namely: i) sulfenic acids (S-oxide, RSOH), ii) sulfinic acids (S-dioxide, RSO₂H), and iii) sulfonic acids (S-trioxide, RSO₃H) [48]. These S-oxides are the reactive intermediates whose reactivity might lead to toxicity.

1.1.2.1 Enzymes involved in S-oxygenation

The first step in the bioactivation of thiono compounds, S-oxygenation, is believed to be catalyzed mostly by the membrane bound flavin-containing monooxygenase, to yield the sulfenic acid which is highly unstable [49]. FMOs, are proteins whose apparent molecular weight is in the range of 52,000 to 64,000 Daltons. The FMOs contain a single molecule of flavin adenine dinucleotide (FAD) as the active group [50,51].

![Figure 1.1: Active site of Flavin-Containing Monooxygenase (FMO) [52]](image-url)
The FADH-OOH complex, shown in Figure 1.1, is the 4α-hydroxyperoxyflavin, a stable intermediate in the absence of the substrate [52]. This stability, however, is only relative since the release of superoxide and hydrogen peroxide is documented [53]. In the presence of a nucleophilic substrate (:X), e.g. sulfur or nitrogen, attack occurs on the distal oxygen atom to yield the oxygenated product XO with a water molecule playing a critical role in the transition state [52-56].

Cytochrome P450 enzymes also catalyze some of these oxidation reactions, e.g. in the bioactivation of methimazole [57], and α-naphthylthiourea (ANTU) [46,58]. Cytochrome P450’s are known to catalyze many if not all reactions catalyzed by FMO’s. Cytochrome P450, like FMO also comprises of the FAD molecule [59,60]. The P450 enzymes are electron carriers that contain an iron porphyrin ring as the prosthetic group. The protein bound iron of the porphyrin ring facilitates the transfer of electrons by changing oxidation states between the ferrous (Fe$^{2+}$) and ferric (Fe$^{3+}$) states [59]. These enzymes (cytochrome P450) are utilized in other reactions aside from bioactivation of sulfur compounds, including degradation of xenobiotics, generation of hormones and biosynthesis of a variety of important biological compounds [61]. The cytochrome P450 family is a major participant in nearly all metabolisms of pharmaceutical reagents.

1.1.3 Thiocarbamides ($R^1R^2NC(=S)NHR^3 \leftrightarrow R^1R^2C(SH)=NR^3$)

Thiocarbamides are a family of compounds of thioamides with thiourea as the simplest compound in this class. The thionocarbonyl moiety of thiocarbamide is known to be responsible for the wide use of thiocarbamides as insecticides [62,57], as therapeutic agents [63], as goitrogens [64], as non-nucleoside inhibitors of HIV-I reverse
transcriptase [65,66], to name a few. Thiocarbamides can be grouped, broadly, into four biologically active groups: rodenticides (α-naphtylthiourea) [67-69], antithyroids for treating hyperthyroidism (propylthiouracil) [41,70,71], barbiturates (thiopentone) [72], and radical scavengers (dimethylthiourea) [73-75]. Thiourea, TU, the simplest thiocarbamide is an important industrial chemical, and is used in rubber production as a vulcanization accelerator [76-78], and as a component of solutions for ore leaching [79], for example. Thiourea is a strong goitrogen and its antithyroid activity is believed to lead to a disruption of the pituitary-thyroid hormonal regulatory system [64]. TU is also thought to be a potential melanoma-targeting agent [80].

The only naturally occurring thiocarbamide is ergothioneine found in large quantities in mammalian blood cells [81]. In contrast, the synthetic thiocarbamides have a wide and extensive usage, from intermediates in organic reactions to therapeutic agents. Methimazole, for example, marketed under the trade name Tapazole is used for medical treatment of hyperthyroidism due to Graves’ disease [63,82]. Unfortunately, methimazole’s toxicity sometimes makes it unsuitable as a drug and is substituted by the less effective propylthiouracil [83,84]. Phenylthiocarbamide or phenylthiourea (PTU) [85], and thiouracil [86] were also used to treat hyperthyroidism, but their uses were discontinued due to their toxic side effects. α-naphthylthiourea [69,87]and N-methyl-N’-(hydroxymethyl)thiourea [88] are used as rodenticides and bactericides respectively. The thiocarbamide diafenthurion, is used as an insecticide [62].

Dimethylthiourea, DMTU, is one of the most efficient scavengers of reactive, toxic oxygen species in vitro, and reduces oxidative injury in many biological systems [74,89-91]. DMTU is one of the most efficient scavengers known for hydrogen peroxide,
hydroxyl radical, and hypochlorous acid [73,92]. DMTU is used in the textile industry as an antioxidant [93]. Diphenylthiourea, DPTU, and dibutylthiourea (DBTU), are also known to have antioxidant properties [94].

Thiocarbamides have been used in the development of promising potent HIV-1 non-nucleoside reverse transcriptase inhibitors (NNRTI) [66,95]. The range of physiological effects derived from a single thiourea compound makes these compounds well suited as dual function microbicidal contraceptives potentially capable of preventing HIV transmission as well as providing fertility control [95]. Compounds such as (N-[2-(2-chlorophenethyl)]-N′-[2-(5-bromopyridyl)]-thiourea) and (N-[2-(5-bromopyridil)]-N′-[2-(2-(1-cyclohexenyl)ethyl]-thiourea) were found to possess potent anti-HIV activity as well as sperm-immobilizing activity [66]. The spermicidal activity of these drugs makes them to be efficient replacements of current commercially available spermicidal microbicides such as the detergent-based nonoxynol-9, which disrupt cell membranes [66]. The first HIV experimental drug to be tested was Trovirdine [65,57].

1.1.3.1 Toxicity of Thiocarbamides

The thionocarbonyl or thiourea moiety (>C=S) of thiocarbamides asides for it being a pharmacophore, is also a potential toxophore. Toxicological effects of thiocarbamides include thyroid depression, pulmonary edema, and liver necrosis. Thus, a large number of potentially useful drugs containing the thionocarbonyl moiety are often limited in their use due to the toxic side effects associated with the compounds. The associated toxicity of thiocarbamides has been linked to their oxidative metabolism, especially S-oxygenation.
It was reported in a 1961 publication that phenylthiourea is extremely toxic to rats, but that diphenylthiourea is not [96]. There have been several theories postulated on the varying degrees of toxicities of thioureas. One possibility was the nature of the metabolic end-products of the thioureas. In some cases, thioureas are desulfurized to their corresponding ureas e.g. phenylthiourea and thiourea. N,N-diphenylthiourea which was found to be non-toxic, is excreted primarily as the ring-metabolized products with the thione group intact, while phenylthiourea was excreted as sulfate and phenylurea. Thus, the toxicity of the thiocarbamide is determined by its metabolic pathway, intermediates and/or products. The toxicity of the thiocarbamides is related to the extent of desulfurization, with the more highly desulfurized compound being the most toxic. Hepatic toxicity is almost inevitable with most drugs that contain the carbon-sulfur bond [97]. There have been reports of fulminant hepatitis, hepatic necrosis, encephalopathy, and even death in some cases.

Subtle differences in substituted thioureas can impart vastly different degrees of toxicity. For example, while α-naphthylthiourea produces pulmonary edema and pleural effusion in rats, its oxidation gives α-naphthylurea, an innocuous substance to rats [98]. The degree of toxicity of thiocarbamides is also species-dependent [99,100]. Ethylene-thiourea, for example, is known to be toxic in rats and mice, with its toxicities including goitrogenicity, carcinogenicity, and with teratogenic effects [101-103], although cats and rabbits [104], however, are not susceptible to its teratogenic effects [105]. These subtle differences may be related to the fact that the major pathways of metabolism in rats are oxidative whereas in cats, S-methylation predominates [106,107].
In order to understand why similar thiocarbamides possess varying toxicity effects, which in some cases are species dependent, and also understand the origin of nonlinearities observed with sulfur compounds, a series of studies were started in our laboratory [48], with the aim of systematically investigating and hopefully deducing a generalized algorithm for the oxidation of the sulfur center. Oxidation of the sulfur center generally displays nonlinear and exotic dynamic behavior which includes clock reaction mechanisms [108,109], chemical oscillations [15,110], oligooscillations [111], chemical chaos [112,113], pH oscillations [14,114], spatial patterns [115-117], and traveling waves [118]. Knowledge of the oxidation mechanisms of the sulfur center is essential in the elucidation of these observed nonlinear dynamics. This series of studies has so far resulted in the derivation of a simple algorithm which involves successive addition of oxygen onto the sulfur center up to the sulfonic acid stage, via non-radical two-electron equivalents transfer processes yielding a sulfate as the final product due to cleavage of the carbon-sulfur bond [29,119]. The rate-determining step was established to be the initial oxidation of the organosulfur compound, to the unstable sulfinic acid. The studies have also revealed, however, that nearly every organosulfur compound presents a unique reactivity, and has to be studied individually. This feature of diversity in oxidation mechanisms of closely related sulfur compounds has also been observed in biological chemistry [120]. Hydroxymethanesulfonic acid, for example, can be easily oxidized to a carboxylic acid and sulfate [121], while its homologue, the biologically important isethionic acid is extremely inert and is only oxidized only by the most powerful oxidizing agents [122]. This dissertation will involve a continuation of the studies aimed
at systematically elucidating the S-oxygenation mechanisms of substituted thioureas in
different electronic environments.
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2.1 INTRODUCTION

Kinetics is the study and interpretation of the rates of chemical reactions. It does not only deal with rate of a chemical reaction, but also includes factors affecting the rate of the reaction, such as temperature, pressure, ionic strength, solvent, concentrations of reagents etc, and interpretation of the rate in terms of a reaction mechanism [1]. Chemical kinetics tries to answer the question of what happens as the reactants are converted to products. Does the reaction occur in one step, or does it occur in multiple steps via intermediates? The study of chemical kinetics is important especially when one is trying of find the optimum reaction conditions, for example, during organic synthesis and chemical manufacturing.

Having established the overall stoichiometry of the reaction, the first undertaking of any kineticist is to ascertain all the individual steps or elementary reactions and their proper arrangement. Elementary reactions are the simplest obtainable molecular reactions [2], and depending on the number of reacting species can be unimolecular or bimolecular. The collection of all the individual steps in their proper order constitutes what is known as the reaction mechanism [2,3]. This devised model/mechanism may be subject to revision and refinement when new data or new theories are derived.

The rate of reaction is defined as the rate at which the reactant disappears, or the rate at which the product appears. The rate is ascertained by monitoring the concentrations or a certain property of the reagent as a function of time using analytical
methods. The analytical methods include chemical methods in which one of the reactants or products is measured directly either by volumetric or gravimetric analysis, and physical methods, where a physical property, related to concentration, is measured as a function of time. Chemical methods are able to reveal a conclusive value of concentration directly. Physical methods, although more convenient, rapid, and usually do not result in destruction of the sample, do not furnish the actual concentration directly introducing sources of errors into the measurement. In choosing a physical method, it is important that the products and reactants have significant differences in their contribution to the physical property of choice.

Conventional methods are employed to follow slow reactions with half-lives of several minutes and longer [4]. These methods usually involve mixing of reagents or increasing temperature of the reacting system to start/initiate the reaction prior to taking measurements [5]. The period during which initiation of the reaction occurs, and the time required to make a measurement must be negligible when compared to the half-life of the reaction otherwise errors are introduced into the measurements. Special methods are utilized when dealing with rapid reactions with half-lives of less than a few seconds. Common techniques include: flow methods with stopped-flow[1,4,6-8] being the most common, relaxation techniques [9-12], flash photolysis [13,14], pulse radiolysis [15-18] and magnetic resonance techniques [19,20].

Stopped-flow [21-24] is one of the most frequently utilized rapid kinetics method and incorporates some of the characteristics of both static and flow systems. This technique was first utilized by Chance [7,6] for reactions in solution. The method involves forcing two solutions through jets/syringes into a mixing chamber where rapid
(<10^3 \text{s}) mixing occurs. Flow of the solution to the chamber is then stopped suddenly, and data recording commences. The data is processed in much the same way as when using conventional techniques. Stopped-flow techniques have the advantage of using small volumes of reaction solutions, a fact which becomes very important when dealing with biological samples; e.g. enzymes, which are usually obtained in small quantities. This technique is appropriate provided the rate of mixing is fast compared to the rate of reaction being studied [4].

This chapter gives an overview of the instrumentation, materials as well as the experimental methods and techniques used in the elucidation of the oxidation mechanisms of selected thiocarbamides reported in this thesis.

\section*{2.2 INSTRUMENTATION}

\subsection*{2.2.1 Conventional UV/Vis Spectrophotometry}

Slow reactions, with half-lives of at least several minutes, were monitored using a Perkin Elmer Lambda 2S and a Hewlett-Packard (HP845x UV-Visible Chemstation) spectrophotometer (conventional) within the range of 190 – 1100 nm. For both instruments, the tungsten lamp was used in the visible region, while the deuterium lamp was used for the ultraviolet (UV) region. Both instruments were interfaced to a Pentium III computer for data acquisition, storage, and manipulation. For the HP spectrometer, HP Biochemical Analysis UV-Vis Software [25] was used to run the instrument, while the Perkin Elmer Computer Spectrophotometer Software (PECSS) [26] was utilized for the Perkin Elmer instrument. For both instruments, the cell path length was 1 cm, and reactions were carried out at a constant temperature of 25 \text{°C}. Solutions were first mixed
using a magnetic stirrer to initiate the reaction before being introduced into the spectrophotometer. A constant time lag of 30 s was maintained between mixing of reagents and commencement of data acquisition.

2.2.2 Stopped-Flow Spectrophotometry

Rapid reactions that could not be monitored using conventional methods, were monitored using stopped-flow techniques [21,23,22,24]. This technique allows reactions with time scales of milliseconds to be monitored, and since it has the advantage of rapid mixing, one can obtain experimental points in a very short time scale [5]. A Hi-Tech Scientific SF-61 DX2 double mixing spectrofluorimeter was utilized to monitor experiments with rapid reaction rates. Figure 2.1. is a schematic representation of the instrument, showing all the components of the SF-61 DX2 double mixing spectrofluorimeter [27]. This instrument is essentially a hybrid UV/VIS spectrophotometer designed to monitor fast signal changes using a rapid mixing accessory, the sample handling unit (SHU). The double mixing instrument has the advantage of being able to mix more than two solutions together (multi-mixing) at variable ratios.

Two solutions (each reagent solution containing one of the reactants) contained in separate drive syringes, are rapidly driven into the mixing chamber using a drive motor. Once in the chamber, the solutions are rapidly mixed, thus initiating the reaction, and at the same time displacing the previous aged solution (from the previous experiment) with freshly mixed reactants, which are then driven into the observation cell. The SHU for the SF-61 DX2 instrument facilitates both the single mixing of two reagents using only one
of the drives, and double mixing three reactants via a push-push mode of operation. The later mode of operation enables transient species formed by mixing, to be subsequently mixed with a third reactant after a set delay period. The stop syringe functions to restrict the volume of solution consumed for each experiment, and to stop the flow. The flow of solution into the stop syringe causes the plunger to move back, subsequently triggering the data acquisition system. The dead time for this instrument is a millisecond, where the dead time is defined as the time it takes for the solution to flow from the mixing chamber to the observation cell. This enables reactions with millisecond and second timescales to be monitored via optical changes using either absorbance or fluorescence detection.

The process of mixing in a stopped-flow apparatus can be considered as occurring in two stages. The mixer takes in two liquids: solution A and solution B, and partitions each into small volume elements, such that a region of A is next to a region of B. Mixing is completed by the diffusion of the solute in A into the region of B, and vice versa. Part of this diffusion occurs in the liquid as it flows from the mixer to the observation point, in the dead volume [27]. The more efficient the mixer is, the finer the subdivision into small volumes, and the more rapid the subsequent diffusion. The mixing efficiency is a function of how well the solutions are mixed prior to entering the observation cell.

For more viscous solvents, diffusion will be much slower [28], and consequently mixing will be slower too. Chemical reactions can only occur after the second stage, when reagents A and B are in contact at molecular level. This explains the distinctive sigmoidal shape for reaction traces with very rapid reactions rates that are close to the limit of measurability [27]. This is due to the fact that the reagent concentrations will not have reached the acceptable values for complete mixing; hence the reaction occurs at a
slower rate during the initial millisecond time period. A short dead time as measured above, is not necessarily a good thing. The solution at the observation point may be young, not because it was transported rapidly from the mixer, but because it is still being mixed in the observation cell. Mixing of solutions sets an upper limit for the rate constant obtainable with the instrument. The instrument is designed in a way that ensures that the mixing time is less than the dead time, but not much less. For observed rate constants in excess of 1000 s\(^{-1}\), the experimentally obtained values are actually significantly less than those predicted by linear extrapolation as mixing won’t be complete on the time scale under which the reaction occurs [27]. The magnitude of the effect depends upon the nature of the reaction, and the viscosity of the solvent, and has to be independently investigated for each particular system.

The SF-61 DX2 instrument uses proprietary software (Hi-Tech IS 1.0) for data acquisition and analysis, and the program also filters out noise by digitally processing the data. The virtue of this procedure lies in the “digitization error” [27]. The voltage from the photometric circuitry is converted into a digital form suitable for computer processing by a 12-bit analog-to-digital converter. A logarithmic time base is incorporated into the Hi-Tech Scientific IS-1 program; this is particularly powerful in recording complex, multiple exponentials, especially where there a limited quantity of reagent available, since one can span milliseconds to minutes in only one or two runs. With a logarithmic distribution of data points with respect to time, it is possible to achieve a good definition of fast phases, while also achieving good definition of endpoints for slower phases in a single run [29].
The light source utilized is a 12V, 50W quartz tungsten halogen lamp. The 75W super quiet Xenon Arc lamp or a 100W short arc Mercury lamp could also be employed as light sources. A Czerny-Turner type monochromator mounted on a rail is used for this instrument. The instrument had two photomultipliers, an end-on 2 inch Hamamatsu R1463 and a side-on 1-1/8 inch Hamamatsu R928HA. Light passes from the monochromator to the photomultiplier tube via a 600 micron pure silica optic fiber. The optical cell with measurements of 10 mm x 1.5 mm x 1.5 mm is made from fused UV silica. The cell path length is 10 mm or 15 mm depending on the position of the optic fiber.

The diode array [30,31] attachment is a compact multi-channel detector incorporating a linear image sensor [27]. The linear image sensor is a self-scanning photo diode array with a scanning circuit composed of N-channel transistors turned on by a positive gate voltage. In conjunction with the “IBM-PC KINETASYST” software, the Rapid Scan diode array provides a facility for collecting and displaying a sequence of spectrally resolved data which can be manipulated, analyzed, and stored; furthermore cross-sections can be cut through multiple traces to generate time-resolved kinetic traces [27].
Figure 2.1: Schematic diagram showing all components of the SF61-DX2 double mixing stopped-flow fluorimeter Hi-tech Scientific Operator’s Manual [27].
Figure 2.2: Sample Handling Unit (SHU) flow circuit diagram for the SF-61 DX2 double mixing stopped-flow system taken from Hi-tech Scientific Operator’s Manual [27].
2.2.3 NMR Spectroscopy

Structural characterization and verification of products and intermediates was conducted using a JOEL 270 MHz Nuclear Magnetic Resonance (NMR) spectrometer. This was possible as the organosulfur molecules are composed of atoms linked together by bonds. Each one of the atoms possesses a nucleus surrounded by an electron cloud. For the hydrogen atom, the nucleus is composed of a single proton which possesses a property called spin [32]. Nuclei such as the hydrogen nucleus, with unpaired spins of protons and neutrons, will possess an overall nuclear spin, thus creating a nuclear magnetic dipole moment, where the inherent magnitude of the dipole is a nuclear property commonly referred to as the dipole moment, \( \mu \). Thus, if the nucleus is placed in a magnetic field, the nuclear dipole moment will precess about the magnetic field. The \( z \)-component of the nuclear magnetic moment of the nucleus can either be aligned parallel to the external field (low energy) or can be anti-parallel to the external field (high energy). A particle in the low energy state can be excited to the higher energy state, when it absorbs a photon of frequency \( v \), where the energy of the photon is the difference in energy between the two states given by [32]

\[
E = h \nu
\]  

(2.1)

The variable \( \nu \) is also known as the Larmor frequency or resonance frequency [32,33]. Hence it is the nuclei of atoms that are involved in the absorption process in NMR, unlike in UV/VIS and IR absorption. The signal in NMR spectroscopy is due to the disparities in the energy absorbed by the nuclei as they are excited from the lower energy state to the
higher energy state, and the energy emitted by the nuclei as they relax from the higher energy state to the lower energy state [33]. The intensity of the signal is proportional to the population difference between the two states; and the area under a given peak is directly proportional to the number of that type of protons in the molecule [34].

The frequency of electromagnetic radiation necessary for resonance to occur depends on both the strength of the external magnetic field, and on the characteristics of the nucleus being studied [33]. The electron cloud surrounding the nucleus tends to shield it from the full strength of the applied magnetic field [32]. The greater the electron density, the greater the shielding, thus nuclei which are in electron-rich environments will undergo transition at a higher applied field than nuclei in electron-poor environments. Similarly, nuclei that are adjacent to electronegative atoms, will be deshielded and undergo transitions at a lower applied filed. The resulting shift in the NMR signal for the given nuclei is referred to as the chemical shift [34,33].

Spin-spin coupling [33] occurs between chemically inequivalent nuclei that are close enough to each other to exert an influence on each other’s effective magnetic field, giving rise to the various splitting patterns observed in an NMR spectrum. Such an effect is observable if the distance between the chemically inequivalent nuclei is less than or equal to three bond lengths [33].

In some molecules, certain protons may appear to be inequivalent to other protons in a particular rotamer, although they become equivalent if rapid rotation occurs. In some instances, this does not remove the inequivalence and the protons can be interchanged via symmetry operations. This inherent asymmetry may result in observable differences in the chemical shifts. This phenomenon is best illustrated by the methylene protons of
(CH$_3$CH$_2$O)$_2$SO [34]. The two protons of each of the methylene groups are stereochemically inequivalent due to lack of symmetry at the sulfur center with respect to rotation about the S-O-C bonds. Such inequivalent nuclei, which cannot be interchanged by any of the symmetry elements, are commonly referred to as diastereotopic nuclei.

These phenomena were utilized in monitoring the progress of the reaction during the oxidation of organosulfur compounds. Local symmetry around the sulfur atom, changes during oxidation of an organosulfur compound, with the protons bonded to adjacent C or N atoms becoming diastereotropic, or stereochemically equivalent if they were initially diastereotropic.

Unless otherwise stated, the following reagents (Aldrich) and conditions were used: commercial grade deuterated water (D$_2$O), deuterated perchloric acid (DClO$_4$) and deuterated sulfuric acid (D$_2$SO$_4$) were used without further purification. All NMR experiments were performed using D$_2$O at room temperature. The solvent (D$_2$O) peak, $\delta$ = 4.67 was used as an internal standard. The reactions were monitored by obtaining spectra at certain time intervals which were determined by the rate of reaction.

2.3 MATERIALS

2.3.1 Oxidants

The oxidants of choice were chlorite, ClO$_2^-$ (Fisher), chlorine dioxide, ClO$_2$. Commercially available sodium chlorite (Aldrich) varied in purity (78-88%) with the main impurities being chloride and carbonate. The sodium chlorite was recrystallized once from a water/ethanol/acetone mixture to bring the assay value to 95%. The recrystallized chlorite was then standardized iodometrically by adding excess acidified
potassium iodide and titrating liberated iodine against sodium thiosulfate using freshly prepared starch as an indicator [35]. Stock solutions of sodium chlorite were prepared freshly just before use, and were occasionally stabilized using $1.0 \times 10^{-3}$ M sodium hydroxide especially for reactions conducted in highly acidic conditions.

2.3.1.1 Preparation of Chlorine Dioxide

Chlorine dioxide was prepared by reacting acidified chlorate with oxalic acid [36,37]. The stream was passed through a solution of sodium carbonate to remove impurities, and the chlorine dioxide was then collected in ice-cold water at 4 °C, with pH adjusted to between 3 – 4 using perchloric acid. The solution was stored in stoppered flasks wrapped in aluminium foil and kept at 4 °C for later use. The stochiometry for the overall reaction is:

$$2\text{NaClO}_3(s) + \text{H}_2\text{C}_2\text{O}_4.2\text{H}_2\text{O}(s) + 2\text{H}_2\text{SO}_4(aq) \rightarrow 2\text{ClO}_2(g) + 2\text{CO}_2(g) + 4\text{H}_2\text{O}(l) + 2\text{NaHSO}_4$$  (2.2)

Chlorine dioxide was standardized before use jointly by its molar absorptivity coefficient of $1265 \text{ M}^{-1}\text{cm}^{-1}$ at 360 nm [37-39] on a Perkin-Elmer Lambda 2S UV/vis spectrophotometer and iodometrically by adding excess acidified potassium iodide and titrating liberated iodine against sodium thiosulfate using freshly prepared starch as an indicator and employing the following stoichiometries [40]:

$$2\text{ClO}_2 + 10\text{I}^- + 8\text{H}^+ \rightarrow 5\text{I}_2 + 2\text{Cl}^- + 4\text{H}_2\text{O}$$  (2.3a)

$$\text{I}_2 + 2\text{S}_2\text{O}_3^{2-} \rightarrow 2\text{I}^- + \text{S}_4\text{O}_6^{2-}$$  (2.3b)
2.3.2 Organosulfur Compounds

All the sulfur compounds used for the studies undertaken in this work, as listed in Table 2.1., were of analytical grade and were used without further purification unless otherwise stated.

Table 2.1.: Sulfur compounds used in the studies

<table>
<thead>
<tr>
<th>CHEMICAL NAME</th>
<th>FORMULA</th>
<th>SOURCE</th>
<th>ACRONYM</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-aminoethanethiolsulfuric acid</td>
<td>H$_2$NCH$_2$CH$_2$S-SO$_3$H</td>
<td>Aldrich</td>
<td>AETSA</td>
</tr>
<tr>
<td>1-Phenyl-2-thiourea</td>
<td>PhN(H)CSNH$_2$</td>
<td>Acros</td>
<td>PTU</td>
</tr>
<tr>
<td>1,1,3,3-tetramethyl-2-thiourea</td>
<td>Me$_2$N(Me$_2$N)C=S</td>
<td>Acros</td>
<td>TTTU</td>
</tr>
<tr>
<td>1,1,3-trimethyl-2-thiourea</td>
<td>Me$_2$(NMe$_2$)C=S</td>
<td>TCI</td>
<td>TMTU</td>
</tr>
</tbody>
</table>

2.3.2.1 Synthesis of Phenylthiourea dioxide (N-Phenylaminoiminomethanesulfenic acid)

A mixture of PTU (0.02 moles) and molybdenyl acetylacetone (0.07 moles) dissolved in a 40-60 mixture of ether and dioxane, was slowly added to two equivalents of hydrogen peroxide with continuous stirring at -15 °C. The mixture was allowed to stand at room temperature for an hour and left overnight at -4 °C. Thawing the resultant mixture, yielded off-white crystals which were then washed using acetonitrile, vacuum dried, enclosed in a dark container, and kept in the freezer for later use.

2.4 METHODS

All reactions were run in perchloric acid (72%, Fisher). Kinetic experiments were carried out at 25.0 °C and ionic strength was maintained at 1.0 M using analytical grade sodium perchlorate, NaClO$_4$ (Fisher)
2.4.1 Reactant and Product Analysis

2.4.1.1 Acid, $H^+$
Changes in pH of the solution were detected using acid-base indicators such as methyl red and methyl orange or by use of a pH electrode.

2.4.1.2 Ammonium ions, $NH_4^+$
Ammonium ions were detected by boiling product solutions in strong base and testing the vapor with red litmus paper [39].

2.4.1.3 Sulfate Ion, $SO_4^{2-}$
Sulfate ions were determined by the classical gravimetric method of using barium chloride to precipitate the sulfate as barium sulfate (BaSO$_4$ (s)) [41].

2.4.1.4 Chloride Ions, $Cl^-$
Chloride ions were detected by the addition of acidified silver nitrate solution to precipitate the chloride as silver chloride (AgCl (s)) [39].

2.4.1.5 Chlorite Ions, $ClO_2^-$
Excess chlorite ions were determined iodometrically by adding excess acidified potassium iodide and titrating the liberated iodine against sodium thiosulfate [42] using freshly prepared starch as an indicator and utilizing stoichiometries 2.4a, 2.3b [43,35]:

$$\text{ClO}_2^- + 4\text{I}^- + 4\text{H}^+ \rightarrow 2\text{I}_2 + \text{Cl}^- + 2\text{H}_2\text{O} \quad (2.4a)$$
\[ \text{I}_2 + 2\text{S}_2\text{O}_3^{2-} \rightarrow 2\text{I} + \text{S}_4\text{O}_6^{2-}\]  \hspace{1cm} (2.3b)

2.4.1.6 Tests for Adventitious Metal Ion Catalysis

Water used for preparation of reagent solutions was obtained from a Barnstead Sybron Corporation water purification unit capable of producing both distilled and deionized water (Nanopure). Carrying out the reaction in either distilled water or deionized water did not yield any discernible differences in the overall reaction kinetics. Inductively-Coupled Plasma Mass Spectrometry (ICPMS) analysis was employed in quantifying the metal ion concentrations in the water used for our experimental studies. The results revealed that the water contained insignificant concentrations of iron, copper, and silver and approximately 1.5 ppb of cadmium, and 0.43 ppb of lead. Use of metal chelators, e.g. EDTA, to isolate metal ions, gave overall reaction dynamics that were indistinguishable from those carried out in deionized water and somewhat slower kinetics when compared to reactions done using singly distilled water.

2.4.2 Stoichiometric Determinations

Various oxidant to reductant ratios, R, were mixed in stoppered volumetric flasks and scanned spectrophotometrically for formation of chlorine dioxide after a period of two days in order to ascertain the stoichiometry of the reaction. Iodometric techniques were next employed in determining the excess oxidant oxidizing power by adding excess acidified iodide, and then titrating the liberated iodine against standardized sodium thiosulfate. A plot of thiosulfate titer vs. amount of chlorite, when extrapolated to zero titer, yielded the stoichiometry of the reaction.
2.4.3 Computer Simulations

Numerical simulations were carried out to complement our experiments on the oxidation of organosulfur compounds. After deriving a postulated reaction mechanism from experimental data, and using it to formulate a model for the reaction such that it closely parallels the experimental design, the next step for a kineticist is to check the accuracy of the model [1]. For simple systems, the model can be tested by applying certain approximations to the differential equations, such as steady-state approximations, quasi-state hypothesis or stationary-state hypothesis [1]. Differential equations for complex mechanisms on the other hand are solved using numerical methods/simulations which yield values of concentration as a function of time. The model is a list of all the elementary steps involved in the reaction in the correct sequence. It involves the reaction mechanism, with appropriate rate constants and a set of parameter values describing the initial conditions which are similar to those used in the experiment. From the model, a set of differential equations can be obtained showing the time dependence of each of the chemical variables. Prior to carrying out the simulations, certain approximations are applied to the differential equations in an attempt to simplify and/or combine them [1].

Solving the set of differential equations, gives the concentration of the chemical variables as a function of time. The simulated traces can then be compared to the experimental traces, and usually certain variables like rate constants or initial conditions are altered until the simulated traces are comparable to the experimental traces. There are two major techniques available for carrying out the simulations [44], namely the deterministic approach [45] and stochastic approach [46]. In the first approach, the time-dependent behavior of the system is both continuous and deterministic, being regulated
by the set of coupled ODE’s [45]. The second approach on the other hand, is a much simpler one which considers the time-dependent behavior of the system as a discrete, random process determined by a single differential-difference equation [45,46]. The Runge-Kutta method [47] is commonly used to integrate a set of coupled ordinary differential equations (ODE’s). When using this method, one assumes that the reaction is sufficiently well-understood and that the overall time-dependent behavior of the system is contained in the solution of the differential equations. This method is efficient in solving the differential equations although one encounters problems when a large number of steps are involved in the reaction mechanism [1].

The Chemical Kinetics Simulator (CKS) software package developed by IBM’s Almaden Research Center [44] and KINTECUS developed by James C. Ianni [48] were used for carrying out simulations in this study. Both these algorithms are as accurate as the semi-implicit fourth order Runge-Kutta scheme developed by Kaps and Rentrop [49], and require fewer computer resources. CKS is a fairly user friendly package requiring no programming skills by the user. Reactions are simulated using a stochastic approach rather than the usual numerical solution of differential equations, and it calculates the concentration of all reactants as a function of time [44]. Instead of obtaining a solution describing the continuous behavior of the system in time, a probabilistic method for predicting the time evolution of the reacting system is employed. Figure 2.3. shows an illustration of the basic simulation loop used in the program [44]. The stochastic method is highly accurate as it takes full account of fluctuations and correlations as implied by the fundamental hypothesis of the stochastic formulation. CKS, however, is not capable
of automatically finding a mechanistic fit to the experimental data, and often requires lots of computer time to execute.

KINTECUS on the other hand is powerful, easy to use, and is a rapid chemical kinetics compiler capable of carrying out simulations on a wide variety of chemical systems [48]. Unlike the CKS program, KINTECUS can actually fit the parameters at exactly the same time scale as the experimental data, and is able to use data from other programs such as Chemkin, SENKIM II/III without supercomputing knowledge, compiling or linking required. The program uses three input spreadsheet files: a reaction spreadsheet, a species description spreadsheet and a parameter description spreadsheet. An optional thermodynamics spreadsheet can be supplied for thermodynamic simulations.
Figure 2.3: System propagation routine in the stochastic algorithm employed by CKS [44].
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CHAPTER 3
Oxidation of Tetramethylthiourea by Chlorite in Acidic Media

3.1 INTRODUCTION

Tetramethylthiourea, TTTU, a member of the group of compounds called thiocarbamides, is known to be a chemical teratogen [1], carcinogen [2], mutagen, that possesses strong antithyroid activity in rats [3]. TTTU is a fetotoxin that produces malformations in the tail, palate or extremities in surviving rat fetuses [1]. Like dimethylthiourea, it is a potent active oxidant scavenger (AOS) [4-7], and has been reported to prevent active wall fibrosis, hence chronic obstructive pulmonary disease due to air pollutant particles (dust) [5]. None of the other substituted thioureas are as potent. Thioureas, in general, differentially induce physiological effects based on their structures i.e. degree and type of substituents attached to the parent thiourea, suggesting differences in their bioactivation mechanisms.

\[
\text{Tetramethylthiourea}
\]

This work is part of the continued efforts in trying to elucidate the S-oxygenation mechanisms of a series of substituted thioureas. This chapter reports on the comprehensive study on the oxidation mechanism of TTTU by mildly acidic chlorite solutions. TTTU differs from other substituted thioureas in that it does not possess a
detachable proton on any of the nitrogen groups, and thus is unable to form stable oxo-acids such as sulfinic and sulfonic acids without resorting to the formation of a zwitterion. These zwitterions are extremely unstable especially in the presence of nucleophiles in which a nucleophilic attack on the carbon center of the CN₂ unit is very facile. Our preliminary investigations have shown that the reaction dynamics presented by the oxidation of TTTU are very different from those observed for the oxidation of dimethylthiourea, and trimethylthiourea using similar oxidants.

3.2 RESULTS

3.2.1 Stoichiometry

In excess chlorite conditions, the stoichiometry of the reaction was determined to be:

\[
2\text{ClO}_2^- + \text{Me}_2\text{N(Me}_2\text{N})\text{C=S} + \text{H}_2\text{O} \rightarrow 2\text{Cl}^- + \text{Me}_2\text{N(Me}_2\text{N})\text{C=O} + \text{SO}_4^{2-} + 2\text{H}^+ \quad 3.1
\]

This stoichiometry was determined by a combination of spectrophotometric, titrimetric, and gravimetric techniques. Figure 3.1 shows three superimposed spectra; (a) tetramethylurea, TMU (\(\lambda_{\text{max}} = 206\) nm, \(\varepsilon_{\text{max}} = 38,153\) M⁻¹ cm⁻¹, and \(\varepsilon = 0\) M⁻¹ cm⁻¹ at \(\lambda = 248\) nm), (b) tetramethylthiourea, TTTU (\(\lambda_{\text{max}} = 248\) nm, \(\varepsilon_{\text{max}} = 17,556\) M⁻¹ cm⁻¹), and (c) chlorine dioxide (\(\varepsilon = 135\) M⁻¹ cm⁻¹ at \(\lambda = 248\) nm). Chlorine dioxide has negligible absorbance at 248 nm as shown by the low absorptivity coefficient. Tetramethylurea on the other hand, does not contribute at all to the absorbance at 248 nm.
Figure 3.1: UV absorption spectrum of (a) 1.500 x 10^{-5} Tetramethlyurea (b) 5.000 x 10^{-5} M TTTU and (c) 8.758 x 10^{-4} M ClO_2 showing peaks at 206 nm, 248 nm and 360 nm respectively. There is no interference from the substrate or product at 360 nm.

The stoichiometric ratio, R, needed for reaction 3.1 was the highest amount of chlorite needed for a fixed amount of TTTU that did not give the yellow chlorine dioxide as a product (excluding spurious and/or transient chlorine dioxide formations). Figure 3.3a shows the effect of altering initial chlorite concentrations (effectively altering R), while keeping all the other species constant. In this series of experiments, any chlorite concentrations with R < 2, did not produce chlorine dioxide and hence could not show an induction period (see figure 3b). Such traces will have an infinitely long induction period, and the inverse of such an induction period will be zero. An extrapolation of the linear plot of inverse of induction period vs. chlorite concentrations will give the exact amount of chlorite needed for stoichiometry 3.1. For a fixed amount of TTTU, 0.00125 M, the intercept value of chlorite obtained was 0.002547 M (see figure 3.3b); which is very close to stoichiometry 2:1 of reaction 3.1.
3.2.2 Reaction dynamics

Figure 3.2 shows the observed activity of the reaction in the UV region. Initially there is a decrease in the peak at 248 nm, while no activity is observed at 360 nm. After a short induction time, a peak which increases in height is observed at 360 nm, while the peak at 248 nm continues to decrease in height. The final absorption reading at 360 nm is attained after a very long incubation period, up to days in some cases. Most of the rapid increase in the peak at 360 nm is accomplished within the first 5 – 10 s. Further increase after this period is very slow, and the chlorine dioxide formed after this period is due to the disproportionation of chlorite solutions in acidic media [8]:

\[
5\text{ClO}_2^- + 4\text{H}^+ \rightarrow 4\text{ClO}_2^{(aq)} + 2\text{H}_2\text{O} + \text{Cl}^- 
\]

Figure 3.2: Absorbance scans of TTTU during oxidation by chlorite in aqueous acidic medium. Traces were collected every 60 second reaction time intervals. [TTTU]$_0$ = 5 x 10$^{-4}$ M, [ClO$_2$]$_0$ = 4 x 10$^{-3}$ M, and [HClO$_4$]$_0$ = 0.1 M.
3.2.1.1 Chlorite dependence

Figures 3.3a and 3.3b show that there is an inverse relationship (to the first power) between the induction period and initial chlorite concentrations. Such a correlation would indicate that the reactions that consume TTTU, and those that form chlorine dioxide, though they both involve chlorite, react at different time scales. A ratio of oxidant to reductant of least 4.0 ensures that all the TTTU is oxidized to TMU. If the reaction between the product chlorine dioxide, and TTTU is slow, then one would expect oligooscillatory behavior in chlorine dioxide production.

**Figure 3.3a:** Effect of chlorite on the absorbance at 360 nm. Concentration of chlorite is directly proportional to the amount of ClO$_2$ formed and inversely proportional to the induction period at fixed TTTU concentrations: [TTTU]$_0$ = 1.25 x 10$^{-3}$ M, [HClO$_4$]$_0$ = 0.125 M, I$_{(NaClO_4)}$ = 1 M, [ClO$_2^-$]$_0$ = (a) 5.00 x 10$^{-3}$M, (b) 6.25 x 10$^{-3}$ M, (c) 7.50 x 10$^{-3}$ M, (d) 8.75 x 10$^{-3}$ M, (e) = 10.00 x 10$^{-3}$M, (f) 11.25 x 10$^{-3}$ M.
Figure 3.3b: Plot of $1/T_{ind}$ vs $[\text{ClO}_2]$ using stochiometric excess of chlorite, showing that an inverse relationship exists for a long range of chlorite concentrations. $[\text{TITU}]_0 = 1.25 \times 10^{-3}$ M, $[\text{HClO}_4]_0 = 0.125$ M, $I_{(\text{NaClO}_4)} = 1$ M.

3.2.1.2 Acid dependence

The effect of acid depends on its strength. Figure 3.4a shows the effect of acid in low acid environments (0.005 – 0.025 M). There is no real discernible induction period under these conditions (cf figure 3.3a with $[\text{H}^+]_0 = 0.125$ M). In general, however, there is an increase in the rate of formation of chlorine dioxide with increase in acid concentrations for this acid range. A reversal of this trend is observed in high acid environments as shown in figure 3.4b. A well defined induction period which is independent of acid concentrations is now observed, although there is a decrease in the rate and amount of chlorine dioxide formed as acid concentrations are increased. This behavior could be due to the fact that acid either retards the reactions that form chlorine dioxide or catalyzes the reactions that consume it.
**Figure 3.4a:** Absorbance traces at 360 nm showing effect of low acid concentrations on the oxidation of TTTU by chlorite. In this case there is no well defined induction period. $[\text{TTTU}]_0 = 1.25 \times 10^{-3}$ M, $[\text{ClO}_2^-]_0 = 5.00 \times 10^{-3}$M, $I_{(\text{NaClO}_4)} = 1$ M, $[\text{HClO}_4]_0 = (a) 0.005$ M, (b) = 0.010 M.

**Figure 3.4b:** Absorbance traces at 360 nm showing effect of high acid concentrations on the oxidation of TTTU by chlorite. In this case there is a well defined induction period which in not affected by the amount of acid. Concentration of acid is inversely proportional to the amount of chlorine dioxide formed. The amount of $[\text{TTTU}]_0 = 1.25 \times 10^{-3}$ M, $[\text{ClO}_2^-]_0 = 5.00 \times 10^{-3}$M, $I_{(\text{NaClO}_4)} = 1$ M, $[\text{HClO}_4]_0 = (a) 0.1$ M, (b) 0.2 M, (c) 0.3 M, (d) 0.4M, (e) 0.5 M.
3.2.1.3 TTTU dependence

The effect of TTTU shown in figure 3.5 is expected for conditions in which the chlorite is in overwhelming excess over TTTU. There are very small variations in the induction period with variations in TTTU concentrations. Higher TTTU concentrations, however, will show higher and more rapid production of chlorine dioxide after the induction period.

Figure 3.5: “Peacock-tail type” traces derived from variation of [TTTU]₀ in large excess of [ClO₂]₀. The induction period stays the same although the rate of formation of chlorine dioxide increases. The amount of chlorine dioxide formed is directly proportional to the amount [TTTU]₀, [ClO₂]₀ = 5.00 x 10⁻³ M, [HClO₄]₀ = 0.125 M, I(NaClO₄) = 1 M, [TTTU]₀ = (a) 2.5 x 10⁻⁴ M, (b) 5.0 x 10⁻⁴ M, (c) 7.5 x 10⁻⁴ M, (d) 10.0 x 10⁻⁴ M, (e) 12.5 x 10⁻⁴ M, (f) 15.0 x 10⁻⁴ M.

3.2.1.4 Consumption of TTTU

Figure 3.6a shows absorbance traces at 248 nm, the λ_max for TTTU. It shows a two-phase reaction progress in which the first stage is characterized by a rapid decrease
in absorbance followed by a stage where there is no change in absorbance. The second stage involved a rapid autocatalytic drop in absorbance to the final residual absorbance arising mainly from chlorine dioxide. The initial phase of this reaction has first order dependence on chlorite concentrations. The rate of the second phase of the reaction is also catalyzed by chlorite.

Figure 3.6a: Effect of chlorite on the depletion of TTTU in its oxidation by chlorite monitored at 248 nm. The data displays two-stage kinetics. The products of the TTTU oxidation give residual absorbance as can be seen in the absorbance-time data. \([\text{TTTU}]_0 = 7.5 \times 10^{-5} \text{ M}, [\text{HClO}_4]_0 = 0.125 \text{ M}, I_{(\text{NaClO}_4)} = 1 \text{ M}, [\text{ClO}_2^-]_0 = (a) 5.0 \times 10^{-4} \text{ M}, (b) 6.0 \times 10^{-4} \text{ M}, (c) 7.0 \times 10^{-4} \text{ M}, (d) 8.0 \times 10^{-4} \text{ M}, (e) 9.0 \times 10^{-4} \text{ M}, (f) 10.0 \times 10^{-4} \text{ M}.

What might appear like a shutting down of the reaction about 5 s into the reaction is due to the formation of some TTTU intermediate, which will then either decompose or will be further oxidized to final products. This can be rationalized from the following analysis of our data: the final product, TMU, does not absorb at 248 nm, and hence the observed
absorbance at the end of the reaction is due to chlorine dioxide. The observed lack of change in absorbance at 248 nm (10 s into the reaction for trace a, figure 3.6a) is partly derived from the fact that contribution from chlorine dioxide and depletion of TTTU effectively neutralize each other. Figure 3.6b superimposes typical absorbance traces taken at 360 nm and 248 nm. It shows that chlorine dioxide formation commences before then end of the first stage of the reaction and continues although at a slower rate after the end of this stage. It should be noted that chlorine dioxide production continues during the period when there is no activity in the absorbance at 248 nm.

Figure 3.6b: Two traces superimposed at (a) 248 nm and (b) 360 nm. \([\text{ClO}_2^-]_0 = 5.00 \times 10^{-4}\text{M}, [\text{TTTU}]_0 = 5.0 \times 10^{-5}\text{M}, [\text{HClO}_4]_0 = 0.125\text{M}, I_{(\text{NaClO}_4)} = 1\text{M}.\)
Figure 3.6c: Effect of acid on the depletion of TTTU in its oxidation by chlorite monitored at 248 nm. The data also displays two-stage kinetics. $[\text{TTTU}]_0 = 7.5 \times 10^{-5}$ M, $[\text{ClO}_2^-]_0 = 5.00 \times 10^{-4}$M, $I_{(\text{NaClO}_4)} = 1$ M, $[\text{HClO}_4]_0 = (a) 0.005$ M, (b) 0.010 M, (c) 0.015 M, (d) 0.020 M, (e) 0.025 M.

Figure 3.6d: Effect of acid on the depletion of TTTU in its oxidation by chlorite monitored at 248 nm. The data still displays two-stage kinetics, with the rate of the first stage independent of acid concentrations while the second stage is catalyzed by lower acid concentrations. $[\text{TTTU}]_0 = 5.00 \times 10^{-5}$ M, $[\text{ClO}_2^-]_0 = 5.00 \times 10^{-4}$M, $I_{(\text{NaClO}_4)} = 1$ M, $[\text{HClO}_4]_0 = (a) 0.025$ M, (b) 0.075 M, (c) 0.1 M, (d) 0.15 M, (e) 0.2 M.
Acid has opposite effects on the two stages of the reaction. Figure 3.6c shows a series of traces taken at low acid environments. Low acid environments deliver sigmoidal decay kinetics in the first stage, which give way to normal decay kinetics with a concave shape (see figure 3.6d) as the acid concentration is slowly increased. The second stage is very rapid at low acid concentrations, and in higher acid concentrations the intermediate lingers a bit longer. Pseudo-first order kinetics are never attained in conditions of high acid, coupled with high excess oxidant; \( R \geq 10 \); and the rate of decay of TTTU in the first stage becomes insensitive to variations in acid, although the second phase is still inhibited by acid. The rate of TTTU depletion is first order (figures 3.7a and 3.7b) for all acid concentrations.

![Diagram](image.png)

**Figure 3.7a:** Depletion of TTTU in its oxidation by chlorite. The data also displays two-stage kinetics. \([\text{ClO}_2^-]_0 = 5.00 \times 10^{-4}\text{M}, [\text{HClO}_4]_0 = 0.125 \text{ M}, [\text{NaClO}_4] = 1 \text{ M}, [\text{TTTU}]_0 = (a) 2.5 \times 10^{-5} \text{ M}, (b) 5.0 \times 10^{-5} \text{ M}, (c) 7.5 \times 10^{-5} \text{ M}, (d) 10.0 \times 10^{-5} \text{ M}, (e) 12.5 \times 10^{-5} \text{ M}.\)
Figure 3.7b: Effect of initial TTTU concentration on the initial rate of consumption of TTTU. There is a solid linear dependence. \[ [\text{ClO}_2^-]_0 = 5.00 \times 10^{-4} \text{M}, [\text{HClO}_4]_0 = 0.125 \text{ M}, (\text{NaClO}_4) = 1 \text{ M}. \]

3.2.1.5 Nature of intermediate species

Figures 3.6a, 3.6b, 3.6d and 3.7a shows the formation of a long-lived intermediate species, about 10 s into the reaction, which rapidly decays after a short incubation period. This species appears to be more stable in acid and decomposes at a much slower rate in high acid environments. This intermediate species is the zwitterion sulfonic acid of TTTU, (Me$_2$N)$_2$CSO$_3$. Its further oxidation will give sulfate and urea as the final products. Its oxidation goes via the initial formation of bisulfite followed by its rapid oxidation to sulfate.

\[
(\text{Me}_2\text{N})_2\text{CSO}_3 + \text{H}_2\text{O} \rightarrow (\text{Me}_2\text{N})_2\text{C}=-\text{O} + \text{HSO}_3^- + \text{H}^+ \tag{3.3}
\]
The sulfonic acid is the suggested intermediate based on the following experiment [9]: TTTU was mixed, in a 50% acetonitrile solution with exactly two equivalents of hydrogen peroxide. This solution was stirred, for over two hours at -10 °C. The resulting solution was allowed to thaw and stand overnight at room temperature. After about twelve hours some long, colorless, flat, triclinic-like crystals were formed. The supernatant solution also gave needle-like crystals after adding 50% pet ether. Both sets of crystals, including the supernatant liquid, gave a spectrum with a peak at 224 nm. The product of this synthesis was characterized as the (witterionic) sulfinic acid, (Me₂N)₂CSO₂ (through oxidation equivalents). The intermediate species formed in this reaction did not give the same spectrum as the sulfinic acid, and is assumed to be the sulfonic acid. The only other possibility, the sulfenic acid, is too unstable to be this long-lived. Our previous work had shown that these organosulfur oxo-acids are more stable in acidic environments and quickly cleave the C–S bond in basic environments [10-12] (e.g. guanidylilation [13]). The basic environment allows the solvent, water, to act as a nucleophile, which can attack the positively charged four-electron, three-center carbon atom, eliminating the sulfur group, and forming the urea analogue of TTTU. High acid environments stabilize this wwitterion [11], and hence figures 3.6c and 3.6d show a slower decomposition of this intermediate species with increase in acid.

3.2.1.6 Chlorine dioxide oxidations

Most chlorine dioxide oxidations are retarded by acid, but figure 3.8 shows that acid catalyzes the oxidation of TTTU by chlorine dioxide at low acid concentrations. This is in agreement with experimental data in figure 3.4a done at the same low acid
concentrations in which the rate of formation of chlorine dioxide increases with increase in acid concentrations and yet the effect is inhibitory at higher acid concentrations. However, some mild form of autocatalysis is also observed.
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**Figure 3.8:** Effect of acid on the oxidation of TTTU by chlorine dioxide. Rate of depletion of TTTU increases with increase in acid concentrations. $[\text{TTTU}]_0 = 7.5 \times 10^{-5}$ M, $[\text{ClO}_2]_0 = 5.00 \times 10^{-4}$ M, $I_{(\text{NaClO}_4)} = 1$ M, $[\text{HClO}_4]_0 = (\text{a}) 0.005$ M, (b) 0.010 M, (c) 0.015 M, (d) 0.020 M, (e) 0.025 M.

Figure 3.9a shows that the rate of depletion of TTTU in high acid and excess chlorine dioxide shows nearly zero order kinetics in TTTU. This is possible if there is a rapid and irreversible first step of the reaction that involves TTTU with the subsequent rate-determining steps not involving TTTU. In figure 3.9b the first 1 s of the reaction is expanded to show that initially there is a rapid and visible formation of an intermediate which is then slowly consumed to give products. In high acid, chlorine dioxide depletion follows nearly first order dependence (figure 3.10a). Data in figure 3.10a and 3.10b was
performed in high excess of TTTU such that all chlorine dioxide is consumed at the end of the reaction.

**Figure 3.9a**: Effect of chlorine dioxide in the depletion of TTTU. Rate of depletion of TTTU increases with increase in chlorine dioxide concentrations. \([\text{TTTU}]_0 = 5.0 \times 10^{-5} \text{ M}, [\text{HClO}_4]_0 = 0.125 \text{ M}, I_{(\text{NaClO}_4)} = 1 \text{ M}, [\text{ClO}_2]_0 = (a) 1.35 \times 10^{-4} \text{ M}, (b) 1.80 \times 10^{-4} \text{ M}, (c) 2.25 \times 10^{-4} \text{ M}, (d) 2.70 \times 10^{-4} \text{ M}, (e) 3.60 \times 10^{-4} \text{ M}, (f) 4.50 \times 10^{-4} \text{ M}.

**Figure 3.9b**: Expansion of the first two seconds of the absorbance traces in figure 3.9a. There is an initial rapid formation of an adduct or intermediate within the first 0.5 s. The rest of the reaction involves consumption of this adduct.
The use of high acid simplifies the kinetics by using HClO₂ as the oxidant with little or no contribution from ClO₂⁻.

**Figure 3.10a:** Effect of chlorine dioxide on the oxidation of TTTU. The adduct observed in figures 3.9a and 3.9b does not absorb at 360 nm. The initial absorbencies observed are the ones expected from the contribution of chlorine dioxide on its own before its depletion commences.

Figure 3.10b shows variation of TTTU while keeping chlorine dioxide concentration constant.

**Figure 3.10b:** Variation of TTTU in its oxidation by chlorine dioxide under close to pseudo-first order kinetics environments. [ClO₂]₀ = 1.8 x 10⁻⁴ M, [HClO₄]₀ = 0.10 M, [TTTU]₀ = (a) 2.50 x 10⁻⁴ M, (b) 3.75 x 10⁻⁴ M, (c) 5.00 x 10⁻⁴ M, (d) 6.25 x 10⁻⁴ M, and (e) = 7.50 x 10⁻⁴ M.
Nearly pseudo-first order kinetics are observed, although the rate of chlorine dioxide consumption does not seem to be affected by TTTU. The observed differences in baselines are due to the varied input concentrations of TTTU and not to any changes in the kinetics. The surprising experimental finding was that chloride appears to have no effect on the reaction rate as shown in figure 3.11. It appeared to be more relevant in affecting the disproportionation of chlorite, which is the initial intermediate, formed as the reduction of chlorine dioxide commences.

![Graph showing absorbance at 360 nm over time](image)

**Figure 3.11:** Effect of chloride on the oxidation of TTTU by chlorine dioxide. \([\text{TTTU}]_0 = 2.5 \times 10^{-4} \text{ M}, [\text{ClO}_2]_0 = 1.25 \times 10^{-3}\text{M}, [\text{HClO}_4]_0 = 0.005 \text{ M}, I_{(\text{NaClO}_4)} = 1 \text{ M}, [\text{Cl}^-] = (a) 0.00 \text{ M}, (b) = 0.25 \text{ M}, (c) = 0.20 \text{ M}, (d) = 0.15 \text{ M}, (e) = 0.10 \text{ M}.

### 3.3 MECHANISM

#### 3.3.1 Initial stages of the reaction

The search for a plausible mechanism for this reaction should start with data in figure 3.6b. The short induction period with respect to absorptivity measurements at 360 nm comprises a very rapidly decreasing absorbance at 248 nm. The next step would be
the data in figure 3.6c in which the changes in consumption profiles of TTTU with acid concentrations have to be rationalized. Our mechanism should also be able to explain the apparent insensitivity of the reaction’s induction period to acid concentrations at low acid concentrations (figure 3.4a) and the depressed chlorine dioxide formation with acid as observed in figure 3.4b (high acid concentrations). Data in figure 3.6c suggests that there exists more than one oxidizing species in the reaction mixture and abundance of each species is dependent on the pH of the reaction medium. The pK\textsubscript{a} of chlorous acid is approximately 1.72 [14] and hence in the pH ranges of 1 – 2 one expects very dynamic changes in the relative concentrations of chlorous acid and chlorite anion. Thus, the change in observed kinetics with acid in this range can be attributed to the fact that both HClO\textsubscript{2} and ClO\textsubscript{2}\textsuperscript{-} are active oxidants. We can set up a mass balance equation on the chlorine (III) species:

\[
[\text{Cl(III)}]_T = [\text{ClO}_2^-] + [\text{HClO}_2] 
\]

Equation 3.4 relates the two reactive species; hence we can evaluate the following concentrations of HClO\textsubscript{2} and ClO\textsubscript{2}\textsuperscript{-} with respect to acid concentrations:

\[
[\text{ClO}_2^-] = \frac{[\text{Cl(III)}]_T}{1 + K_a[H^+]}; \quad [\text{HClO}_2] = \frac{K_a^{-1}[H^+][\text{Cl(III)}]_T}{1 + K_a^{-1}[H^+]} 
\]

HClO\textsubscript{2} concentrations dominate below pH 2 and above this pH up to pH 4 there will be a mixture of both the protonated and unprotonated forms of chlorine (III) species. Since the
reaction is first order in chlorite and in TTTU (for the initial stages), we can write the rate of the reaction as:

$$\text{Rate} = \frac{-d[\text{TTTU}]}{dt} = [\text{TTTU}]\{k_1[\text{ClO}_2^-] + k_2[\text{HClO}_2]\}$$  \hspace{1cm} (3.6)

Which simplifies to:

$$\frac{-d[\text{TTTU}]}{dt} = \frac{[\text{TTTU}][\text{Cl(III)}]_r}{1 + K_a^{-1}[H^+]} \{k_1 + k_2 K_a^{-1}[H^+]\}$$  \hspace{1cm} (3.7)

Equation 3.7 can be handled within certain concentration limits in which we can eliminate one of the terms. For example, in high acid conditions, $[\text{ClO}_2^-] \approx 0$ and $[\text{HClO}_2] \approx [\text{Cl(III)}]_r$; this simplifies to only the second term in equation 3.6:

$$\text{Rate} = k_2[\text{Cl(III)}]_0[\text{TTTU}]$$  \hspace{1cm} (3.8)

We can then calculate a limiting $k_2$ value in high acid concentrations (e.g. figure 3.6d). By using $pK_a = 1.72$ [14], and using known values for initial reagent concentrations, initial rate equation 3.7 can thus be calculated at each data point and a value for $k_1$ is evaluated. A series of experiments were then run at very high oxidant to reductant ratios and high acid concentrations such that $[H^+]_0, [\text{ClO}_2]_0 >> [\text{TTTU}]$ in search for pseudo-first order kinetics, as shown in figure 3.10b. Or rate of reaction then becomes:
This showed that the order of the reaction with respect to \([\text{HClO}_2]\) is unity.

### 3.3.2 Chlorine dioxide formation

The initial stages of the reaction involve the formation of the reactive oxychlorine species, \(\text{HOCl}\). \(\text{HOCl}\) can then either further oxidize the substrate or react with chlorite to form chlorine dioxide. The first metabolite to be formed is a very unstable zwitterionic sulfenic acid species which should then be quickly further oxidized to the sulfinic acid zwitterions:

\[
\begin{align*}
\text{ClO}_2^- + (\text{Me}_2\text{N})_2\text{C} = \text{S} + \text{H}^+ & \rightarrow [(\text{Me}_2\text{N})_2\text{C} = \text{S} - \text{O}] + \text{HOCl} \\
\text{ClO}_2^- + [(\text{Me}_2\text{N})_2\text{C} = \text{S} - \text{O}] + \text{H}^+ & \rightarrow [(\text{Me}_2\text{N})_2\text{C} = \text{S} - \text{O}_2] + \text{HOCl} \\
\text{ClO}_2^- + \text{HOCl} + \text{H}^+ & \rightleftharpoons \text{Cl}_2\text{O}_2 + \text{H}_2\text{O} \\
\text{ClO}_2^- + \text{Cl}_2\text{O}_2 & \rightarrow 2\text{ClO}_2(\text{aq}) + \text{Cl}^-
\end{align*}
\]

Since reaction 3.12 is considered to be a fast reaction, the rate of formation of chlorine dioxide becomes dependent upon the rate of formation of \(\text{HOCl}\), from the oxidation of TTTU. This reaction sequence, 3.10 – 3.13 is sufficient to explain data in figure 3.5, in which the rate of formation of chlorine dioxide increased with increasing initial TTTU concentrations. The observed complex acid dependence can be explained via equation 3.7. In low acid concentrations, one can approximate the denominator to unity, and one would observe a mild catalysis based on the numerator term in acid. As acid
concentration is increased, equation 3.7 predicts a saturation in which acid will no longer have an effect. Further retardation observed with increase in acid will be derived from the protonation of the TTTU, which occurs at much higher acid concentrations than protonation of chlorous acid.

\[
\text{(Me}_2\text{N)}_2\text{C=S} + \text{H}^+ = [(\text{Me}_2\text{N})_2\text{C=S-H}]^+; K_b
\]

If the protonated species is inert to attack by HClO\textsubscript{2}, then equation 3.7 can be re-written as:

\[
\frac{-\text{d}[\text{TTTU}]}{\text{dt}} = \frac{[\text{TTTU}][\text{Cl(III)}_\pi]}{(1 + K_a^{-1}\text{[H}^+\text{]})(1 + K_b^{-1}\text{[H}^+\text{]})}\{k_1 + k_2K_a^{-1}\text{[H}^+\text{]})\}
\]

to account for the retardation due to the formation of protonated TTTU. Equation 3.15 can then account for the mild catalysis at low acid, no effect at intermediate acid concentrations, and the retardation observed at high acid concentrations. The rate of formation of chlorine dioxide will mimic the rate of formation of HOCl which is controlled by equation 3.15.

### 3.3.3 Consumption of TTTU

Figures 3.6a – 3.6d, and figure 3.8, show that the consumption of TTTU occurs in two distinct stages. The first stage gives way to a slow phase followed by a rapid decay to
form products. The expected decay route for TTTU should involve the following pathway:

The second stage of the reaction involves the cleavage of the C–S bond to yield tetramethylurea, TMU, and sulfate. By synthesizing the sulfinic zwitterion (see section 3.2.1.5), we have managed to prove that the last step involves the oxidation of the sulfonic acid to give urea and sulfate. This is an irreversible entropy-driven process in which the sulfonic acid breaks up. The rate of reaction of this process is determined by the rate of decomposition of the sulfonic acid, since we anticipate that the oxidation of bisulfate to sulfate to be fast.

3.3.4 Chlorine dioxide consumption

The main route for chlorine dioxide consumption is via its direct reaction with TTTU. Chlorine dioxide should react very slowly or should be inert to the zwitterion sulfur oxo-acids. Further oxidation of these oxo-acids will be accomplished through chlorite and HOCl. The first step in the reaction of chlorine dioxide with TTTU involves
the rapid formation of an intimate adduct of the two species, which is free energy driven. The sulfur center is nucleophilic with two lone pairs of electrons, while the chlorine center has an unpaired electron. The formation of the adduct, \([(\text{Me}_2\text{N})_2\text{CSClO}_2]\), should be instantaneous:

\[
(\text{Me}_2\text{N})_2\text{C}=\text{S} + \text{ClO}_2 \rightarrow [(\text{Me}_2\text{N})_2\text{CSClO}_2]
\]  

Our experimental data in figure 3.9b shows that this adduct is formed within milliseconds of mixing of the two reagents. This adduct formation has been suggested in other chlorine dioxide oxidations [15-17]. Further reaction of the adduct will involve another chlorine dioxide molecule coupled with hydrolysis to yield the sulfenic acid zwitterion in a rate determining step:

\[
[(\text{Me}_2\text{N})_2\text{CSClO}_2] + \text{ClO}_2 + \text{H}_2\text{O} \rightarrow [(\text{Me}_2\text{N})_2\text{C-S-O}] + 2\text{ClO}_2^- + 2\text{H}^+ 
\]  

The product of reaction 3.17 could either be chlorite or chlorous acid depending on the pH of the reaction solution. Chlorite is a more labile and active oxidizing agent than chlorine dioxide. Reactions 3.16 and 3.17 show that one TTTU molecule produces two molecules of chlorite. If chlorite oxidations are faster than chlorine dioxide’s, we expect autocatalysis. This is indeed the case as shown by the data in figures 3.6c and 3.8. High concentrations of acid should destroy this autocatalysis as the reaction will predominantly
proceed through chlorous acid. Data obtained in high acid concentrations as in figures 3.6a, 3.6b, 3.10a and 3.10b does not show any hint of sigmoidal decay kinetics which is indicative of autocatalysis.

### 3.3.5 Overall reaction mechanism and computer modeling

The modeling of the overall reaction scheme was done in stages, with the easiest system modeled first: the chlorine dioxide/TTTU reaction in high acid (figures 3.10a and 3.10b). The degree of complexity was then extended to low acid conditions where autocatalysis prevailed (figure 3.8). The overall reaction scheme involving chlorite was then performed last after satisfying the two simpler systems, and utilizing some of the kinetic constants optimized in the previous simulations.

**Table 3.1: Chlorine dioxide/TTTU reactions in high acid**

<table>
<thead>
<tr>
<th>Reaction</th>
<th>$k_i$, $k_r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1 ClO$_2$ + R$_2$C=S → [R$_2$CSClO$_2$]</td>
<td>2.5 x 10$^3$</td>
</tr>
<tr>
<td>M2 [R$_2$CSClO$_2$] + ClO$_2$ + H$_2$O → R$_2$C-SO + 2HClO$_2$</td>
<td>15</td>
</tr>
<tr>
<td>M3 R$_2$C=S + HClO$_2$ → R$_2$C-SO + HClO</td>
<td>75</td>
</tr>
<tr>
<td>M4 R$_2$C-SO + HClO$_2$ → R$_2$C-SO$_2$ + HClO</td>
<td>500</td>
</tr>
<tr>
<td>M5 R$_2$C-SO$_2$ + HClO$_2$ → R$_2$C-SO$_3$ + HClO</td>
<td>1 x 10$^3$</td>
</tr>
<tr>
<td>M6 R$_2$C-SO + HClO → R$_2$C-SO$_2$ + H$^+$ + Cl$^-$</td>
<td>5 x 10$^3$</td>
</tr>
<tr>
<td>M7 R$_2$C-SO$_2$ + HClO → R$_2$C-SO$_3$ + H$^+$ + Cl$^-$</td>
<td>5 x 10$^2$</td>
</tr>
<tr>
<td>M8 R$_2$C-SO$_3$ + HClO → R$_2$C=O + SO$_4^{2-}$ + 3H$^+$ + Cl$^-$</td>
<td>5 x 10$^3$</td>
</tr>
<tr>
<td>M9 R$_2$C-SO$_3$ + H$_2$O → R$_2$C=O + HSO$_3^-$ + H$^+$</td>
<td>100</td>
</tr>
<tr>
<td>M10 HSO$_3^-$ + HClO → SO$_4^{2-}$ + 2H$^+$ + Cl$^-$</td>
<td>5 x 10$^5$</td>
</tr>
</tbody>
</table>

The mechanism adopted for the simple chlorine dioxide/TTTU reaction is shown in Table 3.1. Its simplicity lies in the fact that it only has two adjustable kinetic parameters, $k_{M2}$
and $k_{M8}$. The assumed fast first reaction relinquished control of kinetics to the second reaction. Once the first S-oxide, sulfenic acid was formed, subsequent oxidations were not considered rate-determining. Reaction M9 is fast, and so the hydrolysis rate and the equilibrium constant for reaction M8 became important. Since no autocatalysis is observed under these conditions, evoking the Cl$_2$O$_2$ intermediate was unnecessary.

3.4 CONCLUSION

The oxidation kinetics of TTTU by chlorite is more complex and faster when compared to the oxidation of the unsubstituted thiourea [18]. TTTU reactions were also found to be faster than comparable oxidations of Trimethylthiourea (TMTU) [19]. Oxidation of TTTU by chlorite is complicated by the formation of a stable intermediate: the sulfonic acid which exists predominantly in the zwitterionic form. The rate of oxidation of the sulfonic acid was determined by its rate of decomposition, which is inhibited by acid. The oxidation of TTTU by chlorine dioxide was autocatalytic and inhibited by acid at high acid concentrations. Acid catalyzed the chlorine dioxide oxidations at low acid concentrations. The initial step in the chlorine dioxide oxidations involved the formation of an adduct of the radical chlorine dioxide species with the electron-rich sulfur center of the thiocarbamide followed by reaction of the adduct with another chlorine dioxide molecule and subsequent hydrolysis to yield chlorite and the sulfenic acid zwitterion.
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CHAPTER 4

Oxidation of Trimethylthiourea by Chlorite and Chlorine Dioxide

4.1 INTRODUCTION

Sulfur chemistry is known to generate a wide range of nonlinear behavior that surpasses that generated by oxyhalogen chemistry [1]. All the exotic dynamics observed in oxyhalogen chemistry can be observed in sulfur chemistry, e.g. chemical oscillations [2], clock reactions [3], traveling waves [4], spatiotemporal pattern formation [5], oligooscillations [6], and chemical chaos [7,8]. For example, the chlorite-thiourea reaction was reported to sustain a traveling wave of chlorine dioxide in neutral to acidic environments [4,9-11]. The oxidation of sulfur compounds, such as thiocyanate [12,13], thiourea [14-16], and methylthiourea [17] often produces nonlinear dynamical behavior. The origin of this observed nonlinear behavior is not well understood since not much is known about the kinetics and the mechanisms of sulfur reactions. Complete understanding of the nonlinear dynamical behavior is only possible if the mechanisms of these reactions, especially the oxidation of sulfur compounds, are known in detail.

Trimethylthiourea, TMTU, a member of the group of compounds called thiocarbamides was reported to be a thyroid gland carcinogen in rats [18,19]. It has also been reported to cause skin and eye irritations, and is used in the rubber industry as a vulcanization accelerator. While the biological activities of thiourea and dimethylthiourea are well documented, not much has been mentioned in literature with regards to the toxicity of TMTU, and the origin of its carcinogenicity. Generally, the oxidation of
thioureas generates genotoxic products, and thus evaluation of the oxidation mechanisms of thioureas could have a predictive advantage in terms of their toxicities. An attempt to generalize reaction systems of sulfur compounds (thiocarbamides especially) failed, because each system seems to present a unique reactivity; hence each system has to be studied independently.

![Trimethylthiourea](image)

In this chapter we report on the detailed study of oxidation of TMTU by acidic chlorite. Our interest in this compound is to enable us to better understand the origin and mechanism of toxicity leading to thyroid tumors in rats. Previous studies have reported on the vastly-different spatial patterns obtained in chlorite/TMTU and chlorite/tetramethylthiourea systems [5]. While both systems appear to be bistable and autocatalytic, they differ greatly in the structures they generate in unstirred conditions. The conclusion had been that the observed symmetry-breaking bifurcations were heavily dependent on the chemical kinetics and energetics of the oxidation reactions, although no attempt had been made to interpret these results in terms of reaction mechanisms. This study can give insights to the origin of such disparities.
4.2 RESULTS

4.2.1 Stoichiometry

In excess chlorite conditions, the stoichiometry of the reaction was determined to be an oxidant to reductant ratio, \( R \), of 2:1:

\[
2\text{ClO}_2^- + \text{Me}_2\text{N(NHMe)}\text{C=S} + \text{H}_2\text{O} \rightarrow 2\text{Cl}^- + \text{Me}_2\text{N(NHMe)}\text{C=O} + \text{SO}_4^{2-} + 2\text{H}^+ \tag{4.1}
\]

This stoichiometry was determined by a combination of spectrophotometric, titrimetric, and gravimetric techniques.

![Figure 4.1](image)

**Figure 4.1:** UV absorption spectrum of (a) \(5.000 \times 10^{-5}\) M TMTU, (b) \(1.000 \times 10^{-4}\) M TMU and (c) \(8.758 \times 10^{-4}\) M \(\text{ClO}_2^-\) showing peaks at 216 nm and 360 nm respectively. There is no interference from the substrate or product at 360 nm.

Figure 4.1 shows three superimposed spectra; (a) TMTU (\(\lambda_{\text{max}} = 216\) nm, \(\varepsilon_{\text{max}} = 15,646\) M\(^{-1}\) cm\(^{-1}\)), (b) trimethylurea, TMU (\(\varepsilon = 1046\) M\(^{-1}\) cm\(^{-1}\) at \(\lambda = 216\) nm), and (c) chlorine dioxide (\(\varepsilon = 397\) M\(^{-1}\) cm\(^{-1}\) at \(\lambda = 216\) nm). Chlorine dioxide has negligible absorbance at
216 nm. Trimethylurea on the other hand, contributes significantly to the absorbance at 216 nm. Initial rate measurements at 216 nm were thus only able to deliver accurate information at the beginning of the reaction, before concentrations of trimethylurea and chlorine dioxide accumulated.

The stoichiometric ratio needed for reaction 4.1 was the highest amount of chlorite needed for a fixed amount of TMTU that did not give the yellow chlorine dioxide as a product. To ascertain this, various ratios of chlorite to TMTU were mixed and incubated overnight, after which the reaction mixtures were then spectrophotometrically scanned between 200 and 500 nm. Reaction mixtures that showed positive results for the presence of chlorine dioxide were then subjected to iodometric titrations [20,21,22] to evaluate the excess oxidizing power left after all the TMTU had been consumed. A plot of thiosulfate titer volume vs. initial chlorite concentrations yielded a straight line. Extrapolating to zero titer (chlorite concentration axis), gave an intercept where stoichiometry 4.1 is just satisfied by giving the exact amount of chlorite needed to just consume TMTU without forming ClO$_2$. The final complementary technique in confirming stoichiometry 4.1 involved the data shown in figure 4.3b. If R < 2, no chlorine dioxide formation is observed, and induction period (time taken for the production of chlorine dioxide to commence) goes to infinity. Chlorite concentrations were varied for a fixed initial TMTU concentration and induction periods were determined. The intercept, where the induction period is infinity ($1/T_{\text{ind}} = 0$; indicating that no chlorine dioxide formed) constitutes the stoichiometry 4.1. Figure 4.3b shows that for a solution with $1.25 \times 10^{-3}$ M TMTU; $2.55 \times 10^{-3}$ M of chlorite was the intercept value where the induction period was infinity, also confirming the 2:1 stoichiometry. The reaction mixtures were also subjected to
qualitative analysis for sulfate using barium chloride. Positive results for the presence of sulfate also confirmed that all the sulfur in TMTU ends up as sulfate through a gravimetric analysis. The product, trimethylurea, was identified by its UV spectrum.

### 4.2.2 Reaction Dynamics

The reaction displays a very short induction period followed by a rapid production of chlorine dioxide at pH ranges of 1 – 3. Rapid scan spectra shows an initial decrease in the TMTU peak at 216 nm, with a delayed formation of the 360 nm (chlorine dioxide) peak as shown in figure 4.2.

![Absorbance scans of TMTU during oxidation by chlorite in aqueous acidic medium. Traces were collected every 30 seconds reaction time intervals.][1]

**Figure 4.2**: Absorbance scans of TMTU during oxidation by chlorite in aqueous acidic medium. Traces were collected every 30 seconds reaction time intervals. $[\text{TMTU}]_0 = 5 \times 10^{-4}$ M, $[\text{ClO}_2^-]_0 = 4 \times 10^{-3}$ M, and $[\text{HClO}_4]_0 = 0.1$ M.
4.2.2.1 Chlorite Dependence

Figure 4.3a shows the ‘clock’ nature of this reaction. Initially, there is a quiescent period before chlorine dioxide is formed at 360 nm. This quiescent induction period’s length is determined by initial reactant concentrations. In figure 4.3a, the only variable was initial chlorite concentrations. Higher chlorite concentrations gave shorter induction periods, and a much more rapid rate of formation of chlorine dioxide. Figure 4.3b shows an inverse, linear relationship between the induction period and initial chlorite concentrations. The induction period can be loosely related to the rate of reaction since the formation of chlorine dioxide should signal a specific event in the reaction’s progress. Hence one can assume that chlorite must be involved in the rate-determining step’s rate law to the first power.

**Figure 4.3a:** Effect of chlorite in the oxidation of TMTU at 360 nm. Concentration of chlorite is directly proportional to the amount of ClO$_2$ formed and inversely proportional to the induction period at fixed TMTU concentrations: [TMTU]$_0$ = 1.25 x 10$^{-3}$ M, [HClO$_4$]$_0$ = 0.125 M, I$_{\text{NaClO}_4}$ = 1 M, [ClO$_2$]$_0$ = (a) 5.00 x 10$^{-3}$M, (b) 6.25 x 10$^{-3}$ M, (c) 7.50 x 10$^{-3}$ M, (d) 8.75 x 10$^{-3}$ M, (e) = 10.00 x 10$^{-3}$M, (f) 11.25 x 10$^{-3}$ M.
Figure 4.3b: Plot of $1/T_{ind}$ vs $[\text{ClO}_2]$ using stochiometric excess of chlorite, showing that an inverse relationship exists for a long range of chlorite concentrations. $[\text{TMTU}]_0 = 1.25 \times 10^{-3}$ M, $[\text{HClO}_4]_0 = 0.125$ M, $I_{(\text{NaClO}_4)} = 1$ M.

4.2.2.2 Acid Dependence

In contrast, the reaction showed a very complex acid dependence as shown in figures 4.4a and 4.4b. Experiments in figure 4.4a were carried out at low acid environments within the pH range of 1.6 – 2.3. Acid does not seem to affect the induction period under these conditions, but rather increases the rate and amount of chlorine dioxide formed after the induction period. Experiments in figure 4.4b, on the other hand, were done at high acid environments within the pH range of 0.7 – 1.0. Although acid still does not affect the induction period in this range, it now retards chlorine dioxide formation after the induction period.
**Figure 4.4a:** Absorbance traces at 360 nm showing effect of low acid concentrations on the oxidation of TMTU by chlorite. In this case there is no well defined induction period and the amount of chlorine dioxide formed is directly proportional to the amount of acid. 

\[
[TMTU]_0 = 1.25 \times 10^{-3} \text{ M}, [\text{ClO}_2^-]_0 = 5.00 \times 10^{-3} \text{ M}, I_{(\text{NaClO}_4)} = 1 \text{ M}, [\text{HClO}_4]_0 = (a) 0.005 \text{ M}, (b) 0.010 \text{ M}, (c) 0.015 \text{ M}, (d) 0.020 \text{ M}, (e) 0.025 \text{ M}.
\]

**Figure 4.4b:** Absorbance traces at 360 nm showing effect of high acid concentrations on the oxidation of TMTU by chlorite. In this case there is a well defined induction period which is not affected by the amount of acid. Concentration of acid is inversely proportional to the amount of chlorine dioxide formed. The amount of 

\[
[TMTU]_0 = 1.25 \times 10^{-3} \text{ M}, [\text{ClO}_2^-]_0 = 5.00 \times 10^{-3} \text{ M}, I_{(\text{NaClO}_4)} = 1 \text{ M}, [\text{HClO}_4]_0 = (a) 0.1 \text{ M}, (b) 0.2 \text{ M}, (c) 0.3 \text{ M}, (d) 0.4 \text{ M}, (e) 0.5 \text{ M}.
\]
4.2.2.3 TMTU dependence

Varying initial TMTU concentrations at a fixed initial chlorite concentration showed a lengthening of induction period, and an increase in the rate and amount of chlorine dioxide produced, with increasing TMTU concentrations. This is to be expected if production of chlorine dioxide signifies a specific progress in the oxidation of TMTU, this position will require a longer time period for it to be attained for higher TMTU concentrations, for a fixed amount of oxidant, chlorite.

---

**Figure 4.5**: Effect of varying TMTU on the formation of chlorine dioxide. The amount of chlorine dioxide formed is directly proportional to the amount $[\text{TMTU}]_0$, $[\text{ClO}_2]_0 = 5.00 \times 10^{-3} \text{ M}$, $[\text{HClO}_4]_0 = 0.125 \text{ M}$, $I_{(\text{NaClO}_4)} = 1 \text{ M}$, $[\text{TMTU}]_0 = (a) 2.5 \times 10^{-4} \text{ M}, (b) 5.0 \times 10^{-4} \text{ M}, (c) 7.5 \times 10^{-4} \text{ M}, (d) 10.0 \times 10^{-4} \text{ M}, (e) 12.5 \times 10^{-4} \text{ M}$.

4.2.2.4 Consumption of TMTU

The reaction could be followed spectrophotometrically by monitoring the absorbance peak, $\lambda_{\text{max}}$, of TMTU at 216 nm. The product of the reaction, trimethylurea, has a substantial absorbance at 216 nm as shown in figure 4.1 and thus data such as those
shown in figure 4.6a are only useful for the evaluation of reaction rates at the beginning of the reaction before trimethylurea, trimethylthiourea intermediates, and chlorine dioxide start to assert themselves. The observed acid effects are also dependent on acid strength.

![Absorbance vs Time](image)

**Figure 4.6a:** Effect of acid on the depletion of TMTU in its oxidation by chlorite monitored at 216 nm. The reaction displays two-stage kinetics at lower acid concentrations. \([\text{TMTU}]_0 = 7.5 \times 10^{-5} \text{ M}, [\text{ClO}_2^-]_0 = 5.00 \times 10^{-4} \text{ M}, I_{\text{(NaClO}_4)} = 1 \text{ M}, [\text{HClO}_4]_0 = (a) 0.1 \text{ M}, (b) 0.2 \text{ M}, (c) 0.3 \text{ M}, (d) 0.4 \text{ M}, (e) 0.5 \text{ M}.

Figure 4.6a shows that a monotonic decay in absorbance is observed at 216 nm in high acid environments; whereas in low acid environments, a sigmoidal autocatalytic decay is observed as shown in figure 4.6b. The reaction appears to occur in two stages: an initial simple decay (high acid) followed by an autocatalytic decay (see figure 4.6a, trace a). However, the absorbance observed at about 20 s into the reaction is dominated by trimethylthiourea oxo-acids and other species. Thus, it is no longer possible to attribute
the absorbance to a single dominant species. Oxy-chlorine species also contribute to the absorbance at this wavelength as shown in figure 4.1.

![Graph showing absorbance at 216 nm over time](image)

**Figure 4.6b:** Effect of acid on the depletion of TMTU in its oxidation by chlorite monitored at 216 nm. \([\text{TMTU}]_0 = 7.5 \times 10^{-5} \text{ M}, [\text{ClO}_2^-]_0 = 5.00 \times 10^{-4} \text{ M}, \text{I}_{(\text{NaClO}_4)} = 1 \text{ M}, [\text{HClO}_4]_0 = (a) 0.005 \text{ M}, (b) 0.010 \text{ M}, (c) 0.015 \text{ M}, (d) 0.020 \text{ M}, (e) 0.025 \text{ M}.

In conditions of high acid, coupled with high excess of oxidant; \(R \geq 10\); pseudo-first order kinetics are never attained (see figure 4.6c). Very low acid concentrations show sigmoidal autocatalytic decay kinetics (not shown), increasing acid concentrations changes the kinetics to a straight line zero order type decay (trace a), which gives way to standard concave decay kinetics at high acid environments (traces d–e). The first stage of the reaction is catalyzed by high acid concentrations, while low acid concentrations catalyzes the second stage, since, in high acid environments, the intermediate formed lingers much longer (is more stable) before forming products.
Figure 4.6c: Effect of acid on the depletion of TMTU in its oxidation by chlorite monitored at 248 nm. The data still displays two-state kinetics, with the rate of the first stage being catalyzed by high acid concentrations (oxidations by HClO₂), while the second stage is catalyzed by lower acid concentrations (oxidations by both HClO₂ and ClO₂⁻). \([\text{TMTU}]_0 = 5.00 \times 10^{-5} \text{ M}, \ [\text{ClO}_2^-]_0 = 5.00 \times 10^{-4} \text{ M}, \ [\text{NaClO}_4] = 1 \text{ M}, \ [\text{HClO}_4]_0 = (a) 0.025 \text{ M}, \ (b) 0.075 \text{ M}, \ (c) 0.1 \text{ M}, \ (d) 0.15 \text{ M}, \ (e) 0.2 \text{ M}.

Figure 4.7a shows the effect of chlorite at 216 nm. Chlorite appears to catalyze the initial stages of the reaction, although the later stages of the reaction appear a little confusing. The final baseline absorbance observed is directly proportional to the initial chlorite concentrations, thus lending credence to the fact that oxy-chlorine species have a substantial contribution to the absorbance observed at 216 nm. The criss-crossing of the absorbance traces is due to the fact that higher chlorite concentrations start with higher initial absorbances, and since chlorite catalyzes the reaction, those traces with a higher absorbance will have to cross those traces at lower chlorite concentrations. The catalytic effect of chlorite is discernible by noting the time taken for the final absorbance reading to be attained, and not by the value of the final absolute reading itself. For example, the
final absorbance is reached in 42 s for an initial chlorite concentration of 0.001 M, while for 0.0005 M chlorite the final absorbance is reached in 125 s.

![Graph showing absorbance-time data](image)

**Figure 4.7a:** Effect of chlorite on the depletion of TMTU in its oxidation by chlorite monitored at 216 nm. The data displays two-stage kinetics. The products of the TMTU oxidation give residual absorbance as can be seen in the absorbance-time data. \( [\text{TMTU}]_0 = 7.5 \times 10^{-5} \text{ M}, [\text{HClO}_4]_0 = 0.125 \text{ M}, [\text{NaClO}_3] = 1 \text{ M}, [\text{ClO}_2^-]_0 = (a) 5.0 \times 10^{-4} \text{ M}, (b) 6.0 \times 10^{-4} \text{ M}, (c) 7.0 \times 10^{-4} \text{ M}, (d) 8.0 \times 10^{-4} \text{ M}, (e) 9.0 \times 10^{-4} \text{ M}, (f) 10.0 \times 10^{-4} \text{ M}.\)

Figure 4.7b shows two traces superimposed, one at 360 nm and the other at 216 nm. The absorbance readings at 360 nm were magnified 5X so that they could be on the same scale as those at 216 nm. In figure 4.7b, one notices that chlorine dioxide production commences before the end of the first stage of the reaction. This is only possible if the reactions of chlorine dioxide with TMTU and its intermediates are slow enough to allow for their co-existence.
Figure 4.7b: Two traces superimposed at (a) 216 nm and (b) 360 nm. \([\text{ClO}_2^-]_0 = 5.00 \times 10^{-4}\text{M}\), \([\text{TMTU}]_0 = 5.0 \times 10^{-5}\text{M}\), \([\text{HClO}_4]_0 = 0.125\text{M}\), \((\text{NaClO}_4) = 1\text{M}\).

The data in figures 4.8a and 4.8b are important in interpretation of the absorbance spectra. Due to the very high absorptivity coefficient of TMTU at 216 nm, only micromolar quantities are needed for optical density analysis. Thus in all the traces shown, oxidant to reductant ratio, \(R = [\text{ClO}_2^-]_0/[\text{TMTU}]_0\) is very high and lies between 4.0 and 20. All TMTU will be quantitatively converted to the urea analogue with an ever increasing baseline final absorbance as observed in figure 4.8a. A plot of the final absorbance vs. initial TMTU concentrations will give a straight line with a positive intercept, which corresponds to the contributions in absorbance from all other species in the reaction mixture which are not from the TMU product. These data were utilized further in the deduction of the stoichiometry and mechanism. The follow up plot in figure 4.8b shows a linear dependence on the initial rate with TMTU as expected. The intercept of this plot was kinetically indistinguishable from zero.
Figure 4.8a: Depletion of TMTU in its oxidation by chlorite. The data also displays two-stage kinetics. $[\text{ClO}_2^-]_0 = 5.00 \times 10^{-4} \text{ M}$, $[\text{HClO}_4]_0 = 0.125 \text{ M}$, $[\text{NaClO}_4] = 1 \text{ M}$, $[\text{TMTU}]_0 = (a) 2.5 \times 10^{-5} \text{ M}, (b) 5.0 \times 10^{-5} \text{ M}, (c) 7.5 \times 10^{-5} \text{ M}, (d) 10.0 \times 10^{-5} \text{ M}, (e) 12.5 \times 10^{-5} \text{ M}$.

Figure 4.8b: Effect of initial TMTU concentration on the initial rate of consumption of TMTU. There is a solid linear dependence. $[\text{ClO}_2^-]_0 = 5.00 \times 10^{-4} \text{ M}$, $[\text{HClO}_4]_0 = 0.125 \text{ M}$, $[\text{NaClO}_4] = 1 \text{ M}$. 
4.2.2.5 Oxidations by chlorine dioxide

Oxidation reactions of chlorine dioxide are comparable in rate with those of chlorite. This renders the chlorite/TMTU reactions very complex and difficult to interpret because formation of chlorine dioxide does not imply that all the reducing species in the reaction medium have been completely oxidized as shown in figure 4.7b.

Figure 4.9a: Oxidation of TMTU by chlorine dioxide monitored at 360 nm, with oxidant to reductant ratios below stoichiometric amount. A single sigmoidal decay for the consumption of chlorine dioxide is observed with all the chlorine dioxide being depleted at the end of the reaction. $[\text{TMTU}]_0 = 2.5 \times 10^{-4} \text{ M}$, $[\text{H}^+]_0 = 0.125 \text{ M}$, $[\text{NaClO}_4] = 1\text{ M}$, $[\text{ClO}_2]_0 = (a) 2.0 \times 10^{-4} \text{ M}$, (b) $3.0 \times 10^{-4} \text{ M}$, (c) $4.0 \times 10^{-4} \text{ M}$, (d) $5.0 \times 10^{-4} \text{ M}$, and (e) $6.0 \times 10^{-4} \text{ M}$.

Figure 4.9a and 4.9b shows a series of experiments with varying chlorine dioxide concentrations. Each trace shows a sigmoidal autocatalytic consumption with an ever increasing rate of consumption of chlorine dioxide with time. In excess TMTU zero order type decay kinetics are observed in the consumption of chlorine dioxide (see figure 4.9a trace a), which give way to sigmoidal autocatalytic kinetics as chlorine dioxide concentrations are increased.
Figure 4.9b: Effect of chlorine dioxide in the depletion of TMTU. Rate of depletion of TMTU increases with increase in chlorine dioxide concentrations. $[\text{TMTU}]_0 = 2.5 \times 10^{-4}$ M, $[\text{HClO}_4]_0 = 0.125$ M, $I_{(\text{NaClO}_4)} = 1$ M, $[\text{ClO}_2]_0 =$ (a) $7.0 \times 10^{-4}$ M, (b) $8.0 \times 10^{-4}$ M, (c) $9.0 \times 10^{-4}$ M, (d) $10.0 \times 10^{-4}$ M, (e) $11.0 \times 10^{-4}$ M.

Figure 4.10: Effect of low acid concentrations on the oxidation of TMTU by chlorine dioxide. Rate of depletion of TMTU decreases with increase in acid concentrations. $[\text{TMTU}]_0 = 2.5 \times 10^{-4}$ M, $[\text{ClO}_2]_0 = 1.00 \times 10^{-3}$ M, $I_{(\text{NaClO}_4)} = 1$ M, $[\text{HClO}_4]_0 =$ (a) 0.005 M, (b) 0.010 M, (c) 0.015 M.
Figure 4.9b shows experiments done in excess chlorine dioxide. Increase in acid concentrations inhibits the reaction by lengthening the induction period before rapid oxidation commences as shown in figure 4.10. Previous studies had alluded to the fact that most chlorine dioxide oxidations proceed first through the formation of chlorite, which then conducts the bulk of the oxidations [20]. Data shown in figure 4.11, shows the effect of very minute amounts of chlorite on the rate of oxidation of TMTU by chlorine dioxide. One notes that the addition of chlorite catalyzes the reaction visibly even at micromolar concentrations. Figure 4.11 also shows a control experiment in which no chlorite was added. The parallel nature of the absorbance traces with varying chlorite concentrations shows that chlorite catalyses the reaction from t = 0 but is in itself, not an autocatalytic species. Addition of chloride ions lengthens the induction period and inhibits the reaction (data not shown).

![Figure 4.11](image)

**Figure 4.11:** Effect of chlorite on the oxidation of TMTU by chlorine dioxide. [TMTU]₀ = 2.5 x 10⁻⁴ M, [ClO₂]₀ = 1.00 x 10⁻³M, [HClO₄]₀ = 0.125 M, I(NaClO₄) = 1 M, [ClO₂⁻] = (a) 0.0 x 10⁻⁵ M, (b) 1.0 x 10⁻⁵ M, (c) 1.5 x 10⁻⁵ M.
Figure 4.12a: Chlorine dioxide variation in high excess of TMTU at intermediate acid concentrations. Under these acid conditions, all Cl(III) species are in the chlorous acid form, and the TMTU is mostly unprotonated. $[\text{TMTU}]_0 = 0.01 \text{ M}$, $[\text{H}^+] = 0.10 \text{ M}$, $[\text{ClO}_2]_0 = (a) 4.50 \times 10^{-5} \text{ M}$, (b) $9.00 \times 10^{-5} \text{ M}$, (c) $1.35 \times 10^{-4} \text{ M}$, (d) $2.70 \times 10^{-4} \text{ M}$, (e) $3.60 \times 10^{-4} \text{ M}$, and (f) $4.50 \times 10^{-4} \text{ M}$

Figure 4.12b: Pseudo-first order kinetics in high excess of TMTU and high acid concentrations. Under these acid concentrations both Cl(III) species and TMTU are protonated. $[\text{ClO}_2]_0 = 1.8 \times 10^{-4} \text{ M}$, $[\text{HClO}_4]_0 = 0.10 \text{ M}$, $[\text{TMTU}]_0 = (a) 0.0175 \text{ M}$, (b) $0.0185 \text{ M}$, (c) $0.0190 \text{ M}$, and (d) $0.0195 \text{ M}$
Figures 4.12a and 4.12b show a series of experiments in which $[\text{TMTU}]_0 >> [\text{ClO}_2]_0$. In figure 4.12a the acid concentrations were fixed at 0.10M. A monotonic decrease in chlorine dioxide concentrations was observed, suggesting that the nonlinear autocatalytic catalysis is generated by the oxychlorine species and not by TMTU. A plot of initial rate vs. $[\text{TMTU}]_0$ for these traces is linear, indicating that the reaction of chlorine dioxide and TMTU is first order in [TMTU]. In figure 4.12b acid concentrations were elevated to 1.0 M, and pseudo-first order kinetics prevailed. The apparent rate constant evaluated was invariant with changes in the initial TMTU concentration, indicating that the reaction became zero order in [TMTU] at such high acid concentrations. From the data in figure 4.12a, the bimolecular rate constant for the reaction between chlorine dioxide and TMTU was evaluated to be $16 \pm 3.0 \text{ M}^{-1} \text{s}^{-1}$.

4.3 MECHANISM

4.3.1 Acid dependence

While the reaction dynamics of the oxidation of TMTU by chlorite appear to be quite complex, they can be easily rationalized by two rapid protolytic reactions that involve the protonation of the chlorite anion and the TMTU molecule. Acid concentrations of the reaction environment will then determine the dominant and active species and the subsequent global dynamics observed. The important and confusing data that needs to be rationalized are contained in figures 4.4a, 4.4b, 4.6a, 4.6b and 4.6c. The reaction dynamics appear to run counter to the expected acid catalysis observed with all oxyhalogen species.
\[
\text{ClO}_2^- + H^+ = \text{HClO}_2; \quad K_a = 1
\]

\[
\text{Me}_2\text{N(NHMe)C=S} + H^+ = [\text{Me}_2\text{N(NHMe)C=S-H}]^+, ([\text{TMTU-H}]^+); \quad K_b = 4.3
\]

From these two protonation reactions, four rate-determining step reactions can be derived in which the primary objective is the oxidation of TMTU by chlorite. The viability of these four reactions will depend on the pH, and no conditions exist in which all four reactions will be simultaneously feasible. At any pH conditions, not more than two of these reactions will dominate. Thus, it should be easy to evaluate the rate constants without involving too many variables. The first intermediate, after two-electron oxidation of TMTU is the sulfenic acid; \text{Me}_2\text{N(=NMe)C-SOH}, \text{TMTUSOH}. The one-electron oxidation of TMTU to produce thiyl radicals is mediated by one-electron metal ion oxidants such as \text{Cu}^{2+} and \text{Fe}^{3+} [23,24]. Since our reagent solutions were stripped of metals ions, we consider the dominant oxidation route to be through the sulfur-based oxo-acids which progressively proceed through the sulfenic, sulfinic, and sulfonic acids before oxidative saturation of the sulfur center to eliminate sulfate. The following four reactions, 4.4 – 4.7, will initiate the oxidation of TMTU:

\[
\text{TMTU} + \text{ClO}_2^- \rightarrow \text{TMTUSOH} + \text{OCl}^-; \quad k_1
\]

\[
\text{TMTU} + \text{HClO}_2 \rightarrow \text{TMTUSOH} + \text{HOCl}; \quad k_2
\]

\[
[\text{TMTU-H}]^+ + \text{ClO}_2^- \rightarrow \text{TMTUSOH} + \text{HOCl}; \quad k_3
\]

\[
[\text{TMTU-H}]^+ + \text{HClO}_2 \rightarrow \text{TMTUSOH} + \text{HOCl}; \quad k_4
\]

\[
\text{OCl}^- + \text{H}^+ = \text{HOCl}
\]
Low acid concentrations in figures 4.4a, 4.6b, and 4.6c will be dominated by reactions 4.4 and 4.5, while high acid concentrations in figures 4.4b, 4.6a, and 4.6c will be dominated by reactions 4.5 and 4.7. It will be difficult to find a balance where reaction 4.6 would contribute substantially, and even if this region is found, it should exist over a very narrow pH range. By utilizing the standard mass balance equations with respect to Cl(III) species and TMTU species, the rate laws for the consumption of TMTU in figures 4.6a – c can be derived.

\[
[\text{Cl(III)}]_T = [\text{ClO}_2^-] + [\text{HClO}_2] \quad 4.9
\]

\[
[TMTU]_T = [TMTU] + [TMTU-H]^+ \quad 4.10
\]

\[\text{[Cl(III)]}_T \text{ and [TMTU]}_T \text{ are the amounts of chlorite and TMTU added to the reaction solution before they partition into the protonated and unprotonated versions. At low acid environments, the rate of consumption of TMTU will follow the following rate law:}\]

\[
\frac{-d[TMTU]}{dt} = [\text{TMTU}]_0[\text{Cl(III)}]_T \frac{(k_1 + k_2K_{a1}[H^+])}{1 + K_{a1}[H^+]} \quad 4.11
\]

We should then expect, in high acid environments, the following complex rate law in acid:

\[
\frac{-d[TMTU]}{dt} = \frac{K_{a1}[H^+][\text{Cl(III)}]_T[TMTU]_T}{(1 + K_{a1}[H^+])(1 + K_{b1}[H^+])} (k_2 + k_4K_{b1}[H^+]) \quad 4.12
\]
The derivation of equation 4.12 assumes that reactions 4.4 and 4.6 are negligible. In either case, one expects first order kinetics in chlorite and in TMTU. This is in agreement with our experimental data. The next step is to rationalize the observed change in the consumption dynamics of TMTU as acid is increased. In low acid environments, convex sigmoidal consumption profiles are observed as shown in figure 4.6b and 4.6c, while in high acid environments the consumption profile approaches a normal concave shape where standard mass action kinetics dominate (figure 4.6a and 4.6c). Autocatalysis in chlorite oxidations through HOCl has been reported repeatedly, and one expects this to be the case at low acid environments. All the oxidation pathways in 4.4 – 4.7 produce HOCl as a reactive and active intermediate. HOCl is a much more efficient and effective oxidant than chlorite. The remaining chlorite in the reaction medium reacts with HOCl to produce the asymmetric intermediate which was isotopically deduced by Taube and Dodgen [25,26]:

\[
\text{ClO}_2^- + \text{HOCl} + \text{H}^+ = \text{Cl}_2\text{O}_2 + \text{H}_2\text{O}
\]

4.13

Any further reduction of this intermediate will produce two molecules of HOCl, thus installing quadratic autocatalysis on the rate of consumption of TMTU [27,28,29].

\[
\text{Cl}_2\text{O}_2 + 2\text{H}^+ + 2\text{e}^- \rightarrow 2\text{HOCl}
\]

4.14

The two electron reductant could be TMTU or any of its metabolites that have not yet been oxidatively saturated to sulfate. Under these conditions that support autocatalysis,
both HClO$_2$ and ClO$_2^-$ are active, with the major autocatalytic route coming from ClO$_2^-$. The protonated chlorous acid will not rapidly undergo reaction 4.13 which should be a composite two-step process in which chlorite initially reacts with HOCl followed by H\(^+\) to release a water molecule. In high acid environments, however, the predominant species is HClO$_2$. The initial reagent ratios used in figure 4.6a have an overwhelming excess of HClO$_2$ (ratio, R = 7). This approaches pseudo-first order kinetics in which TMTU will be rapidly consumed before nonlinear behavior is allowed to assert itself. By assuming predominance of HClO$_2$, one can re-write equation 4.12 as:

\[- \frac{d[TMTU]}{dt} = \frac{[HClO_2][TMTU]_T}{1 + K_b[H^+]} (k_2 + k_4 K_b[H^+])\]  

4.15

If $K_b$ is small, and we assume [HClO$_2$] $\gg$ [ClO$_2^-\$], then equation 4.15 simplifies to:

\[- \frac{d[TMTU]}{dt} = k_2[Cl(III)]_T[TMTU]_T\]  

4.16

where a reasonable value of $k_2$ can be evaluated in high acid environments, for example using the first phase of the reaction in figure 4.6a. Equation 4.15 clearly supports a standard concave shape with respect to consumption of TMTU. The specific acid dependence effect will be derived from the relative values of [H$^+$], $k_4$ and $K_b$. However, for as long as $k_4 > k_2$, acid will not be inhibitory. Acid would have been inhibitory if reaction 4.6 was the major route of oxidation of TMTU. The removal of the effectiveness of reaction 4.4 by increasing acidic conditions will bring out a visible change in the observed profile of the rate of consumption of TMTU as has been observed in figures.
4.6a, 4.6b, and 4.6c. Experimentally, the catalytic effect of acid quickly saturates and subsequently inhibits in environments of acid concentrations greater that 0.6 M which implies that under these conditions only reaction 4.7 will be viable as reaction 4.5 loses its dominance.

4.3.2 Further oxidation of TMTU

The sulfenic acid formed in the rate-determining steps 4.4 – 4.7, should be unstable and easily further oxidized to the more stable sulfinic and sulfonic acids in a series of irreversible, entropy driven two-electron transfer steps

\[
\text{TMTUSOH} + \text{HOCl} \rightarrow \text{TMTUSO}_2\text{H} + \text{H}^+ + \text{Cl}^- \quad 4.17
\]

\[
\text{TMTUSO}_2\text{H} + \text{HOCl} \rightarrow \text{TMTUSO}_3\text{H} + \text{H}^+ + \text{Cl}^- \quad 4.18
\]

In the absence of further oxidant, sulfenic acids are known to either dimerize through a condensation reaction with an unoxidized TMTU molecule, or disproportionate into thiosulfinates [30,31,32].

4.3.3 Formation of products

Current and previous studies have shown us that sulfonic acids, such as TMTUSO$_3$H, produced in reaction 4.18 are extremely stable and unreactive [33-35]. The major route for the oxidation of sulfinic acids is through cleavage of the C–S bond to release a highly labile and reducing species, HSO$_2^-$ and the urea analogue of the thiourea compound (see reaction 4.19) [36,37]. The direct oxidation of the sulfinic acid to the
sulfonic acid produces an inert intermediate that reacts only very slowly [35]. This stability has been reported, observed, and documented in atmospheric chemistry where hydroxymethanesulfonic acid (bisulfite addition compound) is so stable that it is considered the sink for all anthropogenic sulfur dioxide emissions [38-40]. Highly acidic environments, however, stabilize the aqueous form of the sulfonic acid much more than the sulfinic acid. The cleavage of the C–S bond in sulfinic acid is aided by the nucleophilic solvent molecules, water in this case, as shown in reaction 4.19. The same applies for sulfonic acid, 4.20. Reactions 4.19 and 4.20 are extremely rapid and facile in basic environments, and are the most important steps in guanidylation [41].

\[
\begin{align*}
\text{Me}_2N(=\text{NMe})\text{C-SO}_2\text{H} + \text{Nu} : (\text{H}_2\text{O}) & \rightarrow \text{Me}_2N(\text{NMe})\text{C}=\text{O} + \text{HSO}_2^- + \text{H}^+ \\
\text{Me}_2N(=\text{NMe})\text{C-SO}_3\text{H} + \text{Nu} : (\text{H}_2\text{O}) & \rightarrow \text{Me}_2N(\text{NMe})\text{C}=\text{O} + \text{HSO}_3^- + \text{H}^+ 
\end{align*}
\]

4.19 4.20

The sulfoxylate anion and the bisulfite are rapidly oxidized to sulfate, leaving the rate of hydrolysis of the oxo-acids (4.19 and 4.20) as the rate-determining steps in the oxidation of sulfinic and sulfonic acids.

The zwitterionic forms of the sulfinic and sulfonic acids are known and shown below:
The zwitterionic structures above have been proved in dimethylthiourea by the fact that in both sulfinic and sulfonic acids, the C–N bond lengths are equivalent (1.303 Å) and lie in between the double bond and single bond lengths. All S–O bonds are also equivalent. Our previous studies have shown that the C–S bond in the zwitterionic thiourea dioxide (sulfinic acid) is much longer (1.880 Å) than the one expected from merely adding covalent radii of carbon and sulfur (1.79 Å); and that it is also longer than in the trioxide analogue (1.815 Å) [33]. Thus cleavage of the C–S bond is much easier at the sulfinic acid stage rather than at the sulfonic acid stage. In fact, most sulfonic acids are extremely inert in medium to high acid environments [34]. The stability of the sulfonic acid at low pH can help explain the observed retardation in chlorine dioxide formation with acid shown in figure 4.4b and the catalytic effect of low acid concentrations on the second stage of the reaction shown in figure 4.6c. As has been quantified earlier, formation of chlorine dioxide is dependent upon the formation of HOCl; which in turn is dependent upon the rate of oxidation of the reducing substrates. The formation of a stable sulfonic acid in reaction 4.18 effectively retards further oxidation and production of HOCl and
thus starving the reaction that forms chlorine dioxide. Reactions 4.19 and 4.20 produce the readily-oxidized sulfur species which increases the rate of formation of HOCl from chlorite. (Even though HOCl reacts faster with HSO$_2^-$ and HSO$_3^-$, the most abundant species in the reaction medium is chlorite, and it is mostly through chlorite that these species will be oxidized.) The sequence of reaction steps after the formation of the sulfinic acid can be best represented by the schematic diagram shown below.

![Diagram](image-url)

Further reaction of TMTUSO$_3^-$H is very slow and it first undergoes hydrolysis to produce urea and bisulfite (reaction 4.20) which is then rapidly oxidized to sulfate [34,35]. The hydrolysis equilibrium, however, favors the sulfinic acid in high acid environments, and hence the reaction is faster if the reaction solutions have been aged before oxidation is observed [34]. The reaction’s duration is roughly 200 s; which is insufficient time for incubation of the solution to release bisulfite [34,33].
4.3.3.1 Formation of chlorine dioxide

Chlorine dioxide is primarily formed from the oxidation of chlorite by HOCl, and to some extent aqueous chlorine. No chlorine dioxide is formed in the absence of sufficient chlorite, i.e. at the point where reactions 4.4 – 4.8 are producing HOCl. After reaction 4.13, chlorite will be rapidly oxidized by Cl₂O₂ to form chlorine dioxide:

\[ \text{Cl}_2\text{O}_2 + \text{ClO}_2^- \rightarrow 2\text{ClO}_2 + \text{Cl}^- \]  

4.21

Chlorine can be formed by its reverse disproportionation reaction [42]:

\[ \text{HOCl} + \text{H}^+ + \text{Cl}^- \rightleftharpoons \text{Cl}_2 + \text{H}_2\text{O} \]  

4.22

Chlorine can also rapidly oxidize chlorite to form chlorine dioxide:

\[ \text{Cl}_2 + 2\text{ClO}_2^- \rightarrow 2\text{ClO}_2 + 2\text{Cl}^- \]  

4.23

Since both reactions 4.21 and 4.23 are fast, the rate of formation of chlorine dioxide (before factoring in its consumption) should be proportional to the rate of formation of HOCl (see above). The data in figure 4.3a are easily justified on that premise: higher chlorite concentrations, through pure mass-action kinetics, will produce HOCl at a higher rate, thus shortening the induction period, and increasing the rate of formation of HOCl after the induction period. An examination of the data in figures 4.4b and 4.6a will show that, even though the rate and amount of chlorine dioxide formed is
depressed by higher acid concentrations, the rate of consumption of TMTU is still catalyzed by acid in the initial stages but decelerated later on in the reaction (examine traces a and b). The deceleration is due to the stability of the sulfonic acid in highly acidic environments such that its further oxidation is retarded by acid, resulting in a slowing down of the reaction after formation of the sulfinic and sulfonic acids (see figure 4.6c). Figure 4.7b is very important in estimating the position in time at which chlorine dioxide is formed. The total consumption of TMTU and its metabolites is not necessary for the formation of chlorine dioxide as has been observed in a comparable study of the oxidation of thiourea by chlorite [16].

4.3.4 Chlorine dioxide consumption

Data in figures 4.9 – 4.11 show typical consumption kinetics of chlorine dioxide. In all these experiments, initial concentrations of chlorine dioxide and TMTU are approximately equal. This enables features such as autocatalysis and autoinhibition to prevail, should they exist, instead of being masked by pseudo-first order kinetics if $[\text{TMTU}]_0 >> [\text{ClO}_2]_0$. The rapidly-increasing rate of oxidation of chlorine dioxide implicates HOCl autocatalysis. Oxidation by chlorine dioxide is expected to proceed through chlorite, which will then unleash the well-known oxychlorine species, HOCl. Chlorine dioxide is a radical species and should oxidize by a one-electron process. Mechanistically, we expect the electron-rich sulfur center of the TMTU to attack the electron-poor chlorine center to form a loose adduct.

$$\text{Me}_2\text{N(NHMe)C=S + ClO}_2 = [\text{Me}_2\text{N(NHMe)C=S-ClO}_2]$$ 4.24
Further reaction of this adduct with another chlorine dioxide molecule will produce the sulfenic acid and chlorous acid.

\[
[\text{Me}_2\text{N(NHMe)C=S-ClO}_2]\ + \text{ClO}_2 + \text{H}_2\text{O} \rightarrow \text{TMTUSOH} + 2\text{ClO}_2^- + 2\text{H}^+ \quad 4.25
\]

Each TMTU molecule will produce, in the initial stages, two molecules of chlorite, which is a better and more labile oxidizing agent than chlorine dioxide. Coupled with the acknowledged HOCl autocatalysis (4.13 and 4.14), we expect an ever-increasing rate of reaction. Acid concentrations inhibit the reaction (see figure 4.10) by shifting the equilibrium of the reaction 4.24 to the left due to protonation of TMTU and by the domination of HClO\textsubscript{2} over ClO\textsubscript{2}\textsuperscript{-} among the products formed in reaction 4.25. Figure 4.11a shows that doping the reaction mixture with micromolar concentrations of chlorite rapidly accelerates the reaction, giving credence to the fact that reduction of chlorine dioxide goes via chlorite.

### 4.3.5 Experimental evaluation of some rate constants

One can isolate one reaction from the rest of the four possible rate-determining steps 4.4 – 4.7. Figure 4.7a represents a present example of this isolation in the first stage of the reaction. One specific experimental run was performed at 1.00 M acid where we
assumed dominance of reaction 4.5 and $k_2$ was evaluated on the basis of rate equation 4.16. For statistical analysis and generation of error bars, other plots of initial rates vs. chlorite were made and several values of $k_2$ were evaluated. The compilation gave a value of $k_2 = 1.58 \pm 0.3 \times 10^2$ M$^{-1}$ s$^{-1}$. Due to the approximation that most TMTU is unprotonated, this value of $k_2$ obtained represents an upper limit rate constant. The upper limit value of $k_2$ can then be used to derive $k_1$ (the reaction between chlorite and TMTU; reaction 4.4). Data in figure 4.6a was then used along with the rate equation 4.11 to derive a lower limit rate constant for $k_1$. This treatment gave a value of $k_1 = 52 \pm 9$ M$^{-1}$s$^{-1}$.

The inaccuracy observed in $k_1$ is derived from the change in kinetics as acid concentrations are increased. Acid dependence data from figure 4.6b, with its sigmoidal decay kinetics are inadequate for initial rate determinations, and very high acid concentrations gave saturation in rate with respect to acid concentrations. There was thus a very small window in which the rate equation 4.11 was applicable. Figure 4.12a is another special figure produced just for the generation of a specific rate constant. By varying chlorine dioxide concentrations at constant acid and TMTU concentrations, a linear relationship is obtained from where the earlier-reported bimolecular rate constant of $16 \pm 3$ M$^{-1}$ s$^{-1}$ was derived. In figure 4.12b the acid strength was increased to 1.00 M which gave predominantly, HClO$_2$ as the Cl(III) species, and the protonated thiocarbamide. Under such extreme conditions, pseudo-first order kinetics could be obtained. The apparent rate constants from the semi-log plots obtained from figure 4.12b were invariant to TMTU concentrations. The deduced rate constant under these conditions was 10 M$^{-1}$ s$^{-1}$. 
4.3.6 Global reaction network

We have devised the full reaction scheme that encompasses reactions of both chlorite and chlorine dioxide with TMTU into the mechanism given in Table 4.1.

Table 4.1: The Chlorite-Chlorine Dioxide-Trimethylthiourea Reaction Network

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>$\text{ClO}_2^- + H^+ \rightarrow \text{HClO}<em>2$; $K</em>{a1}^{-1} = 52.48 \text{ M}$</td>
</tr>
<tr>
<td>M2</td>
<td>$\text{TMTU} + H^+ \rightarrow \text{TMTU-H}^+$</td>
</tr>
<tr>
<td>M3</td>
<td>$\text{OCl}^- + H^+ \rightarrow \text{HOCI}$; $K_{a1}^{-1} = 3.1 \times 10^7 \text{ M}$</td>
</tr>
<tr>
<td>M4</td>
<td>$\text{ClO}_2^- + \text{TMTU} \rightarrow \text{TMTUSOH} + \text{OCl}^-$; $k_1 = 52 \text{ M}^{-1} \text{s}^{-1}$</td>
</tr>
<tr>
<td>M5</td>
<td>$\text{HClO}_2 + \text{TMTU} \rightarrow \text{TMTUSOH} + \text{HOCI}$; $k_2 = 1.58 \times 10^2 \text{ M}^{-1} \text{s}^{-1}$</td>
</tr>
<tr>
<td>M6</td>
<td>$\text{TMTU-H}^+ + \text{HClO}_2 \rightarrow \text{TMTUSOH} + \text{HOCI} + H^+$</td>
</tr>
<tr>
<td>M7</td>
<td>$\text{TMTUSOH} + \text{HOCI} \rightarrow \text{TMTUSO}_2\text{H} + \text{Cl}^- + H^+$</td>
</tr>
<tr>
<td>M8</td>
<td>$\text{TMTUSO}_2\text{H} + \text{HOCI} \rightarrow \text{TMTUSO}_2\text{H} + \text{Cl}^- + H^+$</td>
</tr>
<tr>
<td>M9</td>
<td>$\text{TMTUSO}_2\text{H} + \text{HOCI} + \text{H}_2\text{O} \rightarrow \text{TMU} + \text{SO}_4^{2-} + \text{Cl}^- + 3\text{H}^+$</td>
</tr>
<tr>
<td>M10</td>
<td>$\text{TMU} + \text{HOCI} \rightarrow \text{TMTUSOH} + \text{Cl}^- + H^+$</td>
</tr>
<tr>
<td>M11</td>
<td>$\text{TMTUSOH} + \text{ClO}_2^- \rightarrow \text{TMTUSO}_2\text{H} + \text{OCl}^-$</td>
</tr>
<tr>
<td>M12</td>
<td>$\text{TMTUSO}_2\text{H} + \text{ClO}_2^- \rightarrow \text{TMTUSO}_2\text{H} + \text{OCl}^-$</td>
</tr>
<tr>
<td>M13</td>
<td>$\text{TMTUSO}_2\text{H} + \text{ClO}_2^- + \text{H}_2\text{O} \rightarrow \text{TMU} + \text{SO}_4^{2-} + \text{HOCI} + H^+$</td>
</tr>
<tr>
<td>M14</td>
<td>$\text{TMTUSOH} + \text{HClO}_2 \rightarrow \text{TMTUSO}_2\text{H} + \text{HOCI}$</td>
</tr>
<tr>
<td>M15</td>
<td>$\text{TMTUSO}_2\text{H} + \text{HClO}_2 \rightarrow \text{TMTUSO}_3\text{H} + \text{HOCI}$</td>
</tr>
<tr>
<td>M16</td>
<td>$\text{TMTUSO}_3\text{H} + \text{HClO}_2 + \text{H}_2\text{O} \rightarrow \text{TMU} + \text{SO}_4^{2-} + \text{HOCI} + 2\text{H}^+$</td>
</tr>
<tr>
<td>M17</td>
<td>$\text{TMTUSO}_2\text{H} + \text{H}_2\text{O} \rightarrow \text{TMU} + \text{HSO}_4^{2-} + \text{H}^+$</td>
</tr>
<tr>
<td>M18</td>
<td>$\text{TMTUSO}_2\text{H} + \text{H}_2\text{O} \rightarrow \text{TMU} + \text{HSO}_5^+ + \text{H}^+$</td>
</tr>
<tr>
<td>M19</td>
<td>$\text{HSO}_4^{2-} + \text{HOCI} \rightarrow \text{HSO}_5^+ + \text{Cl}^- + H^+$; diffusion-controlled</td>
</tr>
<tr>
<td>M20</td>
<td>$\text{HSO}_5^+ + \text{HOCI} \rightarrow \text{SO}_4^{2-} + \text{Cl}^- + 2\text{H}^+$; diffusion-controlled</td>
</tr>
<tr>
<td>M21</td>
<td>$\text{ClO}_2^- + \text{HOCI} + H^+ \rightarrow \text{Cl}_2\text{O}_2 + \text{H}_2\text{O}$; $k_f = 1.01 \times 10^6 \text{ M}^{-2} \text{s}^{-1}$</td>
</tr>
<tr>
<td>M22</td>
<td>$\text{Cl}_2\text{O}_2 + \text{ClO}_2^- \rightarrow 2\text{Cl}_2\text{O}_2 + \text{Cl}^-$</td>
</tr>
<tr>
<td>M23</td>
<td>$\text{Cl}_2\text{O}_2 + \text{TMTU} + \text{H}_2\text{O} \rightarrow \text{TMTUSOH} + 2\text{HCl}$</td>
</tr>
<tr>
<td>M24</td>
<td>$\text{Cl}_2\text{O}_2 + \text{TMTUSOH} + \text{H}_2\text{O} \rightarrow \text{TMTUSO}_2\text{H} + 2\text{HOCI}$</td>
</tr>
<tr>
<td>M25</td>
<td>$\text{Cl}_2\text{O}_2 + \text{TMTUSO}_2\text{H} + \text{H}_2\text{O} \rightarrow \text{TMTUSO}_3\text{H} + 2\text{HOCI}$</td>
</tr>
<tr>
<td>M26</td>
<td>$2\text{Cl}_2\text{O}_2 + \text{TMTU} + \text{H}_2\text{O} \rightarrow \text{TMTUSOH} + 2\text{HClO}_2$; $k_f = 16 \text{ M}^{-1} \text{s}^{-1}$</td>
</tr>
<tr>
<td>M27</td>
<td>$2\text{Cl}_2\text{O}_2 + \text{TMTUSOH} + \text{H}_2\text{O} \rightarrow \text{TMTUSO}_2\text{H} + 2\text{HClO}_2$</td>
</tr>
<tr>
<td>M28</td>
<td>$2\text{Cl}_2\text{O}_2 + \text{TMTUSO}_2\text{H} + \text{H}_2\text{O} \rightarrow \text{TMTUSO}_3\text{H} + 2\text{HClO}_2$</td>
</tr>
</tbody>
</table>

Not all 28 reactions were ever used at the same time. For example, highly acidic conditions eliminated reactions, M4 and M11 – M14. The adopted reaction network has three rapid protolytic reactions, M1 – M3, and three initiation reactions, M4 – M6. The
fourth reaction between a protonated TMTU molecule and chlorite, reaction 4.6, was eliminated from the mechanism. HOCl is adopted in this mechanism as the dominant oxidizing species, reaction M7 – M10. The autocatalysis is accounted for in reactions M21, and M23 – M25.

A reasonable attempt to simulate this mechanism is heavily dependent on the knowledge of the kinetic parameters for reactions M17 and M18. There have been no studies so far on the kinetics and mechanisms of these hydrolysis reactions which appear to be generally base catalyzed. Without the requisite knowledge of these kinetic parameters, only the first phases of figure 4.6a and 4.7a could be satisfactorily simulated. The observed autocatalytic decay of the sulfonic acid (second phase of the reaction in figures 4.6a, 4.6b, and 4.7a) is derived from the expected rapid reaction between the sulfur leaving groups in reactions M17 and M18 with chlorine dioxide. Chlorine dioxide should rapidly form an adduct with bisulfite which will then react with another chlorine dioxide molecule to form chlorite.

\[
\text{ClO}_2 + \text{HSO}_3^- \rightarrow [\text{O}_2\text{Cl-SO}_3\text{H}^-]; \text{rapid} \quad 4.26
\]

\[
[\text{O}_2\text{Cl-SO}_3\text{H}^-] + \text{ClO}_2 + \text{H}_2\text{O} \rightarrow \text{SO}_4^{2-} + 2\text{ClO}_2^- + 3\text{H}^+; \text{fast} \quad 4.27
\]

The rapid formation of chlorite accelerates the reaction. Adduct formation between radical ClO_2 species and electron-rich nucleophiles has been recently reported by Nagypal et al on the reaction of chlorine dioxide with thiosulfate and tetrathione [43,44]. These are rapid reactions with rates of the 4.26-type reactions close to diffusion control.
Although no similar studies have been reported with bisulfite, one would assume that 4.26 should also be extremely rapid.

4.4 CONCLUSION

The kinetics of the oxidation of a substituted thiourea, TMTU, by chlorite have been studied in a slightly acidic media. Our studies have shown that the oxidation kinetics of TMTU by chlorite are more complex than the comparable oxidation of the unsubstituted thiourea. TMTU reactions are much faster and possess a much more complex behavior with respect to acid. Most of the complexity lies in the reactivity of the most important metabolite of TMTU; the sulfinic acid. While it is easily oxidized to the sulfonic acid, that route quickly terminates as further reaction from that metabolite is very slow. What could be most important is the ease by which the C–S bond is cleaved in the sulfinic acid because under aerobic conditions, we expect a concomitant production of reactive oxygen species that might bring with them inadvertent toxicity [36].
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CHAPTER 5

Oxidation of Phenylthiourea by Chlorite in Acidic Media

5.1 INTRODUCTION

Phenylthiourea, PTU, also known as phenylthiocarbamide is a synthetic organic molecule which is often used as an odorant and testant [1,2]. PTU has the unusual property of either tasting very bitter, or being virtually tasteless depending on the genetic makeup of the tester [3,4]. The ability to taste PTU is a dominant genetic trait [2]. PTU tasting is one of the most administered genetic tests in the human population. PTU, an inhibitor of dopa oxidase [5] and tyrosinase [6-8] is used in zebrafish research to suppress pigmentation in developing embryos [9,10,7]. Phenylthiourea contains the thiocarbamide group that is responsible for goitrogenic activity [11,12] in methimazole [13] and 6-propyl-2-thiouracil [14]. PTU’s use as a goitrogenic was discontinued due to its strong toxicological side effects [15,16].

\[
\text{H}_2\text{N} \quad \text{S} \quad \text{NH} \quad \text{N} \quad \text{H}_2\text{N} \\
\text{phenylthiourea}
\]

It was reported in a 1961 publication that phenylthiourea was extremely toxic to rats, but that diphenylthiourea was not [17]. There was and has never been a justification why such physiological differences exist in very similar compounds. No doubt the metabolic pathways of the two compounds must be different, but how, and why? Work
done by Dieke et al. [18] revealed that the acute toxicity of substituted thioureas was enhanced when a single aromatic radical was attached to one of the N atoms. Toxicity decreased when two or more substituents were attached either on the same or on both N atoms. The toxicity can be narrowed to the either the parent compound, (e.g. PTU), metabolic intermediates, or the sulfur-based leaving groups. Most of the toxicological effects of organosulfur compounds are usually attributed to the S-oxygenation of the thiourea moiety of the compound.

Several theories have been postulated on the toxicities of thioureas although the mechanisms have not yet been clarified. It is generally agreed that the toxicity of thiocarbamides is related to the extent of their metabolic desulfurization, with the more highly desulfurized compounds being more toxic. For example, diphenylthiourea, which is non-toxic, is excreted primarily as the aromatic ring hydroxylated products but with the thione group intact [19]. The nature of the leaving group therefore seems to be the major source of toxicity.

Earlier studies of thiourea metabolism have shown that the major metabolite of $^{35}$S-phenylthiourea in rats was $^{35}$S-inorganic sulfate. Since phenylcarbamic acid and phenylurea are also produced it was postulated that desulfurization was via a reductive mechanism with the subsequent production of hydrogen sulfide, a toxic metabolite. No studies, however, have been done to evaluate the mechanism, products, and intermediates, in the oxidation of PTU, as oxidation of this sulfur containing compound should represent an important aspect of its metabolism. The molecular basis for S-oxygenation of sulfur compounds is still not well understood. This chapter will report on the results of a comprehensive study of the mechanism of the oxidation of PTU by
chlorite. The S-oxygenation mechanism obtained should contribute greatly to the possible elucidation of the metabolic activation of PTU. Of special interest is the fate of the C–S bond after the full oxidation of PTU. Its cleavage or lack of, would give a better insight into the speculation of a possible mechanism for its toxicity.

5.2 RESULTS

5.2.1 Stoichiometry

The reaction involved successive oxidation of the sulfur center to give sulfate and a urea residue as the products:

\[
2\text{ClO}_2^- + \text{PhN(H)CSNH}_2 + \text{H}_2\text{O} \rightarrow \text{SO}_4^{2-} + \text{PhN(H)CONH}_2 + 2\text{Cl}^- + 2\text{H}^+ \quad 5.1
\]

This stoichiometry was determined by a combination of spectrophotometric, titrimetric, and gravimetric techniques. Figure 5.1 shows superimposed UV spectra of the three major reagents in the reaction mixture; (a) phenylthiourea, PTU \((\lambda_{\text{max}} = 249 \text{ nm}, \epsilon_{\text{max}} = 12,312 \text{ M}^{-1} \text{ cm}^{-1})\), (b) phenylurea \((\lambda_{\text{max}} = 235 \text{ nm}, \epsilon_{\text{max}} = 117,070 \text{ M}^{-1} \text{ cm}^{-1})\), and (c) chlorine dioxide \((\lambda_{\text{max}} = 360 \text{ nm}, \epsilon_{\text{max}} = 1,265 \text{ M}^{-1} \text{ cm}^{-1})\). Chlorine dioxide has negligible absorbance at 249 nm as shown by the low absorptivity coefficient \((\epsilon_{249} = 130 \text{ M}^{-1} \text{ cm}^{-1})\). Phenylurea on the other hand, contributes significantly to the absorbance at 249 nm owing to its high absorptivity coefficient. Initial rate measurements at 249 nm were thus only able to deliver accurate information at the beginning of the reaction before concentrations of phenylurea and chlorine dioxide had accumulated. Both phenylthiourea and phenylurea had negligible contributions to absorbance observed at 360 nm.
Figure 5.1a: UV absorption spectrum of (a) $5.000 \times 10^{-5}$ M PTU, (b) $1.0 \times 10^{-5}$ M phenylurea, (c) $8.758 \times 10^{-4}$ M ClO$_2$ showing peaks at 248 nm, 235 nm and 360 nm respectively. There is no interference from the substrate or product at 360 nm.

Stoichiometry 5.1 was achieved in conditions of excess chlorite; with an oxidant to reductant ratio, $R = [\text{ClO}_2]_0/[\text{PTU}]_0 \geq 2.0$, and after prolonged incubation of the reaction solutions. The stoichiometry was also confirmed spectrophotometrically by observing the absorption peak of PTU at 249 nm and the chlorine dioxide peak at 360 nm. Figure 5.1b shows a series of spectra taken at various ratios of chlorite to PTU. Successive increases in chlorite concentrations for a fixed amount of $[\text{PTU}]_0$ showed a gradual decrease in the peak at 249 nm, until it attained some baseline absorbance due to the product, phenylurea. Trace e in figure 5.1b is the same as that of phenylurea (trace b) in figure 5.1a. Chlorite concentrations in excess of that required by stoichiometry 5.1 gave chlorine dioxide as a product, and this could be detected by its absorption peak at 360 nm. Qualitatively, it could also be detected by the characteristic deep blue-black coloration it gave with starch prepared with mercuric iodide. Contrary to other oxyhalogen oxidations [20], the chlorine dioxide formed could not be utilized for
stoichiometric determinations because the excess chlorite slowly decomposed in acidic media over several days to give chlorine dioxide which could not be related to the initial amount of PTU [21]:

\[
5\text{ClO}_2^- + 4\text{H}^+ \rightarrow 4\text{ClO}_2(\text{aq}) + 2\text{H}_2\text{O} + \text{Cl}^-
\]

5.2

Iodometric techniques, however, were utilized in order to evaluate the excess oxidizing power in conditions of excess chlorite by addition of excess acidified iodide which was then titrated against standard thiosulfate with freshly-prepared starch as an indicator.

**Figure 5.1b:** Spectral scans of reagent solutions containing phenylthiourea and varying concentrations of chlorite between 200 and 350 nm. PTU has a well-defined peak at 249 nm which progressively diminishes with increasing chlorite concentrations. At very high concentrations a peak of chlorine dioxide is observed at 360 nm. 

\[
[\text{PTU}]_0 = 5 \times 10^{-4} \text{ M}, [\text{H}^+]_0 = 0.125\text{M}, [\text{ClO}_2^-]_0 - (a) 2.5 \times 10^{-5}\text{M}, (b) 5.0 \times 10^{-5}\text{M}, \quad (c) 1.0 \times 10^{-4}\text{M}, (d) 2.0 \times 10^{-4}\text{M} \quad \text{and} \quad (e) 3.5 \times 10^{-4}\text{M}
\]

A plot of thiosulfate titer volume vs. initial chlorite concentrations yielded a straight line. Extrapolating to zero titer (chlorite concentration axis), gave an intercept where
stoichiometry 5.1 is sufficiently satisfied, giving the exact amount of chlorite needed to just consume PTU. The analysis, gave a stoichiometric ratio slightly greater than the 2:1 given in reaction 5.1 especially in low acid conditions. This could be attributed to the reaction of chlorite with HOCl to give an inert chlorate [22,23]:

\[
\text{ClO}_2^- + \text{HOCl} \rightarrow \text{ClO}_3^- + \text{Cl}^- + \text{H}^+ \tag{5.3}
\]

Pathway 5.3 is insignificant in highly acidic environments where reaction 5.2 is dominant [24]. Although reaction 5.3 deactivated some oxychlorine species, reaction 5.2, however, did not alter the overall oxidizing power of the product solution and iodometric techniques could still be employed to evaluate the excess ClO\textsuperscript{2-}. The stoichiometry of the chlorine dioxide/PTU reaction was experimentally determined to be:

\[
8\text{ClO}_2 + 5\text{PhN(H)CSNH}_2 + 9\text{H}_2\text{O} \rightarrow 5\text{SO}_4^{2-} + 5\text{PhN(H)CONH}_2 + 8\text{Cl}^- + 18\text{H}^+ \tag{5.4}
\]

This stoichiometry was derived spectrophotometrically as well as by iodometric and titrimetric techniques. Stoichiometry 5.4, however, was obtained after prolonged incubation periods of up to 48 h.

5.2.2 Reaction Kinetics

5.2.2.1 Chlorite Dependence

The reaction dynamics were extremely complex, with a highly complex dependence on the pH of the reaction environment. The reaction dynamics were less
complex in conditions of high excess chlorite, $R \geq 4$, and in high acid concentrations, $[H^{+}]_0 \geq 0.10$ M. Under these conditions the reaction showed a clean induction period before the formation of chlorine dioxide. Figure 5.2a shows such traces at 360 nm.

![Absorbance traces at 360 nm](image)

**Figure 5.2a:** General absorbance traces at 360 nm of the reaction in excess chlorite ($[\text{ClO}_2^-]_0/[\text{PTU}]_0 > 4.00$). The reaction starts with a short induction period followed by rapid formation of chlorine dioxide. $[\text{PTU}]_0 = 1.25 \times 10^{-3}$ M, $[H^{+}]_0 = 0.125$ M, $[\text{ClO}_2^-]_0$ - (a) $5 \times 10^{-3}$M, (b) $6.25 \times 10^{-3}$M, (c) $7.5 \times 10^{-3}$M, (d) $8.75 \times 10^{-3}$M and (e) $10 \times 10^{-3}$M

The rate of formation of chlorine dioxide after the induction period is directly proportional to the initial chlorite concentrations. There is an inverse relationship between the induction period and the initial chlorite concentrations (see figure 5.2b).
Figure 5.2b: Effect of chlorite on the induction period. An inverse relationship also exists for a long range of chlorite concentrations. $[\text{PTU}]_0 = 1.25 \times 10^{-3} \text{ M}, [\text{H}^+]_0 = 0.125 \text{ M}$

This appears to indicate that chlorite is involved in the reaction kinetics that consumes PTU to the first power. The plot in figure 5.2b was also utilized to confirm reaction stoichiometry 5.1. By extrapolating to $T_{\text{ind}} = \infty$, $(1/T_{\text{ind}} = 0)$, one can obtain the minimum amount of $[\text{ClO}_2^-]_0$ which gave $\text{ClO}_2(aq)$ as a product, thus confirming stoichiometry 5.1. This was after assuming that no chlorine dioxide would be formed with $[\text{ClO}_2^-]_0$ less than that required for stoichiometry 5.1. The data in figure 5.2b shows that, with $[\text{PTU}]_0 = 0.00125 \text{ M}$, the threshold concentration of chlorite needed for the formation of chlorine dioxide was 0.0024 M, which is very close to the 2:1 ratio obtained in reaction 5.1.
5.2.2.2 Acid Dependence

The reaction presented a very complex dependence on acid. Acid concentrations influenced the induction period, as well as the rate of formation and amount of chlorine dioxide produced after the induction period. The effect of acid also varied depending on oxidant to reductant ratios as well as the range of acid concentrations used.

![Graph showing absorbance at 360nm over time](image)

**Figure 5.3a:** Effect of acid concentrations on the reaction profiles with $[\text{ClO}_2^-]/[\text{PTU}] = 4.00$. The observed induction period before formation of chlorine dioxide as well as the rate of formation of chlorine dioxide become insensitive to acid at high concentrations. $[\text{PTU}] = 1.25 \times 10^{-3} \text{M}, [\text{ClO}_2^-] = 5.0 \times 10^{-3} \text{M}, [H^+] = (a) 0.1 \text{M}, (b) 0.2 \text{M}, (c) 0.3 \text{M}, (d) 0.4 \text{M} \text{ and } (e) 0.5 \text{ M}$

In highly acidic conditions, $[H^+] > 0.10 \text{ M}$ with $2 \leq R \leq 4$, acid concentrations reduced the induction period (see figure 5.3a). This effect on the induction period is not as pronounced as that observed with chlorite (see figures 5.2a and 5.2b). These acid concentrations did not affect the rapid rate of formation of chlorine dioxide at the end of the induction period. Higher acid concentrations, however, produced lower
concentrations of chlorine dioxide (again, see figure 5.3a). This was unexpected since it is known that chlorine dioxide formation arises from interactions among oxychlorine species which are universally accepted to be acid-catalyzed. The depressed concentrations of chlorine dioxide are only possible if subsequent reactions in the reaction mixture that consume chlorine dioxide are acid-catalyzed or if reactions that form chlorine dioxide are inhibited by acid. Surprisingly, also, lower acid concentrations \(0.005 \text{ M} < [H^+] < 0.015 \text{ M}\), had no visible effect on the induction period (see figures 5.3b and 5.3c). At lower ratios, \(2 < R < 4\), there was no sharp and discernible induction period, but a swift and instant formation of chlorine dioxide. At higher ratios, \(R \geq 10\), the reactions also showed an invariant induction period irrespective of changes in acid concentrations (figures 5.3a and 5.3b) and in PTU concentrations.

**Figure 5.3b:** Effect of acid at high oxidant to reductant ratios; \([\text{ClO}_2^-]_0/[\text{PTU}]_0 = 10.0\). In this case there is no well defined induction period. At low acid concentrations the rate of formation of chlorine dioxide as well as the induction period is insensitive to acid, although the final amount of chlorine dioxide produced increases with increase in acid concentrations. \([\text{PTU}]_0 = 2.00 \times 10^{-4}\text{M}, [\text{ClO}_2^-]_0 = 2.00 \times 10^{-3}\text{M}, [H^+]_0 = (a) 0.0025 \text{ M}, (b) 0.005 \text{ M}, (c) 0.0075 \text{ M}, (d) 0.01 \text{ M} \text{ and } (e) 0.015\text{M} \)
Figure 5.3b shows a series of experiments undertaken at low acid concentrations showing, a general increase in the amount of chlorine dioxide produced as initial acid concentrations are increased. However, between acid concentrations of 0.015 M and 0.020 M, this trend is reversed (figure 5.3c) and increasing acid concentrations further resulted in production of reduced amounts of chlorine dioxide. Separation of figures 5.3b and 5.3c is to enable us to best display this reversal in trend.

**Figure 5.3c:** Effect of acid at high oxidant to reductant ratios; \([\text{ClO}_2^-]/[\text{PTU}]_0 = 10.0\). In this case there is a well induction period which is still not affected by the amount of acid. Concentration of acid, however, is now inversely proportional to the amount of chlorine dioxide formed. \([\text{PTU}]_0 = 2.00 \times 10^{-3}\text{M}, [\text{ClO}_2^-]_0 = 2.00 \times 10^{-3}\text{M}, [\text{H}^+]_0 = (a) 0.02 \text{ M}, (b) 0.02 \text{ M} and (c) 0.05 \text{ M}.

5.2.2.3 *The chlorite-phenylthiourea ratio*

There were two ways of altering oxidant to reductant ratio, \(R\). One involves fixing the initial chlorite concentrations and varying \([\text{PTU}]_0\) (see figure 5.4), and the other involves altering both \([\text{ClO}_2^-]_0\) and \([\text{PTU}]_0\) simultaneously (see figure 5.5). In Figure 5.4, traces c, d and e had \(R < 2\); and so, ultimately, at \(t_\infty\), the final chlorine dioxide
concentrations decayed to zero. The observed chlorine dioxide formation within the first 30 s of this reaction was only transient.
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**Figure 5.4**: Effect of varying [PTU]₀ on the formation of chlorine dioxide at fixed chlorite concentrations. Concentration of PTU is directly proportional to amount of chlorine dioxide produced and the induction period at fixed chlorite concentrations. [ClO₂⁻]₀ = 5.00 x 10⁻⁵M, [H⁺]₀ = 0.125M, [PTU]₀ = (a) 2.5 x 10⁻⁴M, (b) 5.0 x 10⁻⁴M, (c) 7.5 x 10⁻⁴M, (d) 10.0 x 10⁻⁴M and (e) 12.5 x 10⁻⁴M

As expected, higher PTU concentrations gave longer induction periods and faster rates of formation of chlorine dioxide. This is to be expected if the reactive species that control the production of chlorine dioxide are derived from the oxidation of PTU or reduction of ClO₂⁻. Figure 5.5 shows a wider range of ratios; 10 > R > 1.7. Lower ratios, e.g. traces a, b and c in figure 5.5 gave a transient formation of chlorine dioxide, while higher ratios gave a monotonic increase in chlorine dioxide. Figure 5.5 can be regarded as an extension of the time scale shown in figure 5.4.
Figure 5.5: The effect of $[\text{ClO}_2]/[\text{PTU}]_0$ ratio on the absorbance traces at 360 nm. At high ratios of 4 and above, there is a monotonic formation of chlorine dioxide. At lower ratios, there is transient formation of chlorine dioxide. $[\text{HClO}_2]_0 = 0.125 \text{ M}$, $[\text{ClO}_2]_0 = 2.5 \times 10^{-3} \text{ M}$. $[\text{PTU}]_0 = (a) 1.5 \times 10^{-3} \text{ M}$, (b) $1.25 \times 10^{-3} \text{ M}$, (c) $1.0 \times 10^{-3} \text{ M}$, (d) $7.5 \times 10^{-4} \text{ M}$, (e) $5.0 \times 10^{-4} \text{ M}$ and (f) $2.5 \times 10^{-4} \text{ M}$

5.2.2.4 Chlorine dioxide formation

Previous studies that involve chlorite oxidations have used the formation of chlorine dioxide as a means of following the reaction and evaluating kinetic constants [20]. Chlorine dioxide is formed in oxychlorine-organosulfur reaction systems, by an extraneous and purely oxyhalogen reaction that does not directly involve the substrate that is being oxidized [25,26]. In non-radical processes, the first reactive oxyhalogen species formed in chlorite oxidations is hypochlorous acid, HOCl [23]. HOCl will then react very rapidly with remaining chlorite to produce chlorine dioxide [24]:
Three factors will determine whether chlorine dioxide is formed: (1) if the rate of reaction between the reducing substrate and chlorine dioxide is fast, then there will be no observation of chlorine dioxide until all the reducing substrate and its oxidation intermediates have been completely oxidized; (2) in high ratios, \( R > 4 \) (which is much higher than the required stoichiometry of \( R = 2 \)), production of \( \text{ClO}_2 \) will overwhelm the small concentrations of substrate present such that there will be an immediate formation of \( \text{ClO}_2 \). Transient and complex \( \text{ClO}_2 \) formation can be obtained at low ratios, typically below 4; and (3) if rate of reaction of chlorine dioxide with the reducing substrate is slow, then oligooscillatory behavior will be obtained for reaction solutions with \( R < 2 \). A clear illustration of this can be seen in the data shown in Figure 5.5. Monotonic \( \text{ClO}_2 \) formation is obtained at ratios above 2.5 for acid concentrations of 0.125 M. This threshold ratio will change depending on the pH conditions. After long incubation times, all experiments with ratios below 2 will show no final chlorine dioxide accumulations (see stoichiometry 5.1 and figure 5.5). The observed transient chlorine dioxide formation at these ratios clearly shows the fragile balance between reactions that form chlorine dioxide, and those that consume it. The effect of chlorite concentrations (effectively, this is a variation in the ratio, \( R \)) on the formation of chlorine dioxide is shown in the data in figures 5.2a and 5.5. Traces with \( R \leq 2 \) will eventually have no chlorine dioxide at \( t_\infty \). For a fixed amount of acid concentrations, the rate of formation and transient amount of chlorine dioxide formed is directly proportional to initial chlorite concentrations. This is to be expected if the formation of chlorine dioxide is mainly through reaction 5.5. The
effect of acid on the reaction will be complex due to the fact that acid influences nearly all elementary reactions in this reaction mixture. In some reactions it is catalytic, and in some, inhibitory. Three main features of chlorine dioxide formation all change with acid: rate of formation of chlorine dioxide, maximum transient chlorine dioxide formed, and the rate of consumption of chlorine dioxide after attaining its peak. Ultimately, the overall global reaction dynamics will not show any specific dependence on acid. Figure 5.3a shows the high acid environment in which acid is inhibitory in the formation of chlorine dioxide. The ratio used in these data, \( R = 4 \), does not give an overwhelming excess of the oxidant, and thus the rate of consumption of \( \text{ClO}_2 \) by PTU and other reductants has to be factored into the determination of the overall reaction dynamics. Figure 5.3b, however, with \( R = 10 \), makes the observed chlorine dioxide formation a pure oxyhalogen reaction since most of the reducing organosulfur compound and its intermediates will have been completely consumed by the time chlorine dioxide is formed.

5.2.2.5 Oxidations by chlorine dioxide

Figures 5.6a, 5.6b and 5.6c show the reaction of chlorine dioxide with PTU monitored at 360 nm. The reaction displays what appears to be a biphasic behavior, with, initially, sigmoidal autocatalytic kinetics, followed by normal decay (follow trace c in figure 5.6a and all traces in figures 5.6b and 5.6c). In excess of PTU, only the initial (autocatalytic) phase is observed (figure 5.6a, traces a and b). Such sigmoidal decay kinetics have been consistently observed with respect to chlorine dioxide oxidations [27]. Figure 5.6b shows absorbance traces obtained in excess \( \text{ClO}_2 \). The autocatalytic phase
lasts until a stoichiometric ratio of 4:5 is attained; i.e. 4 moles of ClO$_2$ to 5 moles of PTU. These data are summarized in Table 5.1. This ratio suggests that autocatalysis lasts until all the PTU has been oxidized to the sulfinic acid (see reaction stoichiometry 5.28), after which, a slow monotonic decay of chlorine dioxide is then observed right up to the end of the reaction.

![Graph showing absorbance at 360 nm over time](image_url)

**Figure 5.6a:** Direct reaction of PTU and chlorine dioxide monitored at 360 nm with oxidant to reductant ratios below stoichiometric amount. A single sigmoidal decay for the consumption of chlorine dioxide is observed with all chlorine dioxide being depleted at the end of the reaction. [PTU]$_0$ = 2.5x10$^{-4}$ M, [H$^+$]$_0$ = 0.125M, [ClO$_2$]$_0$ = (a) 2.0x10$^{-4}$ M, (b) 3.0x10$^{-4}$ M and (c) 4.0x10$^{-4}$ M.

A simple experiment was undertaken in which the synthesized sulfinic acid of PTU, phenylthiourea dioxide, (phenylaminoiminomethanesulfinic acid) was reacted directly with chlorine dioxide. This experiment showed that the reaction of the sulfinic acid and chlorine dioxide was exceedingly slow, much slower than the reaction of chlorine dioxide with PTU.
Previous reports on chlorine dioxide oxidations have suggested that the initial part of the reaction involves the formation of ClO$_2^-$ with subsequent oxidations being undertaken by chlorite [28]. Addition of chlorite in ClO$_2$ oxidations should thus show a catalytic effect.

Table 5.1: Analysis of absorbance data from Figure 6b. This table shows that the reaction slows down after a nearly quantitative formation of the sulfinic acid, indicating that the reaction between ClO$_2$(aq) and the sulfinic acid is very slow. This is also the position when chlorine dioxide formation commences (see figure 5.10).

<table>
<thead>
<tr>
<th>[ClO$_2$]$_0$</th>
<th>[PTU]$_0$</th>
<th>[ClO$_2$]$_t$ at end of autocatalysis</th>
<th>[ClO$_2$]/[PTU]</th>
<th>Expected [ClO$_2$]/[PTU] for formation of sulfinic acid</th>
<th>Deviation observed</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000600 M</td>
<td>0.00025 M</td>
<td>0.000418 M</td>
<td>0.728 M</td>
<td>0.800</td>
<td>7.20%</td>
</tr>
<tr>
<td>0.000574 M</td>
<td>0.00025 M</td>
<td>0.000387 M</td>
<td>0.748 M</td>
<td>0.800</td>
<td>5.20%</td>
</tr>
<tr>
<td>0.000514 M</td>
<td>0.00025 M</td>
<td>0.000328 M</td>
<td>0.744 M</td>
<td>0.800</td>
<td>5.60%</td>
</tr>
<tr>
<td>0.000465 M</td>
<td>0.00025 M</td>
<td>0.000278 M</td>
<td>0.748 M</td>
<td>0.800</td>
<td>5.20%</td>
</tr>
</tbody>
</table>
Figure 5.6b: Chlorine dioxide oxidation at oxidant to reductant ratios; \([\text{ClO}_2^-]/[\text{PTU}]_0\) > 2. This shows two distinct steps of an initial sigmoidal decay followed by a standard decay. \([\text{PTU}]_0 = 2.5 \times 10^{-4} \text{M, } [\text{H}^+]_0 = 0.125 \text{M, } [\text{ClO}_2^-]_0 = (a) 7 \times 10^{-4} \text{M, } (b) = 8 \times 10^{-4} \text{M, } (c) 9 \times 10^{-4} \text{M and } (e) = 10 \times 10^{-4} \text{M}

Data in figure 5.6c indicates that this, indeed, is the case. Only micromolar quantities of chlorite were used in this series of experiments, and yet the effect is quite noticeable. The initial autocatalytic part of the reaction is the one that is immediately catalyzed with the rest of the reaction not catalyzed any further. This is evidence that chlorite is indeed the dominant pathway utilized by chlorine dioxide oxidations. The parallel nature of the absorbance traces after addition of chlorite also suggests that chlorite is not an autocatalytic species since its catalytic effect is linearly dependent on the amount of chlorite anions added.
Figure 5.6c: Effect of chlorite on the oxidation of PTU by chlorine dioxide. The data also displays two-stage kinetics. Chlorite lowers the rate of the first step, (sigmoidal decay) as shown by traces (b) - (e). [PTU]₀ = 2.5 x 10⁻⁴ M, [ClO₂]₀ = 6.76 x 10⁻⁴ M, [H⁺]₀ = 0.125 M, [ClO₂⁻]₀ = (a) 0, (b) 5 x 10⁻⁶ M (c) 1.5 x 10⁻⁵ M, (d) 3.0 x 10⁻⁵ M and (e) 5.0 x 10⁻⁵ M

5.2.2.6 Data collected at 249 nm

Figure 5.1 shows that PTU has a sharp and isolated peak in its UV spectrum at 249 nm. The products of its oxidation, phenylurea, as well as chlorine dioxide, also absorb at this wavelength, but with lower extinction coefficients. Data collected at this wavelength can deliver unambiguous initial rates of consumption of PTU at the beginning of the reaction before the reaction product starts to accumulate in the reaction medium. Figure 5.7a shows a typical series of experiments performed at 249 nm. They show an initial rapid decrease in absorbance signal which quickly damps out to give way to a slower decrease in absorbance. This sequence would appear to be the opposite of that observed in figures 5.6a, 5.6b and 5.6c. The damping out in the decrease in absorbance is due to the formation of an intermediate which is long-lived enough to be able to accumulate. If one compares comparable data from figures 5.7a and 5.6b, one
notices that the onset of damping in Figure 5.7a coincides with the end of the autocatalytic phase in figure 5.6b. The very sharp and abrupt halt in decrease in absorbance shown in figure 5.7a is due to the formation of the product which contributes substantially to the final absorbance observed.

![Figure 5.7a: Depletion of PTU monitored at 249 nm for the oxidation by chlorite. These data also display two-stage kinetics. The product of PTU oxidation gives the residual absorbance that can be seen in the absorbance-time data.](image)

\[
[\text{PTU}]_0 = 1.25 \times 10^{-4} \text{ M}, [\text{HClO}_4]_0 = 0.125 \text{ M}, [\text{ClO}_2] = (a) 4.0 \times 10^{-4} \text{ M}, (b) 5.0 \times 10^{-4} \text{ M}, (c) 6.0 \times 10^{-4} \text{ M}, (d) 7.0 \times 10^{-4} \text{ M}, (e) 8.0 \times 10^{-4} \text{ M}, (f) 9.0 \times 10^{-4} \text{ M} \text{ and (g) } 10.0 \times 10^{-4} \text{ M}
\]

Figure 5.7a: Depletion of PTU monitored at 249 nm for the oxidation by chlorite. These data also display two-stage kinetics. The product of PTU oxidation gives the residual absorbance that can be seen in the absorbance-time data.

The data in figure 5.7a gives a linear dependence of the initial rate of PTU consumption with initial chlorite concentrations (figure 5.7b). Induction period data (see figure 5.2b) had also suggested a first order dependence of the reaction rate with chlorite concentrations. Direct oxidation of PTU by chlorine dioxide, monitored at 249 nm, gives traces that display autocatalysis (figure 5.7c). This is in agreement with the data.
obtained in figures 5.6a – 5.6c. Figure 5.8a shows the same types of absorbance traces as those shown in figure 5.7a but with variable acid concentrations. Contrary to the data obtained at 360 nm with chlorine dioxide, the depletion kinetics of PTU are monotonic and less complex.

**Figure 5.7b**: Relationship between initial rate of consumption of PTU and the initial chlorite concentrations. There is a solid linear dependence. \([\text{PTU}]_0 = 1.25 \times 10^{-4} \text{ M}, [\text{HClO}_4]_0 = 0.125 \text{ M}\)

Figures 5.8a and 5.8b show the effects of acid on the initial rate of consumption of PTU. Low acid concentrations display a saturation at about 0.02 M HClO$_4$ (figure 5.8b). If the acid is further increased, a retardation is observed. Figure 5.8c summarizes the acid effect by combining a series of acid concentrations ranging from 0.025 M to 0.50 M. Very low acid concentrations show a sigmoidal autocatalytic decay of the peak at 249 nm (not shown in figure 5.8c), and a gradual increase in acid will change the kinetics traces
from this convex shape to a straight line zero order type decay kinetics (trace a) and finally to the standard concave decay kinetics curves which are observed at very high acid concentrations (traces d – f).

Figure 5.7c: Depletion of PTU in its oxidation by chlorine dioxide monitored at 249 nm. In high excess chlorine dioxide environments (ratios > 3), a single sigmoidal decay is observed for the consumption of PTU. \([\text{ClO}_2]_0 = 4.27 \times 10^{-4} \text{M}, [\text{H}^+]_0 = 0.125 \text{M}, [\text{PTU}]_0 = (a) 2.5 \times 10^{-5} \text{M}, (b) 5.0 \times 10^{-5} \text{M} (c) 7.5 \times 10^{-5} \text{M}, (d) 10 \times 10^{-5} \text{M} \text{ and } (e) 12.5 \times 10^{-5} \text{M}.

The important aspect of figure 5.8c to note is that the second phase of the reaction is much faster in low acid concentrations, while in high acid concentrations this intermediate species formed lingers much longer before forming products.
Figure 5.8a: Absorbance traces at 249 nm showing the effect of acid on the rate of consumption of PTU at low acid concentrations. Acid catalyzes the first stage of the reaction but appears to retard the second stage. $[\text{PTU}]_0 = 1.25 \times 10^{-4} \text{ M}$, $[\text{ClO}_2^-]_0 = 5.0 \times 10^{-4} \text{ M}$ $[\text{HClO}_4]_0 = (a) 0.005 \text{ M}, (b) 0.010 \text{ M}, (c) 0.015 \text{ M}, (d) 0.020 \text{ M}, \text{ and (e) } 0.025 \text{ M}$.

Figure 5.8b: Initial rate plots for low acid concentrations. A maximum rate of consumption is attained at approximately pH 2.00. Higher acid concentrations show a retardation of the rate of consumption of PTU.
Figure 5.8c: Absorbance traces at 249 nm showing the effect of acid on the rate of consumption of PTU at high acid concentrations. Acid still catalyzes the first stage of the reaction but appears to retard the second stage. \([\text{PTU}]_0 = 1.25 \times 10^{-4} \text{ M}, [\text{ClO}_2^-]_0 = 7.0 \times 10^{-4} \text{ M} [\text{HClO}_4]_0 = (a) 0.025\text{ M}, (b) 0.050\text{ M}, (c) 0.10\text{ M}, (d) 0.15\text{ M}, (e) 0.20\text{ M} \text{ and (f) } 0.50\text{ M}.

5.2.2.7 Chlorine dioxide oxidations monitored at 249 nm

Figures 5.9a – 5.9c show the depletion kinetics of PTU with chlorine dioxide as the oxidant. Figure 5.9a shows the dominance of sigmoidal kinetics even in excess oxidant conditions, although the observed autocatalysis decreased with increasing oxidant concentrations. Highly excess of oxidant, however, still did not afford pseudo-first order kinetics. In highly excess the oxidant concentrations, the depletion kinetics of PTU approached zero order.
Figure 5.9a: Chlorine dioxide oxidation: A single sigmoidal decay curve for the consumption of PTU at 249 nm is observed in excess chlorine dioxide environments. Rate of PTU depletion increases with increase in chlorine dioxide concentrations. $[\text{PTU}]_0 = 1.25 \times 10^{-4}$ M, $[\text{HClO}_4]_0 = 0.125$ M. $[\text{ClO}_2]_0 = (a) 1.69 \times 10^{-4}$ M, (b) $3.38 \times 10^{-4}$ M, (c) $4.225 \times 10^{-4}$ M, (d) $5.07 \times 10^{-4}$ M, (e) $6.76 \times 10^{-4}$ M and (f) $8.45 \times 10^{-4}$ M.

Figure 5.9b shows the effect of low acid concentrations. Acid, at these conditions, $1.3 < \text{pH} < 2.7$, is very effective in inhibiting the reaction with respect to rate of consumption of PTU. Figure 5.9c shows that if acid is increased further, its inhibition effect saturates and it begins to catalyze the reaction. High acid concentrations, however, could not catalyze the reaction such that is became as fast as it is in low acid environments.
Figure 5.9b: Chlorine dioxide oxidation: At low acid concentrations, acid inhibits the oxidation of PTU by chlorine dioxide at 249 nm. Sigmoidal autocatalytic decay kinetics are much more pronounced at low acid concentrations. $[\text{PTU}]_0 = 1.25 \times 10^{-4}$ M, $[\text{ClO}_2]_0 = 3.38 \times 10^{-4}$ M. $[\text{HClO}_4]_0$ = (a) 0.0025 M, (b) 0.005 M, (c) 0.010 M, (d) 0.015 M, (e) 0.020 M, (f) 0.025 M and (g) 0.050 M.

Figure 5.9c: Chlorine dioxide oxidation: At high acid concentrations, acid catalyzes the oxidation of PTU by chlorine dioxide at 249 nm. Sigmoidal autocatalytic decay kinetics are still more pronounced at low acid concentrations. $[\text{PTU}]_0 = 1.25 \times 10^{-4}$ M, $[\text{ClO}_2]_0 = 3.38 \times 10^{-4}$ M. $[\text{HClO}_4]_0$ = (a) 0.10 M, (b) 0.15 M, (c) 0.20 M, (d) 0.25 M, (e) 0.30 M, (f) 0.40 M and (g) 0.50 M.
Combining data at 360 nm and 249 nm

Figure 5.10 superimposes data collected at 249 nm and at 360 nm. This shows that chlorine dioxide formation commences at the start of the second phase of the reaction when monitored at 249 nm. This is an important experimental observation: whatever intermediate is formed or accumulated during the second phase of the reaction; it must be inert to (or reacts very slowly with) chlorine dioxide (hence its accumulation). This fact, combined with the experiment that showed a very slow reaction between chlorine dioxide and phenylthiourea sulfinic acid as well as data shown in figure 5.6b (summarized in Table 5.1) indicates that the intermediate species formed is the sulfinic acid.

\[ [\text{PTU}]_0 = 1.25 \times 10^{-4} \, \text{M}, \quad [\text{ClO}_2^-]_0 = 7.0 \times 10^{-4} \, \text{M} \quad \text{and} \quad [\text{HClO}_4]_0 = 0.015 \, \text{M} \]

**Figure 5.10:** Two traces superimposed at (a) 249 nm and (b) 360 nm. [PTU] \(_0\) = 1.25 \times 10^{-4} \, \text{M}, [\text{ClO}_2^-]_0 = 7.0 \times 10^{-4} \, \text{M} \quad \text{and} \quad [\text{HClO}_4]_0 = 0.015 \, \text{M}

**5.3 MECHANISM**

**5.3.1 Chlorite-PTU reactions**

We are assuming a non-radical pathway in which the initial stages of the reaction involve the formation of the reactive oxyhalogen species, HOCl:
ClO$_2^-$ + PhN(H)CSNH$_2$ $\rightarrow$ PhN=CS(OH)NH$_2$ + OCl$^-$; $k_1$ 5.6

followed by

OCl$^-$ + H$^+$ $\rightleftharpoons$ HOCl; $K_{a2}$ 5.7

PhN=CS(OH)NH$_2$ represents the unstable sulfenic acid which can either be oxidized further to a sulfinic acid, PhN=CS(O$_2$H)NH$_2$ (5.8) [29], or can combine with another PTU molecule to form a stable dimer (5.9).

ClO$_2^-$ + PhN=CS(OH)NH$_2$ $\rightarrow$ PhN=CS(O$_2$H)NH$_2$ + OCl$^-$ 5.8

PhN=CS(OH)NH$_2$ + PhN(H)CSNH$_2$ $\rightarrow$ (PhN=C(NH$_2$)-S)$_2$ + H$_2$O 5.9

The sulfenic acid can also disproportionate into the more stable PTU and the sulfinic acid:

2PhN=CS(OH)NH$_2$ $\rightleftharpoons$ PhN=CS(O$_2$H)NH$_2$ + PhN(H)CSNH$_2$ 5.10

Literature has several reports on the formation of thiosulfinates from sulfenic acids in the absence of further oxidant [30]. After the initiation reaction 5.6, the sulfenic acid can only react through reactions 5.8 – 5.10. There seems to be no other fate for the sulfenic acid. In excess oxidant, the favored pathway is 5.8. In limited amounts of oxidant (e.g. 1:1 mixture ratios of PTU with an equivalent of a 2-electron oxidant), quantitative dimer formation can be obtained as in reaction 5.9. A bulky dimer, of the type formed in reaction 5.9, however, should be unstable and because of its low solubility should
precipitate from solution. No precipitate was observed in our experimental observations, thus precluding reaction 5.9 as a major route in this mechanism. We expect, then, that upon depletion of the oxidant, reactions of 5.10-type will dominate such that the favored stable forms of the sulfur compound are formed: PTU itself, the sulfinic acid or sulfate. In our proposed mechanism, the rate-determining step in the oxidation of PTU by chlorite is reaction 5.6. Reaction 5.6, as well as any other reactions that involve the reduction of a chlorine center coupled to the oxidation of a sulfur center, will be considered irreversible in this mechanism. Reaction 5.7 is a rapid protolytic step such that 5.6 and 5.7 can be combined as one reaction even though we recognize that 5.11 is not a termolecular process:

\[
\text{ClO}_2^- + \text{PhN(H)CSNH}_2 + H^+ \rightarrow \text{PhN=CS(OH)NH}_2 + \text{HOCl}; \quad 5.11
\]

Reaction 5.11 is an initial electrophilic attack on PTU followed by protonation and elimination of HOCl. Our acid dependence data can be explained by the effectiveness of the direct reaction of chlorous acid with PTU:

\[
\text{HClO}_2 + \text{PhN(H)CSNH}_2 \rightarrow \text{PhN=CS(OH)NH}_2 + \text{HOCl}; \quad k_2 \quad 5.12
\]

The complex acid dependence data obtained can be explained on the basis of protonation equilibria for both chlorous acid and PTU:

\[
\text{ClO}_2^- + H^+ = \text{HClO}_2; \quad K_{a1}^{-1} \quad 5.13
\]
PhN(H)CSNH₂ + H⁺ = [PhN(H)CS(H)NH₂]⁺ ; Kₐ 5.14

In reaction 5.13, \( K_{a1} \) is the acid dissociation constant for chlorous acid. Our kinetics data have suggested that, initially, the rate of depletion of PTU is first order in both PTU and chlorite with a complex order with respect to acid. If it is assumed that HClO₂ is relatively inert (route 5.12 negligible), then the rate of reaction can be derived in terms of chlorite and PTU. The total Cl(III) species in solution are partitioned between ClO₂⁻ and HClO₂ according to the following mass balance equation:

\[
[\text{Cl(III)}]_T = [\text{ClO}_2^-] + [\text{HClO}_2] \quad 5.15
\]

From the following relationship:

\[
[\text{HClO}_2] = \frac{[\text{ClO}_2^-][\text{H}^+]}{K_{a1}} \quad 5.16
\]

chlorite concentrations can be written in terms of the total chlorine(III) species:

\[
[\text{ClO}_2^-] = \frac{K_{a1}[\text{Cl(III)}]_T}{K_{a1} + [\text{H}^+]} \quad 5.17
\]

The derived rate of reaction with 5.11 as the single and rate-determining step will be given by equation 5.18:

\[
\text{Rate} = -\frac{d[\text{PTU}]}{dt} = k_1 \frac{[\text{PTU}][\text{Cl(III)}]_T[H^+]}{(1 + K_{a1}^{-1}[H^+]}) \quad 5.18
\]
Our experimental data do not support equation 5.18 for all the pH ranges studied. Equation 5.18 suggests retardation when \([H^+] \geq K_{a1}\); as the term with acid concentration in the denominator will dominate. The equation also suggests that the inhibitory effect of acid will diminish at low acid concentrations, \(pH > pK_{a1}\); but does not support acid catalysis in any pH range. The experimentally observed acid catalysis effect may have its genesis from the oxychlorine reactions that produce the reactive species. Our data would suggest, then, that reaction 5.12, in which the protonated chlorous acid reacts directly with PTU, contributes significantly to the overall reaction rate observed, and is, in fact, the dominant pathway. \(K_{a1}\) has been reported [31] to be approximately 0.0191 M\(^{-1}\) s\(^{-1}\). One would expect saturation in acid effect with no further retardation in conditions of pH lower than 2.0; which represents the approximate \(pK_a\) range of chlorous acid. The rate of reaction can now be derived using both reactions 5.6 and 5.12 to obtain the following rate law:

\[
\text{Rate} = -\frac{d[PTU]}{dt} = \frac{[\text{Cl(III)}]_0[PTU]_0}{K_{a1} + [H^+\}} \left[ k_1 K_{a1} + k_2 [H^+] \right]
\]

5.3.1.1 Evaluation of kinetic parameters \(k_1\) and \(k_2\)

The important kinetic parameters in this reaction system are the rate constants for the reaction between PTU and ClO\(_2^-\) \((k_1)\), HClO\(_2\) \((k_2)\), and with ClO\(_2\)(aq). The reaction’s acid dependence, on its own, was too complex to be utilized for the evaluation of \(k_1\) and \(k_2\). Two complementary experimental techniques had to be used for evaluating \(k_1\) and \(k_2\). The values obtained in these two methods could then be checked against each other. Equation 5.19 was utilized for this evaluation by running a series of experiments at fixed
acid concentrations and collecting initial rates of consumption of PTU at 249 nm. By running a series of experiments at varying combinations of [PTU]₀ and [ClO₂⁻]₀ a plot could be made of initial rate of reaction vs. the product of [PTU]₀ and [Cl(III)]₇. This plot was preferred over others (e.g. a [PTU]₀ dependence plot or [ClO₂⁻]₀ dependence plot) because it gave the origin as a firm data point. In our statistical and graphical analysis, we could then weight the origin of such a plot, and thus greatly reduce experimentally-generated errors. The slope of the linear part of this plot gave the value of the term in the brackets of equation 5.19; but not individual values of \( k_1 \) and \( k_2 \). Next, using as a rough estimate, figure 5.8c, trace c (for example) was utilized to evaluate \( k_2 \) in the limit of high acid where only the second term in equation 5.19 was relevant. This value was brought back into equation 5.19 as the initial value to then fit the initial rate data and evaluate unambiguous values of \( k_1 \) and \( k_2 \), with their relevant error ranges. The second complementary set of experiments involved the use of low acid concentrations in which both HClO₂ and ClO₂⁻ species were relevant. Three acid concentrations were used: 0.001 M, 0.003 M and 0.005 M. For each of these acid concentrations, six experiments were performed at specific chlorite and PTU concentrations and initial rates were derived and recorded. Six plots of initial rate vs. acid were generated and \( k_1 \)'s (intercept) and \( k_2 \)'s (slope) were evaluated. These values were then refined by the use of the more accurate data set from the first series of experiments. The final values adopted were from this (first) set. This very extensive analysis gave \( k_1 = 31.5 \pm 2.3 \text{ M}^{-1}\text{s}^{-1} \) and \( k_2 = 114 \pm 7.0 \text{ M}^{-1}\text{s}^{-1} \). The fact that \( k_2 > k_1 \) was to be expected since an electrophilic attack by chlorite on the nucleophilic sulfur atom of PTU will not be as facile as that by HClO₂. The fact that acid was catalytic at low acid concentrations establishes this fact.
Equation 5.19 supports a saturation of the initial rate as acid is further increased past the pK$_a$ of chlorous acid. Our experimental observations show a retardation of the rate as acid concentrations are increased past 0.10 M. To accommodate this retardation, equation 5.19 has to be modified for these high acid environments. Under these conditions, the Cl(III) species will exist predominantly as HClO$_2$ with negligible amounts of unprotonated chlorite available. Any variations in rate can no longer be derived solely from the oxychlorine species. The protonation of thiocarbonyl compounds, like PTU, is well known (reaction 5.14) [32]. The nucleophilic sulfur center is easily protonated at low pH conditions. One would then expect substantial protonation of PTU at the conditions of [H$^+$] > 0.10 M. We can assume that the protonated PTU species is inert and combine pathways 5.6, 5.12 and the retarding effect of protonation of PTU, 5.14, to give an overall rate of reaction:

$$\frac{\text{Rate}}{d\text{t}} = \frac{[\text{Cl(III)}]_t[\text{PTU}]_0}{(1 + K_b[H^+])(K_{a1} + [H^+]^2)} \left[ k_1K_{a1} + k_2[H^+] \right]$$  \hspace{1cm} 5.20

Equation 5.20 assumes negligible reaction between chlorous acid and protonated phenylthiourea. A more complete rate law would include the reaction between chlorite anion and the protonated phenylthiourea, but this pathway would be negligible in this scheme because high pH conditions would increase [ClO$_2^-$] while decreasing the protonated thiol concentration, while low pH conditions would decrease [ClO$_2^-$] while increasing the protonated thiocarbonyl. Equation 5.20 would deliver the observed complex acid dependence behavior of initial acid catalysis followed by saturation and then retardation. In highly acidic conditions, equation 5.20 can be utilized with very little
loss in precision, without the first term in the square bracket and the second bracketed term in the denominator which involves reaction by chlorite. This simplification of
Equation 5.20 was used in the evaluation of \( k_2 \) for data shown in Figure 5.8c where it was assumed \([\text{Cl(III)}] = [\text{HClO}_2] \).

The observed variations of rate with acid concentrations depend on the relative magnitudes of \( k_1 \) and \( k_2 \). Our experimental observations indicate acid catalysis up to approximately pH 2.00 followed by a saturation and retardation as acid concentrations are increased past this point. This would indicate a dominance of \( k_2 \) with further retardation upon saturation of \([\text{HClO}_2] \) being effected by the \((1 + K_b[H^+])\) term which represents protonation of the thiocarbonyl group. Equations 5.19 and 5.20 predict this trend.

### 5.3.2 Formation of chlorine dioxide

Chlorine dioxide is formed by the one-electron oxidation of chlorite. Two possible oxidizing species in this reaction medium are hypochlorous acid (see reaction 5.5) \([24,23]\) and molecular chlorine \([33,34]\). The standard disproportionation reactions that can produce chlorine dioxide are too slow to be effective on this time scale. The kinetics of the hydrolysis of chlorine, have been studied by temperature-jump spectrophotometry and the kinetics parameters are well known \([35]\):

\[
\text{Cl}_2 + \text{H}_2\text{O} \rightleftharpoons \text{HOCl} + \text{H}^+ + \text{Cl}^- \tag{5.21}
\]

This is a rapid equilibrium, and so the oxidation of chlorite by HOCl (reaction 5.5) or by
Cl$_2$ (reaction 5.22) should be kinetically indistinguishable [36].

$$2\text{ClO}_2^- + \text{Cl}_2 \rightarrow 2\text{ClO}_2(aq) + 2\text{Cl}^- \quad 5.22$$

The mechanism of reaction 5.22 has been reported to proceed through an intermediate that involves an adduct of ClO$_2$•Cl$_2$ which can then eliminate a Cl$^-$ ion to give the asymmetric intermediate which then finally gives chlorine dioxide through reaction 5.24 [37]. The mechanism of the oxidation of chlorite by HOCl, is also well known. Taube and Dodgen [36], using isotopic labeling, have concluded that this oxidation proceeds through the asymmetric intermediate Cl$_2$O$_2$ [23,34,33,38]:

$$\text{ClO}_2^- + \text{HOCl} + \text{H}^+ = \text{Cl}_2\text{O}_2 + \text{H}_2\text{O} \quad 5.23$$

Further reaction of the intermediate will yield ClO$_2$:

$$\text{ClO}_2^- + \text{Cl}_2\text{O}_2 \rightarrow 2\text{ClO}_2 + \text{Cl}^- \quad 5.24$$

Both 5.23 and 5.24 are not elementary single step reactions, although the kinetics of these reactions can be derived from their molecularities.

It does appear that the rate of formation of HOCl from the reduction of ClO$_2^-$ will determine the rate of formation of ClO$_2$. Composite reaction 5.11 (5.6 + 5.7) is the only source of HOCl at the beginning of the reaction. As the reaction proceeds, the reaction of chlorite with sulfenic acid (produced in reaction 5.11) and other sulfur oxo-acids that are
not oxidatively saturated will also yield HOCl.

5.3.3 Consumption of chlorine dioxide

Figure 5.5 shows that there is a delicate balance between the reactions that form chlorine dioxide and those that consume it. After eliminating 5.22, we can assume that the sole reaction responsible for the formation of chlorine dioxide is reaction 5.5. Chlorine dioxide can be consumed by any of the reducing sulfur species in solution, but, due to its radical nature (unpaired electron) the most significant route, is its direct reaction with PTU. Our kinetics data suggest first order dependence in PTU and chlorine dioxide. The sigmoidal decay kinetics of chlorine dioxide oxidations (figures 5.6a – c) suggest that the initial stages of the reaction involve the formation of the reactive species which then carries the bulk of the oxidation. This appears, in highly acidic conditions, to be HClO₂ which will ultimately produce HOCl. The radical chlorine center in chlorine dioxide is electron deficient with a strong formal positive charge while the sulfur center in PTU is electron rich. An equilibrium is set up between chlorine dioxide and PTU by formation of a loose adduct held together by a weak coordinate bond between the chlorine and sulfur centers [28,21,39]:

\[
\text{ClO}_2 + S=\text{C(NH}_2\text{)N(H)Ph} \rightleftharpoons [\text{O}_2\text{Cl-S=C(NH}_2\text{)N(H)Ph}] \quad 5.25
\]

This adduct, can either return to the original reactants, or react further with another chlorine dioxide molecule to form chlorous acid and the sulfenic acid after a hydrolysis:
\[
[O_2Cl\text{-}S=C(NH_2)N(H)Ph] + ClO_2(aq) \rightarrow PhN=CS(OH)NH_2 + 2HClO_2
\]  

5.26

The rate-determining step is the formation of the adduct with 5.26 being relatively facile, irreversible, and entropy-driven. The irreversibility of 5.26 is supported by the reaction’s inhibition by acid (see figures 5.9b and 5.9c). Acid inhibition also proves that 5.25 is the rate-determining step since protonation of PTU should inhibit formation of the adduct by forming a poorer nucleophile, \([\text{PhN(H)CS(H)NH}_2]^+\). If the protonated PTU is inert, then the rate of oxidation of PTU by chlorine dioxide will be given by:

\[
-\frac{d[PTU]}{dt} = \frac{k_3[PTU][ClO_2]_2}{1 + K_b[H^+]} 
\]

5.27

In the limit of low acid concentrations, \(k_3\) was evaluated from data of the type shown in figures 5.6 and 5.9. The value obtained of \(k_3 = 74 \pm 22 \text{ M}^{-1} \text{s}^{-1}\) was not very reliable due to uncertainties brought about by the sigmoidal decay-type kinetics as well as the uncertainty in the estimation of \(K_b\).

5.3.4 Nonlinear consumption and formation of chlorine dioxide

Data in figures 5.6a, 5.6b and 5.6c display biphasic kinetics with an initially sigmoidal consumption of chlorine dioxide followed by a slower monotonic decay. While autocatalysis in chlorine dioxide formation has been rationalized through the formation of HOCl, this, alone cannot explain the biphasic kinetics. Table 5.1 shows an analysis of the data in figure 5.6b. The changeover from rapid autocatalytic kinetics occurred after the almost quantitative formation of the sulfinic acid of PTU:
\[4\text{ClO}_2\text{(aq)} + 5\text{PhN(H)CSNH}_2 + 2\text{H}_2\text{O} \rightarrow 5\text{PhN-CS(O}_2\text{H)}\text{NH}_2 + 4\text{Cl}^- + 4\text{H}^+\]

This suggests that chlorine dioxide is inert to phenylthiourea sulfinic acid or that this reaction is very slow. This was also proved by the observation that chlorine dioxide reacts very slowly with phenylthiourea sulfinic acid (refer to Section 2.3.2.1 for the preparation of phenylthiourea sulfinic acid) to the point of almost being inert. The accuracy of figure 5.6b is derived from the fact that these experimental observations are being performed at 360 nm. Since neither PTU nor phenylurea absorb at 360 nm, our experiment can follow the consumption of chlorine dioxide almost exactly. The formation of the phenylthiourea sulfinic acid at the transition between sigmoidal kinetics and a normal decay is thus not in dispute. Figure 5.10 also confirms our assertion: chlorine dioxide is formed as soon as the sulfinic acid is formed. The observed rapid formation of ClO\(_2\) in figure 5.4 can also be explained similarly: The final observed rate of formation of ClO\(_2\) is from a combination of the reactions that form ClO\(_2\) (reaction 5.5), and those that consume it (reactions of type 5.25 + 5.26). Formation of the sulfinic acid, however, decreases the rate of consumption of ClO\(_2\text{(aq)}\), and hence the observed sudden increase in the formation of ClO\(_2\text{(aq)}\). An examination of figure 5.10 confirms this analysis. The formation of the sulfinic acid, which is (relatively) inert to ClO\(_2\), makes reactions that form ClO\(_2\) dominant over those that consume it, and hence the instant formation of ClO\(_2\) upon commencement of the second phase of the reaction. Consumption of the sulfinic acid will then proceed predominantly through oxidation by HClO\(_2\) and HOCl and not by ClO\(_2\). Chlorine dioxide’s selective inertness is well known. In a previous submission from our laboratories, it was noted that the reaction of chlorite
and formaldehyde delivered almost quantitative formation of chlorine dioxide based on stoichiometry 5.2 due to the inertness of chlorine dioxide to formaldehyde and formic acid [40].

5.3.5 Formation of phenylurea

Further oxidation of the phenylthiourea dioxide (intermediate species) will yield the sulfonic acid which can further be oxidized to yield phenylurea:

\[
\text{PhN}=\text{CS(O}_2\text{H})\text{NH}_2 + \text{HOCl} \rightarrow \text{PhN}=\text{CS(O}_3\text{H})\text{NH}_2 + \text{H}^+ + \text{Cl}^- \quad 5.29
\]

\[
\text{PhN}=\text{CS(O}_3\text{H})\text{NH}_2 + \text{HOCl} \rightarrow \text{PhN(H)CONH}_2 + \text{SO}_4^{2-} + 3\text{H}^+ + \text{Cl}^- \quad 5.30
\]

The accumulation of the sulfinic acid as an intermediate indicates that reactions 5.29 and 5.30 must be slower than reactions 5.6, 5.8 and 5.12. Work by Makarov et al [41] and Otoikhian et al [42] proved that the oxidation of sulfinic and sulfonic acids predominantly goes through the initial cleavage of the C-S bond to give sulf oxylate anion and bisulfite respectively:

\[
\text{PhN}=\text{CS(O}_2\text{H})\text{NH}_2 + \text{H}_2\text{O} \rightarrow \text{PhN(H)CONH}_2 + \text{HSO}_2^- + \text{H}^+ \quad 5.31
\]

\[
\text{PhN}=\text{CS(O}_3\text{H})\text{NH}_2 + \text{H}_2\text{O} \rightarrow \text{PhN(H)CONH}_2 + \text{HSO}_3^- + \text{H}^+ \quad 5.32
\]

Further oxidation of the sulfur leaving groups should be rapid and nearly diffusion-controlled. These sulfur oxo-acids exist in the form of resonance-stabilized zwitterions that are much more stable in acid than in base [43,41]. This explains why the
intermediate, sulfinic acid, is slower to react to form products in high acid environments, but quickly gives products in low acid conditions (see figure 5.8c). The cleavage of the C–S bond in sulfinic and sulfonic acids in low acid environments is the basis for guanidylation [44].

5.4 COMPUTER SIMULATIONS

5.4.1 Overall reaction network

The chlorite-PTU and chlorine dioxide-PTU reactions can both be comprehensively explained by a single reaction network of 27 reactions which are shown in Table 5.2. Using relevant assumptions, these reactions can be severely truncated into only a few reactions for high acid concentrations, where chlorite oxidations are deleted in favor of those by chlorous acid. The direct reaction between chlorine dioxide and PTU can be derived by utilizing relevant reactions in Table 5.2 and deleting the rest. The tabulated mechanism is divided into five distinct sections. Reactions M1 – M3 represent the rapid protolytic reactions that are responsible for the observed complex acid dependence. Reaction M3 is relevant at much higher acid concentrations rather than reactions M1 and M2. Reactions M4 – M11 are reactions that involve oxidations by ClO₂⁻ and HClO₂. The whole reaction scheme is controlled by reactions M4 and M5 which represent the rate-determining steps. The set of reactions M12 – M15 are the autocatalytic steps which also include the formation of chlorine dioxide. M13 is the only reaction through which chlorine dioxide is formed throughout the whole mechanism, and in conditions of excess oxidant, its rate of formation will depend upon the rate of formation of HOCl from the reduction of Cl(III) species.
Table 5.2: The Chlorite-Chlorine Dioxide-Phenylthiourea Reaction Network

<table>
<thead>
<tr>
<th>Reaction</th>
<th>$k_i$, $k_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>ClO$_2^-$ + H$^+$ $\rightleftharpoons$ HClO$_2$</td>
</tr>
<tr>
<td>M2</td>
<td>OCI$^-$ + H$^+$ $\rightleftharpoons$ HOCl</td>
</tr>
<tr>
<td>M3</td>
<td>PhN(H)CSNH$_2$ + H$^+$ $\rightleftharpoons$ [PhN(H)CS(H)NH]$_2^+$</td>
</tr>
<tr>
<td>M4</td>
<td>ClO$_2^-$ + PhN(H)CSNH$_2$ $\rightarrow$ PhN=CS(OH)NH$_2$ + OCl$^-$</td>
</tr>
<tr>
<td>M5</td>
<td>HClO$_2$ + PhN(H)CSNH$_2$ $\rightarrow$ PhN=CS(OH)NH$_2$ + HOCl</td>
</tr>
<tr>
<td>M6</td>
<td>ClO$_2^-$ + PhN=CS(OH)NH$_2$ $\rightarrow$ PhN=CS(O$_2$H)NH$_2$ + OCl$^-$</td>
</tr>
<tr>
<td>M7</td>
<td>ClO$_2^-$ + PhN=CS(O$_2$H)NH$_2$ $\rightarrow$ PhN=CS(O$_2$H)NH$_2$ + OCl$^-$</td>
</tr>
<tr>
<td>M8</td>
<td>ClO$_2^-$ + PhN=CS(O$_2$H)NH$_2$ $\rightarrow$ PhN(H)CONH$_2$ + SO$_4^{2-}$ + Cl$^-$ + 2H$^+$</td>
</tr>
<tr>
<td>M9</td>
<td>HClO$_2$ + PhN=CS(OH)NH$_2$ $\rightarrow$ PhN=CS(O$_2$H)NH$_2$ + HOCl</td>
</tr>
<tr>
<td>M10</td>
<td>HClO$_2$ + PhN=CS(O$_2$H)NH$_2$ $\rightarrow$ PhN=CS(O$_2$H)NH$_2$ + HOCl</td>
</tr>
<tr>
<td>M11</td>
<td>HClO$_2$ + PhN=CS(O$_2$H)NH$_2$ $\rightarrow$ PhN(H)CONH$_2$ + SO$_4^{2-}$ + Cl$^-$ + 3H$^+$</td>
</tr>
<tr>
<td>M12</td>
<td>ClO$_2^-$ + HOCl + H$^+$ $\rightleftharpoons$ Cl$_2$O$_2$ + H$_2$O</td>
</tr>
<tr>
<td>M13</td>
<td>Cl$_2$O$_2$ + ClO$_2^-$ $\rightarrow$ 2ClO$_2$ + Cl$^-$</td>
</tr>
<tr>
<td>M14</td>
<td>Cl$_2$O$_2$ + PhN(H)CSNH$_2$ + H$_2$O $\rightarrow$ PhN=CS(OH)NH$_2$ + 2HOCl</td>
</tr>
<tr>
<td>M15</td>
<td>Cl$_2$O$_2$ + PhN=CS(OH)NH$_2$ + H$_2$O $\rightarrow$ PhN=CS(O$_2$H)NH$_2$ + 2HOCl</td>
</tr>
<tr>
<td>M16</td>
<td>HOCl + PhN(H)CSNH$_2$ $\rightarrow$ PhN=CS(OH)NH$_2$ + H$^+$ + Cl$^-$</td>
</tr>
<tr>
<td>M17</td>
<td>HOCl + PhN=CS(OH)NH$_2$ $\rightarrow$ PhN=CS(O$_2$H)NH$_2$ + H$^+$ + Cl$^-$</td>
</tr>
<tr>
<td>M18</td>
<td>HOCl + PhN=CS(O$_2$H)NH$_2$ $\rightarrow$ PhN=CS(O$_2$H)NH$_2$ + H$^+$ + Cl$^-$</td>
</tr>
<tr>
<td>M19</td>
<td>HOCl + PhN=CS(O$_2$H)NH$_2$ $\rightarrow$ PhN(H)CONH$_2$ + SO$_4^{2-}$ + H$^+$ + Cl$^-$</td>
</tr>
<tr>
<td>M20</td>
<td>ClO$_2$ + S=C(NH$_2$)N(H)Ph $\rightleftharpoons$ [O$_2$Cl-S=C(NH$_2$)N(H)Ph]</td>
</tr>
<tr>
<td></td>
<td>Reaction</td>
</tr>
<tr>
<td>---</td>
<td>----------</td>
</tr>
<tr>
<td>M21</td>
<td>([O_2Cl-S=C(NH_2)N(H)Ph] + ClO_2(aq) \rightarrow PhN=CS(OH)NH_2 + 2HClO_2)</td>
</tr>
<tr>
<td>M22</td>
<td>(ClO_2 + HOS-C(NH_2)=NPh = [O_2Cl-(HO)S-C(NH_2)=NPh)</td>
</tr>
<tr>
<td>M23</td>
<td>([O_2Cl-(HO)S-C(NH_2)=NPh \rightarrow PhN=CS(O_2H)NH_2 + 2HClO_2)</td>
</tr>
<tr>
<td>M24</td>
<td>(PhN=CS(O_2H)NH_2 + H_2O \rightarrow PhN(H)CONH_2 + HSO_2^- + H^+)</td>
</tr>
<tr>
<td>M25</td>
<td>(PhN=CS(O_2H)NH_2 + H_2O \rightarrow PhN(H)CONH_2 + HSO_3^- + H^+)</td>
</tr>
<tr>
<td>M26</td>
<td>(HSO_2^- + HOCl \rightarrow HSO_3^- + H^+ + Cl^-)</td>
</tr>
<tr>
<td>M27</td>
<td>(HSO_3^- + HOCl \rightarrow SO_4^{2-} + 2H^+ + Cl^-)</td>
</tr>
<tr>
<td>M28</td>
<td>(2ClO_2 + HSO_2^- + H_2O \rightarrow HSO_3^- + 2HClO_2)</td>
</tr>
<tr>
<td>M29</td>
<td>(2ClO_2 + HSO_3^- + H_2O \rightarrow SO_4^{2-} + H^+ + 2HClO_2)</td>
</tr>
</tbody>
</table>

Legend:
PhN=CS(OH)NH₂ – phenylthiourea sulfenic acid
PhN=CS(O₂H)NH₂ – phenylthiourea sulfinic acid
PhN=CS(O₂H)NH₂ – phenylthiourea sulfonic acid

Rate constants – forward and reverse rate constants (column 3) separated by a semi-colon.

Note: Reactions M8, M11 and M19 all require a water molecule (solvent) for material balance
Units of rate constants are derived from the reaction’s molecularity except where water is involved, and also in M28 and M29 which are composites of two consecutive steps and considered bimolecular.

Reactions M16 – M19 represent the dominant oxidation pathway. The autocatalytic production of ClO₂ transfers the bulk of oxidation to HOCl, even though, at the beginning of the reaction, before the build-up of HOCl concentrations, the major oxidation pathway would have been the series of reactions M4 – M11. Reactions M20 – M23 involve oxidation by ClO₂. From the basis of our experimental observations, no reactions have been included that involve oxidation of the sulfinic and sulfonic acids by ClO₂. The final set of four reactions, M24 – M27 represent the hydrolysis of the sulfinic and sulfonic acids. While recent experimental data indicates that these oxo-acids are more stable in acidic environments [41,43], this mechanism could not handle stabilization by acid.
Further mechanistic studies need to be performed before a rate law for the decomposition of these oxo-acids can be derived.

5.4.2 Choice and establishment of rate constants

The first three reactions, being rapid and protolytic could be assigned any rate constants as long as they were fast enough so as not to be rate-determining and not violate the $pK_a$'s of HClO$_2$ and HOCl as well as the $pK_b$ of the thiocarbamide. Since $pK_a$ of chlorous acid is 1.72 [23,45]; the forward and reverse rate constants utilized had to satisfy $K_a = 0.0191$. Literature reports $pK_a$ of HOCl as 7.49 [23,31]; and so this was also utilized in the same manner as for HClO$_2$. $K_b$ for the thiocarbamide was difficult to evaluate, but a value of $8.9 \times 10^2 \text{ M}^{-1}$ was derived for a similar thiocarbamide: guanylthiourea [32]. Protonation of PTU, however, was only relevant in very high acid environments, while most of our work was performed in the intermediate acid concentration ranges where $K_b$ was not relevant. In fact for most of our simulations, this reaction was shut down with no loss of accuracy.

Rate constants for M4 and M5 were derived from this study. Reactions M6 and M9 were all made faster than reactions M4 and M5 respectively, and this was a reasonable assumption after setting M4 and M5 as rate-determining. Reactions M7, M8 M10 and M11 were guessed for best fit, but could be ignored, reactions M24 and M25 were made labile enough. M12 and M13 were derived from literature values. Since rate of reaction was controlled by rate of formation of HOCl, reactions M16 and M17 were set such that they were faster than reactions M4 and M5. Kinetics parameters for reaction M20 were derived from this study, and subsequently, $k_{M22}$ was made slightly faster than $k_{M20}$. 
Reactions M26 and M27 are known to be fast and nearly diffusion controlled, and were implemented accordingly. The autocatalytic reactions M14 and M15 were only relevant in low to medium acid concentrations. They were very important in determining the sigmoidal decay kinetics observed in figure 5.7c.

![Absorbance vs Time Graph](image)

**Figure 11:** Simulations of the data shown in Figure 7c (traces b and e) using mechanism in Table 2.

This model could adequately simulate figures 5.2a, 5.3b, 5.6a, 5.7c, 5.9a and 5.9b. While it could simulate the first part of figure 5.8c, the uncertainties in the hydrolysis kinetics of the sulfinic and sulfonic acids made it difficult to simulate to second phase of that reaction. Figure 5.11 shows as simulation fit to the data shown in figure 5.7c. These simulations showed that reactions M28 and M29 are extremely important in accelerating the rate of consumption of PTU by rapidly forming ClO$_2^-$ from ClO$_2$. 
5.5 CONCLUSION

The oxidation of phenylthiourea is complicated by the formation of two stable intermediates: the sulfinic acid and the sulfonic acid on the pathway towards total desulfurization to form phenylurea. The reaction is extremely complex with reaction dynamics strongly influenced by the pH of the reaction medium. Its standard use as a goitrogenic must lie in its ability to abstract the iodine atom needed by the thyroid gland [12]. Its toxicity, however, must be derived from the deliberate cleavage of the C-S bond to yield highly reactive sulfur species that may interact with oxygen to yield reactive oxygen species. This appears to be a well-accepted route for the establishment of toxicities in thiocarbamides [46,47]. The physiological environment, which is slightly basic, destabilizes the oxo-acids in favor of the reduced sulfur species after cleavage of the C-S bond [41,46].
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CHAPTER 6

Kinetics and Mechanism of the Oxidation of a Bunte salt 2-aminoethanethiolsulfuric acid by chlorite

6.2 INTRODUCTION

This chapter reports on the comprehensive investigations into the oxidation of 2-aminoethanethiolsulfuric acid, (AETSA) [1], by chlorite as part of a series of studies aimed at the elucidation of oxidative mechanisms of organosulfur compounds by oxyhalogen ions [2]. Another important reason why this study was done was to learn more about the important amino acid taurine, H$_2$NCH$_2$CH$_2$SO$_3$H [3-6]. The Bunte salt, AETSA, is a metabolic precursor of taurine. AETSA is widely used as an antiulcerogenic. The use of AETSA reduced the ulcerogenic effects of phenylbutazone or oxyphenylbutazone when they were used as anti-inflammatory agents [7]. This therapeutic effect of AETSA is often linked to taurine itself.

Taurine one of the most abundant amino acids differs from other amino acids in containing a sulfonic acid group, instead of the requisite carboxylic acid group. It is found in the central nervous system, skeletal muscle and is very concentrated in the brain and heart tissues [8,9]. Taurine is involved in a number of physiological processes such as membrane stabilization [10], detoxification [11-17], inhibition and modulation of neurotransmitters in the brain [18], bile acid conjugation and cholesterol excretion [19], osmoregulation [20-23], and regulation of intracellular Ca$^{2+}$ homeostasis [24,25].

Previous studies have shown the oxidation of AETSA by iodate [26] to be quite complex, while oxidation by bromate [27] was much simpler. Motivation of these studies
was the need to deduce the conditions under which the S–S bond and/or the C–S bond in the thiolsulfuric acid cleaved, as well as to determine the products of reaction. A comparison of these two systems (AETSA/BrO$_3^-$ and AETSA/IO$_3^-$) with the AETSA/ClO$_2^-$ can shed more light into the oxidation of AETSA as well as the reaction products.

6.2 RESULTS

6.2.1 Stoichiometry

In excess chlorite conditions, the stoichiometry of the reaction was determined to be:

$$2\text{ClO}_2^- + \text{H}_2\text{NCH}_2\text{CH}_2\text{S-SO}_3\text{H} \rightarrow \text{ClNHCH}_2\text{CH}_2\text{SO}_3\text{H} + \text{SO}_4^{2-} + \text{Cl}^- + \text{H}^+ \quad (6.1)$$

Whereas in excess AETSA, the stoichiometry was found to be:

$$3\text{ClO}_2^- + 2\text{H}_2\text{NCH}_2\text{CH}_2\text{S-SO}_3\text{H} + 2\text{H}_2\text{O} \rightarrow$$

$$2\text{NH}_2\text{CH}_2\text{CH}_2\text{SO}_3\text{H} + 2\text{SO}_4^{2-} + 3\text{Cl}^- + 4\text{H}^+ \quad (6.2)$$

These stoichiometries were derived spectrophotometrically as well as by iodometric and titrimetric techniques following procedures outlined in chapter 2. Qualitative tests were positive for both SO$_4^{2-}$ and Cl$^-$. Stoichiometry 6.2 was especially correct for reactions carried out under mildly acidic conditions. The stoichiometry obtained was usually between 6.1 and 6.2. NMR data showed that there was evidence for the formation of the dichlorotaurine which could be formed from the disproportionation of monochlorotaurine [28]:
2ClNHCH₂CH₂SO₃H = NH₂CH₂CH₂SO₃H + Cl₂NCH₂CH₂SO₃H \hspace{1cm} (6.3)

Under highly acidic conditions the equilibrium (6.3) was shifted to the right, due to protonation of the taurine amino group:

\[
\text{NH₂CH₂CH₂SO₃H} + \text{H}^+ = [\text{H₃N CH₂CH₂SO₃H}]^+ \hspace{1cm} (6.4)
\]

UV/VIS and NMR spectrometry techniques identified chlorotaurine, ClNHCH₂CH₂SO₃H, as the major product from the initial oxidation of AETSA.

The reaction mixtures were incubated for a period of 36 hours, after which their NMR spectrum was obtained. Figure 6.1 shows a series of NMR spectra used to determine the nature of the products from the reaction. The spectrum of AETSA in an acidic solution is shown in (a). Only one peak, a multiplet comprising of two overlapping triplets at ca. \( \delta = 3.26 \) is observed, this is characteristic of coupling of adjacent methylene protons. Spectrum (b) shows changes to the spectrum after addition of chlorite but before the reaction had gone to completion. The spectrum reveals the emergence of two triplets downfield to the previous multiplet. These triplets can only be formed from a sulfoxide in which the inner sulfur atom picks up an oxygen atom:

\[
\text{H₂NCH₂CH₂S-SO₃H} + [\text{O}] \rightarrow \text{H₂NCH₂CH₂S(O)SO₃H} \hspace{1cm} (6.5)
\]
The sulfoxide renders the inner sulfur center asymmetric \( [26] \), with the adjacent hydrogen atoms diastereotopic, thus inducing a new set of two triplets downfield:

\[
\begin{align*}
  \text{H}_2\text{NCH}_2\text{C} & \text{SO}_3\text{H} \\
  \text{H}_a & \text{O} \\
  \text{H}_b & \text{SO}_3\text{H}
\end{align*}
\]

Spectrum (c) shows the triplet peaks increasing in height, demonstrating the stability of the sulfoxide as well as an increase in its concentration. At this point, the former AETSA multiplet bifurcates into the distinctive triplet peaks of taurine. Upon oxidation by excess chlorite, the multiplex resolved into two broad peaks at \( \delta_a = 3.21-3.28 \) and \( \delta_b = 3.37-3.45 \),
which are associated with a series of compounds which all contain the two sets of methylene protons, as shown in spectrum (d). These triplets are not as resolved as the ones for pure taurine shown in spectrum (e). This apparent lack of resolution is due to the mixing of the three taurine-based products: taurine, chlorotaurine and dichlorotaurine. The substitution of chlorine atoms for the hydrogen atoms at the nitrogen center introduces a more electron-withdrawing group, but the effect is not as strong since the chlorine atom attaches to the nitrogen center as a positive cation. The protons attached to nitrogen and oxygen atoms, however, cannot be detected due to rapid exchange with solvent.

6.2.2 Reaction Dynamics

The reaction could only be followed by NMR and UV/Visible absorbance measurements. Specific electrodes for chloride and sulfate were quickly poisoned by the sulfur generated from the AETSA that was deposited on the electrode surfaces. The high ionic strengths used precluded the use of conductivity measurements. In conditions of excess chlorite, the reaction could be followed by observing the formation of chlorine dioxide. The chlorine dioxide is formed after some induction period that is determined by the initial concentrations of the reagents, especially the ratio of reductant (AETSA) to oxidant (chlorite). Formation of chlorine dioxide is very rapid and autocatalytic after the expiration of the induction period. Figure 6.2 showed that at fixed AETSA concentrations, increasing chlorite concentrations decreased the induction period and increased the rate of formation of chlorine dioxide. The sharp and rapid rate of formation of chlorine dioxide after the induction period is very significant and allows us
Figure 6.2. Effect of chlorite on the absorbance activity at 360nm. Concentration of chlorite is directly proportional to the amount of ClO$_2$ formed and inversely proportional to the induction period at fixed AETSA concentration: [AETSA]$_o$ = 0.001M, [H$^+$]$_o$ = 0.05M, I$_{(NaCl)}$ = 1.0M, [ClO$_2^-$] = (a) 7.0 x 10$^{-3}$M, (b) 6.0 x 10$^{-3}$M, (c) 5.0 x 10$^{-3}$M, (d) 4.0 x 10$^{-3}$M.

to separate the reaction into two sections: the initial part of the reaction that involves the consumption of AETSA, and the final part, which involves an extraneous oxyhalogen reaction that forms chlorine dioxide. It would appear, from the absorbance data that the rates of these two parts of the reaction are so different in magnitude that they can be treated as two separate processes. Thus the induction period observed would be related to the rate of reaction that consumes AETSA in an inverse-type of dependence; i.e. a shorter induction period would suggest a more rapid consumption of AETSA. Figure 6.3 shows the plot of the induction time versus the inverse concentration of chlorite. The fact that this plot gives a straight line implies that the reaction that depletes AETSA is first order in chlorite [29]. Figure 6.3 was also important in confirming our stoichiometry.
Figure 6.3: Plot of induction time vs. $1 / [\text{ClO}_2^-]$ using stoichiometric excess of chlorite. The reciprocal of x-intercept corresponds to minimum $[\text{ClO}_2^-]$ necessary for formation of ClO$_2$. The y-intercept has no kinetic significance. $[\text{AETSA}]_0 = 0.001\text{M}$, $[\text{H}^+]_0 = 0.05\text{M}$, $I_{(\text{NaCl})} = 1.0\text{M}$, $[\text{ClO}_2^-] = (a) 7.0 \times 10^{-3}\text{M}$, (b) $6.0 \times 10^{-3}\text{M}$, (c) $5.0 \times 10^{-3}\text{M}$, (d) $4.0 \times 10^{-3}\text{M}$, and (e) $3.0 \times 10^{-3}\text{M}$.

Whenever there is excess chlorite to that needed to just attain stoichiometry 6.1, then the excess chlorite after consumption of AETSA will react to form ClO$_2$, and one can measure a finite induction period. However, if there is less chlorite to satisfy stoichiometry 6.1, then there will be no formation of ClO$_2$ and the induction period will be infinity. (This would not be obtained if rate of reaction ClO$_2$ with AETSA was slow). However, the x-intercept of the graph gives the inverse of the amount of chlorite just needed to satisfy stoichiometry 6.1. In this reaction the intercept concentration for 0.001 M AETSA was 0.0022 M ClO$_2^-$, thus confirming stoichiometry 6.1. The stoichiometry was not exactly 2:1 because of the expected formation of dichlorotaurine. The y-intercept however, does not have any stoichiometric significance.
The reaction presented a very complex dependence on acid when compared to chlorite (Figure 6.4). It appears the effect of acid is more pronounced at low acid than at high acid concentrations. Linearity in the plot of inverse acid concentrations versus induction period is lost as the acid concentration increases (Figure 6.5). Figure 6.4 shows that although acid shortens the induction period, the rate of production of chlorine dioxide was retarded by the high acid concentrations. Experiments performed with \([\text{ClO}_2^-]\) \(\geq [\text{AETSA}]_0\) showed an increase in induction period with increasing AETSA concentrations. This is to be expected if the total consumption of AETSA is a prerequisite to the formation of chlorine dioxide (Figure 6.6). In conditions where \([\text{ClO}_2^-]\) \(\gg [\text{AETSA}]_0\), the induction period did not change although the rate of formation of chlorine dioxide increased with higher initial AETSA concentrations.
Figure 6.5: Induction time vs. the inverse of the initial acid concentrations \([H^+]_0\). The induction period is more sensitive to acid at lower concentrations. \([\text{AETSA}]_0 = 1.0 \times 10^{-3} \text{ M}, [\text{ClO}_2^-] = 4.0 \times 10^{-3} \text{ M}, I_{(\text{NaCl})} = 1.0 \text{ M}, [H^+]_0 = (a) 0.08 \text{ M}, (b) 0.06 \text{ M}, (c) 0.05 \text{ M}, (d) 0.04 \text{ M}, (e) 0.025 \text{ M}.

The rate of reaction between chlorine dioxide and the reducing substrate, AETSA, determines the induction time for the reaction. If the rate of reaction is slow, then we would expect oligooscillatory behavior [30] in the concentration of chlorine dioxide. However, if the rate of reaction between the two is faster than the rate of formation of chlorine dioxide, then a sharp induction period will be observed as no chlorine dioxide will be observed until the reducing substrate, AETSA, has been completely oxidized.
Figure 6.6: Effect of varying [AETSA]₀ on formation of chlorotaurine at fixed chlorite concentration. Traces show that AETSA is completely depleted before the formation of ClO₂ commences: [ClO₂]₀ = 3.8 x 10⁻³ M, I₂NaCl = 1.0 M, [H⁺]₀ = 0.30 M, [AETSA]₀ = (a) 2.0 x 10⁻³, (b) 1.5 x 10⁻³, (c) 1.0 x 10⁻³M, (d) 5.0 x 10⁻⁴ M.

Figure 6.7 shows a very complex reaction of chlorine dioxide with AETSA. In excess AETSA, there is a rapid and smooth consumption of chlorine dioxide as can be seen in traces c – e. In conditions where [ClO₂]₀ ≳ [AETSA]₀ we observed an initial depletion of chlorine dioxide followed by re-formation of chlorine dioxide.
From the data shown in Figure 6.7, it would appear that the total oxidation of AETSA is a prerequisite for the formation of chlorine dioxide. NMR data suggests a step-wise oxidation that passes through the sulfoxide.

\[
\text{H}_2\text{N-CH}_2\text{-CH}_2\text{-S-SO}_3\text{H} + \text{H}_2\text{O} \rightarrow \text{H}_2\text{N-CH}_2\text{-CH}_2\text{-S(O)-SO}_3\text{H} + 2\text{H}^+ + 2\text{e}^- \quad (6.6)
\]

The oxidant could be ClO$_2^-$ or any of its decomposition products: HOCl and Cl$_2$. 

**Figure 6.7:** Absorbance traces of AETSA oxidation by chlorine dioxide, ClO$_2$ in acidic solution. [ClO$_2$] = 6.61 x 10$^{-4}$ M; [H$^+$] = 0.10M; I$_{\text{(NaCl)}}$ = 1.0 M; [AETSA] = (a) 3.0 x 10$^{-4}$ M (b) 4.0 x 10$^{-4}$ M (c) 5.0 x 10$^{-4}$ M (d) 6.0 x 10$^{-4}$ M (e) 7.5 x 10$^{-4}$ M
6.3.1 Acid Dependence

The acid dependence data was so complex that it has to be addressed first. Chlorous acid has a $pK_a$ of about 2.0 [31] and thus will exist predominantly in the protonated form at pH conditions lower than 2:

$$\text{ClO}_2^- + \text{H}^+ = \text{HClO}_2; \ K_{a1} \quad (6.7)$$

The AETSA should also be protonated, but this will be predominantly on the amino group:

$$\text{H}_2\text{N-CH}_2\text{-CH}_2\text{-S-SO}_3\text{H} + \text{H}^+ = [\text{H}_3\text{N-CH}_2\text{-CH}_2\text{-S-SO}_3\text{H}]^+ \text{ (AETSA-H}^+) \quad (6.8)$$

One can assume complete protonation of the AETSA under conditions utilized in our experiments, and wherever the structure of AETSA is indicated, it will be in the protonated form. There, will, however, be a mixture of $\text{HClO}_2$ and $\text{ClO}_2^-$ in solution, with both species reacting with AETSA, but at different rates.

$$\text{H}_2\text{N-CH}_2\text{-CH}_2\text{-S-SO}_3\text{H} + \text{ClO}_2^- + \text{H}^+ \rightarrow \text{H}_2\text{N-CH}_2\text{-CH}_2\text{-S(O)-SO}_3\text{H} + \text{HOCl}; \ k_1 \quad (6.9)$$
$$\text{H}_2\text{N-CH}_2\text{-CH}_2\text{-S-SO}_3\text{H} + \text{HClO}_2 \rightarrow \text{H}_2\text{N-CH}_2\text{-CH}_2\text{-S(O)-SO}_3\text{H} + \text{HOCl}; \ k_2 \quad (6.10)$$

It would be safe to assume that reactions 6.9 and 6.10 are rate-determining and hence the rate of consumption of AETSA can be written as:
Rate = \( k_1 [\text{AETSA}][\text{ClO}_2^-][H^+] + k_2 [\text{AETSA}][\text{HClO}_2] \) \hspace{1cm} (6.11)

Reaction 6.9 is not actually a termolecular process. It involves the initial attack of chlorite on AETSA followed by a very rapid protolytic process that abstracts a proton to yield electroneutrality. Effect of the acid will be determined by the values of \( k_1 \) and \( k_2 \).

The following mass balance equation, relates the concentrations of \( \text{ClO}_2^- \) and \( \text{HClO}_2 \), and accounts for all Chlorine(III) species in solution:

\[
[\text{Cl(III)}]_T = [\text{ClO}_2^-] + [\text{HClO}_2] \hspace{1cm} (6.12)
\]

The equilibrium in reaction 6.7 allows us to write the following relation as well:

\[
[\text{HClO}_2] = K^{-1}_{al} [\text{ClO}_2^-][H^+] \hspace{1cm} (6.13)
\]

From equations 6.12 and 6.13, the chlorite and chlorous acid concentrations can be written in terms of the total Chlorine (III) species:

\[
[\text{ClO}_2^-] = \frac{[\text{Cl(III)}]_T}{1 + K^{-1}_{al}[H^+]} \hspace{1cm} (6.14)
\]

and

\[
[\text{HClO}_2] = \frac{K^{-1}_{al}[H^+][\text{Cl(III)}]_T}{1 + K^{-1}_{al}[H^+]} \hspace{1cm} (6.15)
\]
Using equations 6.14 and 6.15 one can write equation 6.11 in a form that involves only the measurable quantities:

\[
\text{Rate} = [\text{AETSA}][\text{Cl(III)}]_T[H^+] \frac{k_1}{1 + K_{a1}^{-1}[H^+]} + \frac{k_2 K_{a1}^{-1}}{1 + K_{a1}^{-1}[H^+]} \quad (6.16)
\]

At very low acid concentrations, \(1 + K_{a1}^{-1}[H^+] \approx 1\) and equation 6.16 simplifies to:

\[
\text{Rate} = [\text{AETSA}][\text{Cl(III)}]_T[H^+] \left( k_1 + k_2 K_{a1}^{-1} \right) \quad (6.17)
\]

Thus the data will show a first order dependence with acid at very low acid concentrations only. Terms in the denominator in equation 6.16 become viable, as acid concentrations are increased, and the reaction will show saturation at these concentrations. This is what we observed in experiments.

Equation 6.17 also shows that the reaction will display first order kinetics with respect to chlorite and AETSA, irrespective of the strength of the acid.

### 6.3.2 Consumption of AETSA

AETSA has a weak absorption peak at 241 nm, as illustrated in figure 6.8a, but, fortunately, this peak is isolated. This peak can be used in conjunction with our knowledge of oxyhalogen chemistry, together with the data on induction periods, to evaluate the mechanistic details of the consumption of AETSA by chlorite. Figure 6.8b shows the complex dependence of the consumption of AETSA on acid concentrations.
Figure 6.8a: Absorption spectrum of AETSA showing peak at 241nm. [AETSA]=0.02M, Extinction coefficient at 241nm is 42.45M$^{-1}$ cm$^{-1}$

Although acid seems to catalyze the reaction, this effect quickly diminishes as acid concentrations are increased beyond pH 2.0 (see figure 6.8c). Reactions 6.9 and 6.10 represent the initial steps in the oxidation of AETSA. The HOCl formed in reaction 6.9 and 6.10 reacts rapidly with any remaining ClO$_2^-$ in solution to produce ClO$_2$[32]:

$$2\text{ClO}_2^- + \text{HOCl} + \text{H}^+ \rightarrow 2\text{ClO}_2 + \text{Cl}^- + \text{H}_2\text{O} \quad (6.18)$$

If the reaction between ClO$_2$ and AETSA is slow, then there will be an immediate accumulation of ClO$_2$ (yellow) at the beginning of the reaction, and no induction period will be observed. Since an induction period was observed for this reaction, it would appear that the ClO$_2$ formed in 6.18 is immediately wiped up by AETSA (and its
derivatives that have not been oxidatively saturated). HOCl can also oxidize both AETSA and its derivatives.

**Figure 6.8b**: Absorbance traces showing consumption of AETSA by chlorite at varying \([H^+]\). \([\text{ClO}_2^-]=0.005\text{M}; [\text{AETSA}]=0.005\text{M}, I_{(\text{NaCl})}=1.0\text{M}\) and \([H^+]=(a)0.20\text{M}; (b)0.10\text{M}; (c)0.05\text{M}; (d)0.025\text{M}.

\[
\text{HOCl} + \text{H}_2\text{N-CH}_2\text{-CH}_2\text{-S-SO}_3\text{H} \rightarrow \text{H}_2\text{N-CH}_2\text{-CH}_2\text{-S(O)-SO}_3\text{H} + \text{Cl}^- + \text{H}^+ \text{ (fast) } \quad (6.19)
\]

\[
\text{HOCl} + \text{H}_2\text{N-CH}_2\text{-CH}_2\text{-S(O)-SO}_3\text{H} \rightarrow \text{H}_2\text{N-CH}_2\text{-CH}_2\text{-S(O)}\text{SO}_3\text{H} + \text{Cl}^- + \text{H}^+ \quad (6.20)
\]

It is highly unlikely that the sulfone formed in reaction 6.20 is stable, and should thus be easily oxidized to sulfate and taurine.

\[
\text{HOCl} + \text{H}_2\text{N-CH}_2\text{-CH}_2\text{-S(O)}\text{SO}_3\text{H} + \text{H}_2\text{O} \rightarrow \text{H}_2\text{N-CH}_2\text{-CH}_2\text{-SO}_4^{2-} + \text{Cl}^- + \text{H}^+ \quad (6.21)
\]
Figure 6.8c: Plot of initial rate versus [H+] showing a hint of saturation kinetics as acid concentrations are increased.

Though ClO$_2^-$ can also perform the oxidations listed in reactions 6.19 – 6.21, the bulk of these will be borne by HOCl. This is due to the rapid and autocatalytic formation of HOCl from ClO$_2^-$. These autocatalytic steps involve the well-known asymmetric intermediate Cl$_2$O$_2$ [33, 34]:

\[
\begin{align*}
\text{ClO}_2^- + \text{HOCl} + \text{H}^+ & \rightarrow \text{Cl}_2\text{O}_2 + \text{H}_2\text{O} \\
\text{Cl}_2\text{O}_2 + 2\text{H}^+ + \text{Red} & \rightarrow 2\text{HOCl} + \text{Red}^{2+}
\end{align*}
\]
Where ‘Red’ represents any 2-electron reductant in solution: AETSA, the sulfoxide and the sulfone. Combining reactions 6.22 and 6.23 shows the (quadratic) autocatalytic formation of HOCl:

\[
\text{ClO}_2^- + \text{HOCl} + 3\text{H}^+ + \text{Red} \rightarrow 2\text{HOCl} + \text{H}_2\text{O} + \text{Red}^{2+}
\]  

(6.24)

With such a rapid formation of HOCl, all oxidations by chlorite will be insignificant. Since the rate of formation of HOCl is rate-determining, then reactions 6.9 and 6.10 will still be rate-determining. Induction period will end when reaction 6.18 produces more ClO\(^2\) than that which can be consumed by AETSA, the sulfoxide and the sulfone.

6.3.3 Reaction of chlorine dioxide with AETSA

Chlorine dioxide is an odd-electron species, and in most of its oxidations, the initial step involves the addition of an electron to produce chlorite:

\[
\text{ClO}_2 + e^- \rightarrow \text{ClO}_2^-
\]  

(6.25)

The chlorite then carries out most of the oxidations. Reaction 6.25, however, will not be fast. Further reduction of ClO\(^2\) will produce HOCl, which will reproduce ClO\(^2\) according to reaction 6.18. This will not be very helpful with respect to the reduction of AETSA, and one would expect a very slow reaction that is controlled by the free-radical kinetics of reaction 6.25. Fortunately, HOCl reaction with AETSA is fast enough to compete favorably with 6.18 in producing Cl\(^-\) (also produced in reactions 6.19 – 6.21)
which can directly attack ClO\(_2\) in acidic environments to produce more reactive species ClO\(_2^-\) and HOCl [35]:

\[
2\text{ClO}_2 + \text{Cl}^- + \text{H}_2\text{O} \rightarrow 2\text{ClO}_2^- + \text{HOCl} + \text{H}^+ 
\] (6.26)

Reaction 6.26 (reverse of 6.18) is not a single step process, involves the initial formation of some powerful oxidizing intermediate species such as the asymmetric Cl\(_2\)O\(_2\).

\[
\text{Cl}_2\text{O}_2^- + \text{ClO}_2 \rightleftharpoons \text{ClO}_2^- + \text{Cl}_2\text{O}_2
\] (6.27)

\[
\text{Cl}_2\text{O}_2 + \text{H}_2\text{O} \rightarrow \text{ClO}_2^- + \text{HOCl} + \text{H}^+
\] (-6.22)

The formation of these powerful oxidizing species would then initiate the oxidation, thereby by-passing the bottleneck established by reaction 6.25. Since reaction 6.26 is the reverse of 6.18, its direction is determined by HOCl concentrations. Reaction 6.18 should dominate in high HOCl concentrations.

Data in Figure 6.7 shows what appears to be a violation of the second law of thermodynamics by the delivery a non-monotonic decrease to the position of lowest free energy with respect to chlorine dioxide concentrations (see traces a and b). The observed ‘cusp’ in the decay of ClO\(_2\) can only be produced by a combination of two or more nonlinear kinetics pathways. These could be in the form of autocatalysis or autoinhibition. Quadratic autocatalysis is displayed in the production of HOCl, and this fuels its rapid increase in which not all HOCl, Cl\(^-\), and ClO\(_2^-\) has been consumed by the time the reducing substrate, AETSA has been completely consumed. From the above
reaction network, it is not difficult to explain the observed increase in ClO$_2$ at the end of the reaction in Figure 6.7. The system can proceed according to 6.26 until all the AETSA has been consumed, leaving behind ClO$_2^-$, Cl$^-$, and some HOCl. These will recombine in the absence of reductant to re-form ClO$_2$. This reaction (that re-forms ClO$_2$) is necessary for stoichiometric consistency.

6.3.4 Formation of ClO$_2$

Most oxyhalogen reactions are catalyzed by acid. For this particular system, the opposite is observed, i.e. a retardation of ClO$_2$ formation with acid (see Figure 6.4). ClO$_2$ is formed by the oxidation of chlorite. This oxidation can be carried out by either HOCl or Cl$_2$:

\[
2\text{Cl(III)} + \text{Cl(I)} \rightarrow 2\text{Cl(IV)} + \text{Cl(-I)} \quad (6.28)
\]

and

\[
\text{Cl(III)} + \text{Cl(0)} \rightarrow \text{Cl(IV)} + \text{Cl(-I)} \quad (6.29)
\]

It is reasonable to assume that reaction 6.18 (in the form of 6.28, above), would be the dominant route for the production of ClO$_2$. Reaction 6.18 is a composite reaction that involves the initial reaction of ClO$_2^-$ with HOCl (as in reaction 6.22). The protonated form of ClO$_2^-$; chlorous acid, HClO$_2$, is a poorer nucleophile than the unprotonated form, (ClO$_2^-$) (HOCl is the electrophile), and hence in high acid, contributions from reaction 6.18 become minimal in favor of the slower reaction of HOCl with HClO$_2$: 
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or simply there will be less free ClO$_2^-$ available to effect reaction 6.18.

### 6.3.5 Quantitative formation of chlorine dioxide

By incubating reaction solutions for extended periods of time (7 days or more), one notices that there was still a slower rate of formation of chlorine dioxide that continued way after all the AETSA had been consumed. Since we utilized highly acidic conditions, we expect disproportionation of chlorite to chlorine dioxide over the other pathways that give chlorate (in basic environments). Both stoichiometries 6.1 and 6.2 give Cl$^-$ ions as products. In the presence of acid, the following slow reaction will occur [36]:

\[
\text{ClO}_2^- + \text{Cl}^- + 2\text{H}^+ \rightleftharpoons 2\text{HOCl} \quad (6.30)
\]

The production of HOCl will immediately trigger reaction 6.18, forming chlorine dioxide. Since reaction 6.30 is slow when compared to the time scale of the oxidation of AETSA, it will not interfere with the kinetics of the reaction under study. It will, however, be responsible for the continued increase in ClO$_2^-$ concentrations way after the oxidation of AETSA is complete. By eliminating HOCl, one can add $2(6.18) + 6.30$ to obtain a well-known reaction for the decomposition of ClO$_2^-$ in acidic an medium [32]

\[
5\text{ClO}_2^- + 4\text{H}^+ \rightarrow 4\text{ClO}_2 + 2\text{H}_2\text{O} + \text{Cl}^- \quad (6.31)
\]
Ultimately, the final chlorine dioxide formed depends on the excess chlorite concentrations according to reaction stoichiometry 6.31. In mildly acidic environments, it can take several days for stoichiometry 6.31 to be established.

6.3.6 Computer Simulations

The full mechanism which combines the chlorite-AETSA reactions and the chlorine dioxide-aetsa reactions was compiled into 21 reactions as shown in Table 6.1. The reaction mechanism is made up of 12 oxychlorine-sulfur reactions in which the chlorine center is reduced, 4 pure oxyhalogen reactions, 3 sulfur-sulfur disproportionation reactions, and 2 acid-base equilibria. The stochastic algorithm contained in the Chemical Kinetics Simulator (CKS) software package developed by IBM’s Almaden Research Center was used to model this reaction network.

Reactions M1 and M21 are rapid protolytic reactions whose kinetics parameters were inconsequential on the simulations for as long as they were fast (and not rate-determining). The ratios of the forward and reverse reactions were chosen such that they maintained the standard $pK_a$s of the respective weak acids. The parameters for the oxychlorine reactions, M11, M12, M17 and M18 were derived from a combination of literature values and initial guess estimates [37-40]. The most important parameter in determining the clock-nature of the overall reaction turned out to be the reverse rate constant for M12, $k_{m12}$. Several authors have worked on the kinetics of reaction M11 [36]. Reaction M11 was not treated as termolecular reaction computationally. The acid concentration was high enough for us to assume buffering, and so the rate constant $k_{11} = 1.01 \times 10^6 \text{ M}^{-2} \text{ s}^{-1}$ reported in the literature was replaced by a pseudo-rate constant, $k_{11}' = \ldots$
$k_{11} [H^+]_0$ where $[H^+]_0$ was assumed constant throughout the reaction lifetime.

**TABLE 6.1 FULL MECHANISMS FOR THE CHLORITE-AETS A REACTION**

Rate constants used are shown after the semi-colon. For a reversible reaction, the reverse rate constant is shown after a comma. Except where water is involved, the order of the reaction is derived from the molecularity.

<table>
<thead>
<tr>
<th>REACTANTS</th>
<th>PRODUCTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1. ClO$_2^-$ + H$^+$</td>
<td>$\equiv$ HClO$_2$; 1x10$^9$, 1.91x10$^7$</td>
</tr>
<tr>
<td>M2. ClO$_2^-$ + RS-SO$_3$H</td>
<td>$\rightarrow$ RS(O)SO$_3$H + OCl$^-$; 5.80</td>
</tr>
<tr>
<td>M3. HClO$_2$ + RS-SO$_3$H</td>
<td>$\rightarrow$ RS(O)SO$_3$H + HOCl; 3.20</td>
</tr>
<tr>
<td>M4. ClO$_2^-$ + RS(O)SO$_3$H</td>
<td>$\rightarrow$ RS(O)SO$_3$H + OCl$^-$; 45</td>
</tr>
<tr>
<td>M5. ClO$_2^-$ + RS(O$_2$)SO$_3$H + H$_2$O</td>
<td>$\rightarrow$ RSO$_3$H + SO$_4^{2-}$ + H$^+$ + HOCl; 5x10$^3$</td>
</tr>
<tr>
<td>M6. HOCl + RS-SO$_3$H</td>
<td>$\rightarrow$ RS(O)SO$_3$H + Cl$^-$ + H$^+$; 43.8</td>
</tr>
<tr>
<td>M7. HOCl + RS(O)SO$_3$H</td>
<td>$\rightarrow$ RS(O$_2$)SO$_3$H + Cl$^-$ + H$^+$; 5x10$^2$</td>
</tr>
<tr>
<td>M8. HOCl + RS(O$_2$)SO$_3$H + H$_2$O</td>
<td>$\rightarrow$ RSO$_3$H + SO$_4^{2-}$ + Cl$^-$ + 3H$^+$; 1x10$^3$</td>
</tr>
<tr>
<td>M9. HOCl + RSO$_3$H</td>
<td>$\rightarrow$ CIHNCH$_2$CH$_2$SO$_3$H + H$_2$O; 5x10$^6$</td>
</tr>
<tr>
<td>M10. 2CIHNCH$_2$CH$_2$SO$_3$H</td>
<td>$\equiv$ RSO$_3$H + Cl$_2$NCH$_2$CH$_2$SO$_3$H; 5x10$^7$, 1x10$^6$</td>
</tr>
<tr>
<td>M11. ClO$_2^-$ + HOCl + H$^+$</td>
<td>$\equiv$ Cl$_2$O$_2$ + H$_2$O; 1.01x10$^6$, 1x10$^{-1}$</td>
</tr>
<tr>
<td>M12. Cl$_2$O$_2$ + ClO$_2^-$</td>
<td>$\equiv$ 2ClO$_2$ + Cl$^-$; 1.5x10$^3$, 5.5x10$^6$</td>
</tr>
<tr>
<td>M13. Cl$_2$O$_2$ + RS-SO$_3$H + H$_2$O</td>
<td>$\rightarrow$ RS(O)SO$_3$H + 2HOCl; 15.5</td>
</tr>
<tr>
<td>M14. Cl$_2$O$_2$ + RS(O)SO$_3$H + H$_2$O</td>
<td>$\rightarrow$ RS(O$_2$)SO$_3$H + 2HOCl; 17.5</td>
</tr>
<tr>
<td>M15. Cl$_2$O$_2$ + RS(O$_2$)SO$_3$H + 2H$_2$O</td>
<td>$\rightarrow$ RSO$_3$H + SO$_4^{2-}$ + 2HOCl + 2H$^+$; 5x10$^3$</td>
</tr>
<tr>
<td>M16. 2ClO$_2$ + RS-SO$_3$H + H$_2$O</td>
<td>$\rightarrow$ 2ClO$_2^-$ + RS(O)SO$_3$H + 2H$^+$; 5x10$^6$</td>
</tr>
</tbody>
</table>
M17. \[ \text{ClO}_2 + \text{Cl}^- \quad \rightleftharpoons \quad \text{Cl}_2\text{O}_2^+ ; 4\times10^9, 5\times10^5 \]

M18. \[ \text{Cl}_2\text{O}_2^- + \text{ClO}_2 \quad \rightleftharpoons \quad \text{ClO}_2^- + \text{Cl}_2\text{O}_2 ; 5\times10^3, 5\times10^2 \]

M19. \[ 2\text{RS(O)SO}_3\text{H} \quad \rightleftharpoons \quad \text{RS-SO} + \text{RS(O)SO}_3\text{H} ; 1\times10^6, 3\times10^{-7} \]

M20. \[ \text{RS(O)SO}_3\text{H} + \text{RS(O)SO}_3\text{H} + \text{H}_2\text{O} \quad \rightleftharpoons \quad \text{RS-SO} + \text{RSO}_3\text{H} + \text{SO}_4^{2-} + 2\text{H}^+ ; 50, 0.01 \]

M21. \[ \text{OCl} + \text{H}^+ \quad \rightleftharpoons \quad \text{HOCl} ; 1\times10^9, 5\times10^5 \]

Legend:
R = H₂NCH₂CH₂ –
RSO₃H = Taurine

The oxychlorine-sulfur reactions were derived from a pure permutation of three oxidants (ClO₂⁻, HOCl and Cl₂O₂) with four reductants (AETSA, the sulfoxide, the sulfone and taurine). Experimental data was then helpful in determining the initial guess value for each process. For example, NMR data showed the evolution of a stable sulfoxide, and thus the further oxidation of the sulfoxide to the sulfone was assumed to be relatively slow compared to the further oxidation of the sulfone. Reaction M10, was in most cases inconsequential in the oxidation of AETSA, but was included in very highly acidic conditions due to the formation of the protonated taurine molecule that tended to pull the equilibrium of M10 more to the right. Reactions M19 and M20 are disproportionation reactions whose sole role is to ensure stoichiometric consistency after complete consumption of either the oxidant or AETSA. Thus, it was not at all important what rate constants were given for these reactions, as long as they were fast enough to establish equilibrium within the same time frame of the chlorite-AETSA reaction. High values of kinetic parameters made the simulations stiff and slow, while too low values, introduced fluctuations in AETSA and oxychlorine species which we had not
experimentally observed. All reactions involving oxidation by the intermediate, Cl₂O₂,
were deliberately slowed so that all the observed autocatalysis could be derived from the
production of HOCl (reactions M12 to M15). Autocatalysis was then clearly evident if
HOCl oxidations are faster than those by either ClO₂⁻ or Cl₂O₂.

As expected, the most important kinetic parameter in this whole reaction
mechanism was $k_2$ (forward rate constant for reaction M2). The value chosen for our
simulation; 5.8 M⁻² s⁻¹, was chosen by estimating the initial rate of depletion of AETSA
using the data shown in figure 6.8a, and then working around that estimate for the best
fit. The selected value of $k_3$, after establishment of $k_2$, was only useful in determining the
degree of acid retardation in the formation of chlorine dioxide after the induction period.
Otherwise one could completely shut down M3 and rely on the equilibrium in reaction
M1 to handle the acid retardation.

**Figure 6.9:** Results of modeling reaction mechanism shown in Table 1 for the conditions $[\text{ClO}_2^-]_0 = 0.004$ M; $[\text{AETSA}]_0 = 0.001$ M; $[\text{H}^+]_0 = 0.08$ M. Data points generated by the model are shown as the square symbols.
There was reasonable agreement between our model (Table 6.1) and our experimental data. The chlorine dioxide-AETSA reaction could also be modeled by the same mechanism by assuming an initial chlorite concentration of zero. Figure 6.9 shows our fit to a typical trace under conditions of excess oxidant. Though simulations of the chlorine dioxide-AETSA reaction gave good agreement for the consumption of ClO$_2$, the model, however, gave a zero order-type of trace for the re-formation of ClO$_2$ (as opposed to the ‘cusp’ observed in Figure 6.7).

6.4 CONCLUSION

Studies on the oxidation of the Bunte salt, AETSA, by chlorite have shown that the reaction is characterized by a long quiescent induction period followed by a rapid, autocatalytic production of chlorine dioxide. The results obtained revealed that AETSA was a good precursor for taurine in acidic oxidizing environments, due to cleavage of the S–S bond after a single S-oxygenation step on the inner sulfur atom. The sulfoxide was quite stable as shown by NMR experiments. There was no experimental evidence for existence of the sulfone-sulfonic acid, and sulfate production was almost quantitative for the oxidation of only one of the sulfur atoms. Further reaction of the taurine occurred only on the nitrogen atom with no cleavage of the C–S bond. Thus, some of the physiological effects attributed to AETSA might actually be derived from taurine itself or its derivatives. This proves that the S–S bond is very important in physiological mechanisms and elucidation of its oxidation mechanism is the first step towards characterizing its physiological effects.
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CHAPTER 7
Resonance Induced Chemical Waves

7.1 INTRODUCTION

Chemical waves, which are examples of dissipative structures, often occur in nonlinear systems that are not at thermodynamic equilibrium [1]. They are comprised of concentration gradients that propagate in an excitable medium. Chemical waves were first characterized by Zaikin and Zhabotinsky in 1970 [2] and have been subject to extensive studies over the past three decades [3,4]. They arise from the coupling of autocatalytic reactions with diffusion and can be mathematically described by reaction-diffusion equations,

\[ \frac{\partial u}{\partial t} = D \nabla^2 u + F[u] \]

where \( D \) represents the diffusion coefficients of the various species present in the system, \( u \) is a vector of the species concentrations or state variables, \( \nabla^2 \) is the Laplacian operator, and \( F[u] \) are the nonlinear functions of the state variables. Spatiotemporal patterns have been investigated on oxyhalogen systems involving iodate [5,6] and chlorite [7] reactions, although the venerable Belousov-Zhabotinsky (BZ) [8] reaction has been studied in greater depth [9]. Pattern formation has not been limited to chemical systems [2,3,10] but has also been investigated in biochemical systems, such as the glycolytic system using a yeast extract [9,11], and biological systems [12-16], such as the cardiac muscle [17-19]. Pattern formation also occurs during the development of embryos [20,21], during peristaltic motion [22], and in nerve axons [23]. Conditions that must be met for the onset of spatiotemporal patterns are given by the following [24]: (1) The
system must be maintained in a nonequilibrium state in which reactants are continuously supplied and products removed. (2) To ensure that the appropriate nonlinear dynamical elements are present, some feedback process, such as autocatalysis or autoinhibition, must occur in the system.

The observance of spatial structures has long been recognized as an essential phenomenon in biological systems, which are open systems and thus need not follow the thermodynamic principle of increasing disorder. One of the most fascinating examples of spatiotemporal pattern formation is morphogenesis. In pioneering work, Turing [25] proposed that coupling between reaction and diffusion processes in nonlinear systems could give rise to such structures.

The pacemaker source for the genesis of propagating waves has attracted the attention of researchers for many years [26-29]. Ventricular tachycardia [16,30], for example, has been studied in the context of spurious wave initiations. Complex, unsynchronized and potentially dangerous rhythms in the cardiac system may arise from the abrupt starting and stopping of pacemakers [31,32]. Such irregularities can lead to ventricular fibrillation, a major cause of sudden cardiac death (SCD) [13,33]. The origin of these pacemaker (source) regions [32,34,35] still remains of interest, although questions such as how target patterns propagate from source regions have been successfully answered and the properties of chemical waves have been characterized [1,4,9]. Local inhomogeneities, usually due to dust particles [36], intrinsic and irregular thermal variations [27], and instabilities in wave propagation have been discussed as the source of pacemakers in literature [26,35].
There are many ways of initiating chemical waves in unstirred oscillatory or quiescent excitable reaction systems. Wave initiation can be achieved by locally perturbing the system [27], for example, by the local addition or depletion of chemical species [28]. Perturbations are typically carried out using a light source [37,38], via local heating [39], by mechanical stimulation in elastic BZ media [40], or electrochemically by locally depleting bromide ion using a silver electrode [28,29,41]. These methods rely on a local perturbation of the medium excitability by means of an accessible control variable [27,42,43] beyond a critical threshold, and normally involves locally switching the system from an excitable steady state to an oscillatory state [32]. For example, removal of bromide ions from an excitable BZ medium at a silver electrode results in the initiation of waves as the system becomes locally oscillatory near the electrode [28,29]. Waves in the excitable photosensitive BZ reaction have been initiated via perturbations in light intensity (decreasing light intensity), which locally switches the system to the oscillatory state.

Recently, a new mechanism for the initiation of pacemakers in an excitable media was reported [32]. Rather than the traditional suprathreshold perturbations locally giving rise to an oscillatory state, waves where initiated in an excitable system via localized, small amplitude variations in light intensity (without crossing the bifurcation point of the autonomous system). Initiation of waves in the initially quiescent medium was possible when the frequency of the sinusoidal perturbation was suitably tuned to that of the autonomous system. The region in phase space where wave initiation was possible depended on the parameter values of the perturbation, namely forcing frequency and forcing amplitude, and on the inherent properties of the autonomous system. In this
chapter we discuss further numerical investigations and experimental observations of this phenomenon.

### 7.1.1 The Belousov-Zhabotinsky (BZ) Reaction

Chemical waves in the excitable BZ reaction have been extensively studied as a chemical model for waves in excitable biological media, such as heart tissue, brain tissues, and neuronal tissue [2,35,40,44,45]. The BZ reaction displays many of the characteristic qualities of dissipative structures found in living systems [24].

The BZ reaction was discovered by B. P. Belousov, a Russian chemist, while he was investigating the oxidation of citric acid by potassium bromate under acidic conditions. He observed that the color of the homogeneous solution alternated between pale yellow and colorless at regular time intervals. Attempts at publishing his results in a number of journals were unsuccessful, as contemporary chemists believed his observations violated the laws of thermodynamics. A few years later, A. M. Zhabotinsky [46] repeated and extended the work of Belousov, substituting citric acid with another organic compound, malonic acid. He also noticed that the cerium ions could be replaced by ferroin to give a more dramatic red-blue color change compared to the pale yellow-colorless change for the cerium catalyzed system. This reaction has now come to be referred to as the Belousov-Zhabotinsky (BZ) reaction.

In its classical form, the BZ reaction involves the acidic bromate oxidation of an organic acid in the presence of a metal ion catalyst, where the overall reaction is [47,48]:

$$3\text{BrO}_3^- + 5\text{CH}_2(\text{COOH})_2 + 3\text{H}^+ \rightarrow 3\text{BrCH}(\text{COOH})_2 + 2\text{HCOOH} + 4\text{CO}_2 + 5\text{H}_2\text{O} \quad 7.2$$
Bromate appears to be a necessary ingredient of the BZ reaction [49]. All of the other constituents, however, can be replaced without altering the qualitative features of the system. Aside from Ce$^{2+}$ as the catalyst, it has been demonstrated that Mn$^{2+}$, Fe(phen)$_3^{2+}$, and Ru(bpy)$_3^{2+}$ can also serve as catalysts [49,50]. The reduction potential of a suitable 1-equivalent reducing catalyst should be between 1.0 and 1.5 Volt/equiv [49]. A number of organic acids have also been investigated to see whether or not they could generate oscillations [51]. It was found that a suitable substrate was one that could be readily brominated, with the subsequent product being capable of releasing bromide ions when oxidized by the metal catalyst [49]. A strong acid is also an essential ingredient of the BZ reaction and most versions have utilized sulfuric acid. One can use nitric acid in the place of sulfuric acid; however, this increases the frequency of the oscillations [49]. Use of HCl, another strong acid, has proved to be unsuitable, as chloride ions are known to suppress the oscillatory behavior [49,52].

7.1.1.1 Effect of Light on the Belousov-Zhabotinsky (BZ) Medium

The effect of light on the BZ reaction was noted by Vavilin et al. [37] in 1968. They showed that irradiation of the cerium-catalyzed BZ medium with ultraviolet (UV) light could either modify or inhibit the oscillations. Busse and Hess [53] found that UV light could also be used to initiate waves in the ferroin-catalyzed BZ reaction. Gáspár et al. [54] studied the effect of visible light on the BZ system by employing various catalysts and demonstrated that the oscillatory dynamics could either be altered or suppressed altogether. Kuhnert et al. [45,55] demonstrated the use of the photosensitive BZ system as a memory device.
The ruthenium-catalyzed system has been studied in greater depth over the years owing to the photosensitive properties of the [Ru(bpy)$_3$]$^{2+}$ complex [56]. The ruthenium catalyst is sensitive to visible light and is photochemically excited by 460 nm light. The excited state of the catalyst then reacts with bromomalonic acid to produce bromide ions [57], an inhibitor of autocatalysis, in a series of reactions. This allows the excitability of the system to be adjusted by changing light intensity, with excitability decreasing with increasing light intensity.

7.1.1.2 The FKN Mechanism

To model the BZ reaction, Field, Körös and Noyes (FKN) developed a mechanism in which malonic acid is oxidized by bromate and catalyzed by cerium. This mechanism is also effective in characterizing the qualitative features of the various alterations to the original BZ reaction.

The reaction mechanism given in Table 7.1 can be divided into three processes. Process A, R1 – R4, involves the formation of bromomalonic acid and consumption of bromide ions through the reduction of bromate via a series of oxygen transfers. R1 is the rate determining step for the overall process. Process B, R5 – R7, which involves the autocatalytic oxidation of metal ion catalyst, becomes important at low bromide concentrations. R5 is the rate determining step for the overall process. The net effect of R5 and R6 is to generate bromous acid autocatalytically, as two molecules of bromous acid are formed for every molecule consumed. Process C, involves the oxidation of bromomalonic acid by the metal catalyst through overall reactions R8 and R9. Process C
is very complex, with the production of bromide ion and various organic substances being determined by the reaction conditions.

**Table 7.1**: The Field, Körös and Noyes (FKN) Mechanism

<table>
<thead>
<tr>
<th>REACTIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Process A</strong>: Consumption of Br- and production of BrMA</td>
</tr>
<tr>
<td>( \text{Br}^- \text{BrO}_3^- + 2\text{H}^+ \rightarrow \text{HBrO}_2 + \text{HOBr} ) (R1)</td>
</tr>
<tr>
<td>( \text{Br}^- + \text{HBrO}_2 + \text{H}^+ \rightarrow 2\text{HOBr} ) (R2)</td>
</tr>
<tr>
<td>( 3(\text{Br}^- + \text{HOBr} + \text{H}^+ \rightarrow \text{Br}_2 + \text{H}_2\text{O}) ) (R3)</td>
</tr>
<tr>
<td>( 3(\text{Br}_2 + \text{CH}_2(\text{COOH})_2 \rightarrow \text{BrCH(\text{COOH})}_2 + \text{Br}^- + \text{H}^+) ) (R4)</td>
</tr>
<tr>
<td>( 2\text{Br}^- + \text{BrO}_3^- + 3\text{H}^+ + 3\text{CH}_2(\text{COOH})_2 \rightarrow 3\text{BrCH(\text{COOH})}_2 + \text{H}_2\text{O} ) (A)</td>
</tr>
</tbody>
</table>

| **Process B**: Autocatalytic oxidation of Ce\(^{3+}\) |
| \( 2(\text{BrO}_3^- + \text{HBrO}_2 + \text{H}^+ \rightarrow 2\text{BrO}_2^- + \text{H}_2\text{O}) \) (R5) |
| \( 4(\text{BrO}_2^- + \text{Ce}^{3+} + \text{H}^+ \rightarrow \text{HBrO}_2 + \text{Ce}^{4+}) \) (R6) |
| \( \text{HBrO}_2 \rightarrow \text{BrO}_3^- + \text{HOBr} + \text{H}^+ \) (R7) |
| \( \text{BrO}_3^- + 4\text{Ce}^{3+} + 5\text{H}^+ \rightarrow \text{HOBr} + 4\text{Ce}^{4+} + 2\text{H}_2\text{O} \) (B) |

| **Process C**: Ce\(^{4+}\) oxidation of BrMA |
| \( 6\text{Ce}^{4+} + \text{CH}_2(\text{COOH})_2 + 2\text{H}_2\text{O} \rightarrow 6\text{Ce}^{3+} + \text{HCOOH} + 2\text{CO}_2 + 6\text{H}^+ \) (R8) |
| \( 4\text{Ce}^{4+} + \text{BrCH(\text{COOH})}_2 + 2\text{H}_2\text{O} \rightarrow \text{Br}^- + 4\text{Ce}^{3+} + \text{HCOOH} + 2\text{CO}_2 + 5\text{H}^+ \) (R9) |
7.1.2 Excitable Media

In a typical excitable system, each element has a single, stationary state that is stable to subthreshold perturbations. Perturbations exceeding a definitive threshold, however, will cause a large excursion in phase space. Following the excitation, a refractory period sets in, where the system is insensitive to further excitations. The system then recovers to return to the original stable, steady state to full excitability.

General reaction-diffusion equations describing an excitable media for a two-variable, activator-inhibitor system can be expressed as

\[
\tau_u \frac{\partial u}{\partial t} = D_u \nabla^2 u + f(u,v;\Phi),
\]

\[
\tau_v \frac{\partial v}{\partial t} = D_v \nabla^2 v + g(u,v;\Phi),
\]

where \(\nabla^2\) is the Laplacian operator, \(u\) is the activator, \(v\) is the inhibitor, and \(D_u\) and \(D_v\) are the diffusion coefficients for the activator and inhibitor, respectively. \(f(u,v;\Phi)\) and \(g(u,v;\Phi)\) are the nonlinear functions representing the variations in time due to chemical reactions, and \(\Phi\) is the control parameter representing, for example, light intensity. \(\tau_u\) and \(\tau_v\) represent the characteristic times for the activator and inhibitor, respectively. The variable \(u\) is also known as the ‘propagator’ or ‘trigger’ variable, and the variable \(v\) is also known as the ‘recovery’ or ‘controller’ variable [58]. The general two-variable model represented by Eq. 7.3 has been the basis of successful models for reaction-diffusion behavior in chemical, biological, and physical systems [13]. For example, cases where \(D_v = 0\), in which the inhibitor is not diffusive, are distinctive of waves of neuronal tissues [58,59], and cases where the diffusion coefficients of the two variables are approximately equal are representative of waves in some BZ reactions [58,60]. The
function of the inhibitor is to reduce the activity of the activator, whereas the activator has a dual function, intensifying its own production through autocatalysis and giving rise to the inhibitor.

The functions in Eq. 7.3 describe the local, nonlinear dynamics of the system, and Figure 7.1. shows a qualitative representation of the model. The nullclines \( f(u,v;\Phi) = 0 \) and \( g(u,v;\Phi) = 0 \) are N-shaped and monotone, respectively [58]. The steady states are defined as the point(s) where the nullclines intersect \((f(u,v;\Phi) = g(u,v;\Phi = 0))\), and the system can be bistable, oscillatory, or excitable depending on how the nullclines intersect. In an excitable system, the middle branch of the \( u \) nullcline, the region between the minimum and maximum of the nullcline, characterizes the excitability threshold.

![Figure 7.1: Typical phase plane for an excitable system.](image-url)
Excitable systems have a number of common features. They possess a stable steady state, $u_{ss} = v_{ss}$, also known as the rest state, and they react in response to perturbations in a similar manner. A subthreshold perturbation, A, in Figure 7.1 to the left of the middle branch, results in a trajectory that decays rapidly to the rest state. A suprathreshold perturbation, B, in Figure 7.1 to the right of the middle branch, produces a trajectory that undergoes a large excursion in the phase plane before the system recovers to full excitability. During the large excursions, the system is refractory and insensitive to further excitations. This series of events is illustrated in the phase plane diagram, Figure 7.1. Typically, the excitable system is defined by three states; the rest state (stable, excitable state), the excited state, and the refractory state (recovery state) and the system can be in any one of these three states at a given time [12].

An active medium is made up of components that are evenly distributed in space and can be locally excited. A variety of types of wave propagation are possible when neighboring components interact through diffusive coupling. Perturbation in a finite subregion in space, beyond the excitability threshold, results in the autocatalytic production of the propagator species $u$ in the region of excitation, resulting in its increase. This gives rise to $u$ spreading into adjacent areas, which causes the neighboring components to exceed the excitability threshold, thus allowing the excitation to continue to spread [58].

In one-dimensional systems, such waves of excitation travel as a wave train of impulses. Two topologically distinct periodic patterns are found for two-dimensional excitable media: spreading homocentric circular waves, also known as target patterns,
and rotating spiral waves [61]. Spreading homocentric spherical waves and rotating scroll waves are exhibited in three-dimensional systems.

There are three necessary conditions for the initiation of waves and their propagation. First, a steep and substantial response in phase space is required. Second, some form of transport, typically supplied by diffusion, is required for the wave of excitation to spread out in space. Finally, the reaction and diffusion time scales should be comparable to ensure coupling between reaction and diffusion. The role of diffusion is to facilitate the spreading of reactive species, while that of reaction is to transform reactive species into more reactive species and into products. Traveling waves appear as a result of the coupling between reaction and diffusion.

A variety of active media support propagating waves of chemical, physical or biological activity. Examples of active media can be compared according to their state variables, $u$ and $v$, as shown in Table 7.2 [58,62]. Among chemical systems, the BZ reaction has been subjected to more extensive studies, as it is much easier to prepare and control compared to biological systems.

Table 7.2: State variables of some representative excitable media [58,62].

<table>
<thead>
<tr>
<th>System</th>
<th>Activator (trigger variable)</th>
<th>Controller (recovery variable)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neuromsacular tissue</td>
<td>membrane potential</td>
<td>ionic conductance</td>
</tr>
<tr>
<td>BZ reaction</td>
<td>bromous acid</td>
<td>oxidized catalyst</td>
</tr>
<tr>
<td>Dictyostelium discoideum</td>
<td>cyclic AMP</td>
<td>membrane receptor</td>
</tr>
<tr>
<td>Epidemics</td>
<td>infectious agent</td>
<td>level of immunity</td>
</tr>
<tr>
<td>Spiral galaxies</td>
<td>density of molecular cloud</td>
<td>temperature of molecular cloud</td>
</tr>
</tbody>
</table>
7.1.3 **Resonance**

The dynamics of periodically driven nonlinear systems has been subjected extensive investigations over the years. Resonance-like and synchronization-like phenomena [63-65] have been studied in a wide variety of systems [66].

The BZ reaction has been used to study the effect of external periodic forcing on the spatiotemporal dynamics. Petrov et al. [67] were able to transform a rotating spiral wave into a labyrinthine standing wave pattern by periodically forcing the photosensitive BZ medium. The forcing frequencies were related to the oscillation frequency of the independent medium. The reinforcing effects of noise were first reported by Kádár et al. [68], where random fluctuations in light intensity greatly enhanced the propagation of waves in a subexcitable medium. Müller et al. [69-71] were able to manipulate the dynamics of meandering spiral waves by applying an external periodic force via the imposed light intensity.

All nonlinear physical, chemical and biological oscillators display phase locking (also known as mode or frequency locking) when subjected to an external periodic force. How the oscillator responds to external periodic forcing is largely determined by the forcing parameters, namely the amplitude $\alpha$ and the frequency $\tau$. The corresponding dynamics of the oscillator are either periodic, quasiperiodic or chaotic [72,73].

Usually these driven oscillators display sustained oscillatory behavior even in the absence of external periodic forcing. We consider, on the other hand, a system that is nonoscillatory but close to a subcritical Hopf bifurcation, with a deterministic frequency $\omega$. Hence, when perturbed, the system responds via weak, damped oscillations that decay rapidly to the excitable steady state. Frequency locking occurs at $\lambda = \omega/\tau$ when an
external periodic force at frequency $\tau$ is applied to the excitable system. Initiation of waves in this case is due to a local resonance between the weak, damped oscillations around the excitable steady state and the external sinusoidal perturbation [32].

If the period between two consecutive waves is rationally related to the period of the sinusoidal perturbation, we show that for every $q$ forcing perturbations, $p$ waves are initiated, i.e., we demonstrate $p:q$ phase locking [74-76]. Thus, a plot of frequency vs. amplitude should reveal domains of firing patterns where phase locking occurs, with $p$ waves within $q$ forcing cycles. These frequency locked domains are known as Arnold tongues [77,78], and their sequence is intimately related to the sequencing of the rational numbers in the Farey series [79]. It is important to note that it is very difficult, if not impossible, to experimentally observe the higher-order tongues, which are typically very narrow. A plot of firing rate or firing number, $p/q$, vs. frequency for a fixed amplitude $\alpha$ has a distinctive form and is known as a devil’s staircase [80,81]. The quantity $p/q$ has discrete values within the mode locked regions [82].

In this chapter we present experimental findings and numerical simulations of external periodic forcing on an excitable BZ medium in a thin gel layer. A finite subregion of the photosensitive, reaction-diffusion system is forced periodically with spatially uniform sinusoidal pulses of light in order to study the effect of resonance induced chemical waves. Resonance patterns are found by relating the period between two waves to the period of the sinusoidal perturbation. Numerical simulations were carried out using the modified Oregonator model [83,84], modified to account for the photosensitivity of the BZ reaction [45,57].
7.2 EXPERIMENTAL SECTION

Experiments were carried out on a photosensitive Belousov-Zhabotinsky (BZ) medium [2,55]. To study the initiation of chemical waves in an excitable system using resonance the medium was illuminated with 460 nm light by a computer controlled video projector, and the spatiotemporal behavior was monitored with a video camera.

Preparation of Stock Solutions. All stock solutions, with concentrations given in Table 7.3, were prepared using analytical grade chemicals (Fisher), without further purification, and doubly distilled water. They were stored in a refrigerator at a temperature of approximately 3 °C for later use.

Preparation of Sodium Silicate Solution. A stock solution of 15% (w/w) sodium silicate was prepared by dissolving 150 g sodium trisilicate (Na$_2$Si$_3$O$_7$) in boiling, doubly distilled water. The solution was allowed to boil while stirring until it became transparent. It was then allowed to cool to room temperature and filtered.

Table 7.3: Concentrations of Stock Solutions

<table>
<thead>
<tr>
<th>Reagent</th>
<th>Concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaBrO$_3$</td>
<td>1.5 M</td>
</tr>
<tr>
<td>H$_2$SO$_4$</td>
<td>3.0 M</td>
</tr>
<tr>
<td>Malonic Acid</td>
<td>1.0 M</td>
</tr>
<tr>
<td>NaBr</td>
<td>1.0 M</td>
</tr>
</tbody>
</table>
**Synthesis of the Ru(bpy)$_3^{2+}$ sulfato salt.** Bipyridine (11.4 g) and Ru(III)Cl$_3$ (4.0 g) were refluxed in 95% ethanol (100 ml) for 72 hours, after which the mixture was filtered to remove excess Ru(III)Cl$_3$. Sulfuric acid (60 ml of 6 M) was then added to the filtrate after distilling to approximately half its original volume. The mixture was then left overnight in the freezer. The resultant water soluble crystals were then filtered, washed with ether, and left to dry in a vacuum desiccator. The powder was stored in a refrigerator at approximately 3°C for later use.

**Preparation of Ru(bpy)$_3^{2+}$ solution.** Approximately 0.2 g of the Ru(bpy)$_3^{2+}$ sulfato salt were dissolved in doubly distilled water. The concentration was then determined accurately spectrophotometrically using its known extinction coefficient of 14,600 M$^{-1}$cm$^{-1}$ at 452 nm [85]. Measurements were carried out using a Hewlett-Packard (HP845x UV-Visible Chemstation) spectrophotometer.

**Preparation of Catalyst-free BZ Solution.** Appropriate amounts of the stock solutions were mixed to yield a catalyst-free BZ solution with concentrations given in Table 7.4. Fresh solutions were prepared for each experiment and were kept in an ice bath from when they were prepared until the experiment. Bromomalonic acid (BrMA) was generated in situ according the following reaction [86]:

\[
\text{BrO}_3^- + 2\text{Br}^- + 3\text{MA} + 3\text{H}^+ \rightarrow 3\text{BrMA} + 3\text{H}_2\text{O}
\] 7.4
Table 7.4: Composition of catalyst-free BZ solution

<table>
<thead>
<tr>
<th>Reagent</th>
<th>Concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaBrO₃</td>
<td>0.552 M</td>
</tr>
<tr>
<td>H₂SO₄</td>
<td>0.4891604 M</td>
</tr>
<tr>
<td>Malonic Acid</td>
<td>0.026 M</td>
</tr>
<tr>
<td>BrMA</td>
<td>0.162 M</td>
</tr>
</tbody>
</table>

Preparation of gel. Ruthenium(II)-bipyridyl (Ru(bpy)₃²⁺), the light-sensitive catalyst of the BZ reaction, was immobilized in a silica gel medium [87] (0.3 x 20 x 20 mm), prepared by acidifying a solution of 15 % (w/w) Na₂Si₃O₇ and 1.88 mM Ru(bpy)₃²⁺ with 1.2 M H₂SO₄ and cast uniformly onto a microscope slide. A new gel containing ruthenium(II)-bipyridyl was prepared for each experiment.

7.2.1 Experimental Setup

Figure 7.2 shows the main setup of the experiment. This setup is comprised of the BZ reaction gel and reactor, and the instrumentation to record the observed results.

The microscope slide, onto which the gel containing the catalyst is cast (stripped rectangle within the reactor in Figure 7.2), was mounted in a thermostatic reactor face up. The gel was continuously bathed with fresh catalyst-free BZ solution, so as to maintain a constant nonequilibrium state [10]. The reaction was carried out in an open reactor at 20.0 °C with catalyst-free BZ solution, maintained at 0 °C using an ice-bath to prevent decomposition. The solution was continuously pumped to the reactor at a flow rate of 5.0 ml/min using a peristaltic pump (Ismatec) through a degasser (Uniflow Degasys Ultimate
To maintain the thickness of the layer of solution in the reactor constant during the experiment, the reaction products were removed at the same rate.

Computer generated images were projected onto gel medium using a modified video projector (see figure 7.3). The beam of light was filtered through a 460 nm bandpass filter, $\Delta \lambda = 10$ nm (Filt. in Figure 7.2), which is close to the excitation wavelength of ruthenium(II)-bipyridyl [56]. Positioned between the microscope slide and the bottom of the reactor was a white membrane (Pall Gelman Laboratory, supor®-450, 0.45 µm, 90 mm) from which light from the projector was scattered. The membrane also serves as a reflective background for imaging the chemical waves. Images were captured using a video camera (Cam. 1 in Figure 7.2) fitted with a macro lens, and were processed by a computer in real time. A reference video camera (Cam. 2 in Figure 7.2) was used to make adjustments to the projected image to ensure spatial homogeneity in the illumination. The reduction of innate spatial variations and temporal instabilities of the projector’s response were reduced to acceptable levels with the reference camera.

The beam splitter matches the observation and illumination angles so as to combine the observation and illumination optical paths. The beam of light from the video projector is split into two: a reference image on the diffusive screen (Scr. in Figure 7.2) is produced by light passing through the beam splitter, while the reflected light travels to the gel. A pair of crossed polarizers (Pol. 1 and Pol. 2 in Figure 7.2) reduces the amount of light reflected from the reference screen to the primary camera. To produce the same size images, distances along the optical axis from the beam splitter to the reference screen and to the gel are made equal. The primary camera is positioned above the beam splitter in such a way to ensure that its optical axis coincides with the path of light between the
beam splitter and the gel. To ensure that the projected images are obtained with similar scaling, the reference camera is positioned at the same distance from the reference screen, as the primary camera is from the gel. To avoid reflections from the solution surface, most of the plane optical surfaces in the system are tilted by a small angle from the perpendicular (not shown in Figure 7.2).

![Experimental Setup Diagram](image)

**Figure 7.2:** Illustration of experimental setup. See text for details.

### 7.2.2 Resonance

Analyzing the dynamics of the system systematically as a function of light intensity $\phi$ showed that the system is oscillatory for $\phi < 8.80 \times 10^{-2} \text{ mW/cm}^2$ and excitable for $\phi >$
8.80 x 10^{-2} \text{ mW/cm}^2. It should be noted that in all experiments, the domain of oscillatory behavior was deliberately excluded by making certain that the control variable $\Theta > \Theta_{\text{osc}}$ where $\Theta_{\text{osc}} = 8.80 \times 10^{-2} \text{ mW/cm}^2$.

To carry out the experiments, an illumination profile produced by the video projector, as shown in Fig. 7.3, was projected onto the gel medium. The boundary region (white) was maintained at high light intensities to prevent wave propagation beyond the reaction zone (gray). In the reaction zone, light intensity was maintained at $\Theta = 4.85 \times 10^{-1} \text{ mW/cm}^2$, thus ensuring that the system was in the excitable domain where initiation of chemical waves is possible. Waves were initiated in the center region (dark gray) by periodically varying the light intensity according to the following relation [32]:

$$\Theta = \Theta_0[1 + \alpha \sin\left(\frac{2\pi t}{T}\right)] \quad 7.5$$

The light intensity at the center region, consisting of a 60 cell x 60 cell array, was adjusted at 1.0 s intervals.

\textbf{Figure 7.3:} Image of the illumination pattern projected onto the gel.
7.2.3 Experimental Results

Systematically scanning the forcing period and forcing amplitude, close to the bifurcation point, defined the region in parameter space where waves can be initiated using resonance. Figure 7.5 shows the frequency-amplitude domain where complex nonlinear resonance [82] between the excitable system and the sinusoidal perturbation results in the initiation of waves [32]. No waves are initiated in the region below the V-shaped curve, and above the optimal amplitude ($\alpha = 0.14$), initiation of waves becomes trivial, as the system then crosses the bifurcation point into the oscillatory region.

An example of resonance induced chemical waves is illustrated in Figure 7.4, where panel (a) shows the initially quiescent excitable medium. In the absence of external periodic modulations in the light intensity, no waves are initiated. Periodic variations in light intensity at the center (dark) region of the medium results in waves being initiated over a certain range of forcing amplitude and forcing period, as shown in Figure 7.5. The wave initiated in panel (b) propagates outward in the form of a circular wave, as shown in panels (c) – (e). Panel (f) shows another wave being initiated. In this particular case, the period between two waves is the same as the period of the perturbation, i.e., a wave is initiated for every perturbation giving rise to a 1:1 resonance pattern. We can also quantify such patterns in terms of the firing number $f_n$, which is defined as the ratio between the number of waves initiated $p$ to the number of forcing cycles $q$. Thus, for the parameters corresponding to Figure 7.4 we find $f_n = 1.0$.

A bifurcation diagram can be constructed showing the relationship between firing number and the period of the sinusoidal perturbation by systematically varying the period of the sinusoidal wave for a fixed forcing amplitude $\alpha$. Figure 7.6 shows that such a
A diagram has a distinctive form, commonly referred to as the devil’s staircase [80,82,88], which is typical for forced excitatory behavior [32]. A wave is initiated for each and every perturbation when the period of the perturbation is greater than 66 s, as system will have relaxed back to the excitable state from the previous excitation to support another wave initiation. The result is a 1:1 resonance with a firing number $fn = 1.0$. If the period of perturbation is decreased to 56 s, a change in firing pattern takes place from a 1:1 resonance pattern to a 2:3 resonance pattern, $fn = 0.66$, where two waves are initiated for every three forcing cycles. Decreasing the period of perturbation even further to 26 s results in a change of the resonance pattern to the firing number $fn = 0.5$. In this case, a wave is initiated every other forcing cycle, as the system can not recover from the previous excitation to sustain another wave, i.e., the system remains in the refractory stage. Decreasing the period of perturbation even further to 13 s results in a new pattern, with the firing number $fn = 0.33$, where one wave is initiated every three forcing cycles. When the period of perturbation is 7 s, the firing pattern now has a firing number of $fn = 0.25$, where one wave is initiated every four cycles. For lower amplitudes, using the reaction parameters as given in Figure 7.4, one observes only 1:1 and 1:2 resonances. One might expect higher resonances, for example, 2:5 or 2:7 resonance patterns between the simple resonance patterns 1:2 and 1:3 or 1:3 and 1:4, respectively, but we were unable to find these in our experiments. Such patterns usually occupy very narrow regions and were not detectable with our experimental apparatus.
**Figure. 7.4:** Images of an oxidation wave (white) propagating into an excitable light sensitive BZ medium, collected at equal time intervals of $t = 20.0$ s. Panels show the initiation of a chemical wave in an initially quiescent media via localized (dark square) periodic modulations of light intensity: $I = I_0[1 + \alpha \sin(2\pi vt/T)]$, where $I_0 = 0.119$ mW/cm$^2$, $\alpha = 0.10$, and $T = 80$ s. In the reaction zone, the light intensity was maintained at $0 = 0.485$ mW/cm$^2$. (a) A localized periodic modulation in light intensity is applied to the center of the medium with a spatial size of 60 x 60 grid points. (b) Inception of a circular wave, which propagates outward in time, (c) – (e). A wave is initiated every perturbation, resulting in a 1:1 resonant pattern. The reaction was carried out in an open reactor at 20.0 °C, which was continuously supplied with fresh catalyst-free BZ solution (0.552 M NaBrO$_3$, 0.026 M malonic acid, 0.162 M bromomalonic acid, 0.4891604 M H$_2$SO$_4$) maintained at 0.0 °C to prevent decomposition. Ruthenium(II)-bipyridyl, a light sensitive catalyst, was immobilized in a silica gel medium (0.3 x 20 x 20 mm$^3$) prepared by acidifying a solution of 15% (w/w) Na$_2$Si$_3$O$_7$ and 1.88 mM Ru(bpy)$_3^{2+}$ with H$_2$SO$_4$ and cast onto a microscope slide. Light from the video projector passed through a bandpass filter with a center wavelength of 460 nm. Images of the chemical waves were monitored using a video camera.
Figure 7.5: V-shaped curve that encloses the region in forcing amplitude – forcing frequency where the initiation of chemical waves is possible with subthreshold variations in light intensity. Parameters are the same as in Figure 7.4. The frequency and amplitude of the applied sinusoidal perturbations were systematically varied in the domain shown. The amplitude $\alpha = 0.14$ represents the maximum parameter value that guarantees $\Theta > \Theta_{osc}$, where $\Theta_{osc} = 8.80 \times 10^{-2}$ mW/cm$^2$.
Figure 7.6: Bifurcation diagram showing firing number $f_n$ as a function of forcing period for $\alpha = 0.14$. Parameters are the same as in Figure 7.4, except that forcing amplitude is fixed at $\alpha = 0.140$.

7.3 NUMERICAL SIMULATIONS

To complete our study of resonance induced chemical waves, numerical investigations were carried out using an Oregonator model [83,84,89] modified to incorporate the photosensitivity of the ruthenium catalyzed BZ reaction [45,57,68,90]. Simplifying the model using the Tyson scaling [60,91] enables the spatiotemporal behavior to be described by the following partial differential equations [32,84]

$$
\varepsilon \delta_t x = x(1-x) + y(q-x) - \varepsilon K_0 x + p_2 \Theta + \varepsilon D_x \nabla^2 x
$$

$$
\varepsilon' \delta_t y = 2 h z - y(q+x) + \varepsilon' K_0 (y_0 - y) + p_1 \Theta + \varepsilon' \varepsilon D_y \nabla^2 y
$$

$$
\delta_t z = x - z - K_0 z + \left( \frac{p_1}{2} + p_2 \right) \Theta + D_z \nabla^2 z
$$
where \( x, y, \) and \( z \) are the dimensionless concentration variables related to the actual concentration variables by

\[
\begin{align*}
x &= \frac{2k_{04}}{k_{03}A} X, \quad y = \frac{k_{02}}{k_{03}A} Y, \quad z = \frac{k_{04}k_{05}M}{(k_{03}A)^2} Z \\
\end{align*}
\]

\( \tau \) is the dimensionless time related to the actual time by

\[
\tau = k_{05}M t
\]

The dimensionless parameters \( \varepsilon, \varepsilon', q, y_0, K_f, \Theta, p_1, \) and \( p_2 \) are given by

\[
\begin{align*}
\varepsilon &= \frac{k_{05}M}{k_{03}A}, \quad \varepsilon' = \frac{2k_{04}k_{05}M}{k_{02}k_{03}A}, \quad q = \frac{2k_{01}k_{04}}{k_{02}k_{03}}, \\
y_0 &= \frac{k_{02}}{k_{03}A} Y_0, \quad K_f = \frac{1}{k_{05}M} k_f, \quad \Theta = \frac{2k_{04}}{(k_{03}A)^2} \Phi \\
p_1 &= \frac{V}{0.89 + V + 15H^2/A}, \quad p_2 = \frac{15H^2 A}{0.89 + V + 15H^2 A}
\end{align*}
\]

The variables \( x, y \) and \( z \) represent the dimensionless concentrations of bromous acid, bromide, and the oxidized form of catalyst, respectively. The parameter \( \Theta \) is the light intensity that controls the excitability of the medium. Since the Ru (III) complex is immobilized in the silica gel matrix, the corresponding diffusion coefficient is zero, \( D_z = 0 \).

### 7.3.1 Resonance induced chemical waves

One- and two-dimensional numerical simulations of Eqs. 7.6 were carried out using the explicit Euler method with zero-flux boundary conditions. A three-point
approximation for the Laplacian operator \((\nabla^2 = \partial^2 / \partial x^2)\) was used for the one-dimensional configuration. For the two-dimensional configuration, a five-point approximation for the Laplacian operator \((\nabla^2 = \partial^2 / \partial x^2 + \partial^2 / \partial y^2)\) was employed. A system size of 1.0 cm\(^2\), divided into 50 grid elements, was chosen for the simulation.

The three-variable system (with \(D_i = 0\)), was subjected to numerical integration and a linear stability analysis. Studying the dynamics of the system in relation to the light intensity \(\mathcal{O}\) showed the presence of a subcritical Hopf bifurcation [32,84]. The system was found to be oscillatory for \(\mathcal{O} < 8.0 \times 10^{-7}\), bistable with a stable limit cycle and a stable focus for \(8.0 \times 10^{-7} < \mathcal{O} < 8.05 \times 10^{-7}\), and steady state for \(\mathcal{O} > \mathcal{O}_c\), where \(\mathcal{O}_c = 8.05 \times 10^{-7}\).

To initiate resonance-induced chemical waves, the excitable medium was made non-oscillatory by fixing the excitability with \(\mathcal{O} > \mathcal{O}_c\). Small but finite periodic modulations in light intensity were then applied to a defined subdivision of the medium according to [32]

\[
\mathcal{O} = \mathcal{O}_0[1 + \alpha \sin(\frac{2\pi t}{T})]
\]

7.3.2 Numerical Results

Systematically varying the forcing amplitude and forcing frequency close to the bifurcation point allows the domain of resonance induced waves to be determined. Figure 7.7 shows the frequency-amplitude domain were complex nonlinear resonances [82] between the damped oscillations around the stable focal steady state and the sinusoidal perturbation results in excitation [32]. Shown within the V-shaped curve are regions were
the simple resonances 1:1, 1:2, 1:3 and 1:4 occur. These regions are commonly referred to as Arnold tongues [77,78], and their sequence is the same as the sequencing of rational numbers in the Farey series [72,79]. Each region represents a nonlinear resonance at a frequency near that of the imaginary component of the eigenvalues at the subcritical Hopf bifurcation of the autonomous system (Eq. 7.6) [32].

Outside the regions of simple resonance are regions of higher resonances. Figure 7.8 shows a plot of firing number \( f/n \) versus normalized frequency \( v/v_0 \) for a fixed amplitude \( \alpha = 0.170 \) and reveals the regions where such complex resonances occur. Complex resonances can be observed between the simple resonances, for example, between 1:1 and 1:2 firing patterns can be arranged as a branch of a Farey tree [92,93]. This sequence can be generated with any pair of resonance patterns using Farey arithmetic, for example, the daughter pattern of the \( a:b \) and \( c:d \) patterns is \( (a + c)/(b + d) \) [94], as shown in Figure 1.9. As in the experiments, the firing number decreases with increasing forcing frequency. There is a gap between the 1:3 and 1:4 resonances, in which the number of waves initiated and the number of forcing cycles are not rationally related and it is likely that complex patterns occur within this region.

Figure 7.10 and Figure 7.11 display the induced concentration profiles of the variable \( x \) and that of the perturbing sinusoidal functions for a fixed amplitude \( \alpha = 0.16 \). Figure 7.10 shows the simple resonances, where a wave is initiated every perturbation in (a), while for (b), a wave is initiated only every other perturbation. In (c), a wave is initiated every third forcing cycle, while in (d), a wave is initiated every fourth forcing cycle. Changes in the firing numbers are due to an increase in forcing frequency. Figure 7.11 reveals some of the higher resonances observed in the system: (a) Five waves are initiated
for every eleven forcing cycles; (b) four waves are initiated for every nine forcing cycles; 
(c) three waves are initiated for every seven forcing cycles; and (d) two waves are 
initiated for every five forcing cycles.

Figure 7.12 shows the simulated spatiotemporal images for resonance induced 
chemical waves in a two-dimensional excitable system. Sinusoidal perturbations in light 
intensity are applied locally to an initially homogeneous state, (a). This leads to an 
excitation, resulting in the initiation of a wave, (b). The wave propagates outward as a 
traveling circular wave, (c) – (e). For the given model parameters, a wave is imitated 
every perturbation cycle resulting in a 1:1 resonance pattern.
Figure 7.7: Phase diagram showing values of parameters $v/v_0$ and $\alpha$ that lead to initiation of waves (region enclosed by the outer V-shaped curve). Shown within the V-shaped curve are mode-locking regions (Arnold tongues) and for clarity, only the $1:q$ (one wave for $q$ perturbations) are displayed. The simulation was carried out using a one-dimensional lattice of 50 grid points ($\Delta x = 0.02$, $\Delta t = 0.0001$). The parameter $\mathcal{Q}$ (light intensity) was maintained at $9.7 \times 10^{-7}$ everywhere in space except at the center where it was adjusted at equal time intervals according to $\mathcal{Q} = \mathcal{Q}_0[1 + \alpha \sin(2\pi vt)]$, where $\mathcal{Q}_0 = 9.7 \times 10^{-7}$. Model parameters of the system are: $k_{01} = (2 \, M^{-3} \, s^{-1})H^2$, $k_{02} = (3 \times 10^9 \, M^{-2} \, s^{-1})H$, $k_{03} = (42 \, M^{-2} \, s^{-1})H$, $k_{04} = 3 \times 10^3 \, M^{-1} \, s^{-1}$, $k_{05} = 5 \, M^{-1} \, s^{-1}$, $k_y = 1.05 \times 10^{-3} \, s^{-1}$, $v_0 = 0.02 \, s^{-1}$, $h = 0.5$, $H = 0.37 \, M$, $A = 0.15 \, M$, $M = 0.2 \, M^{-1}$, and $V = 0.05 \, M$. Initial conditions: $X_0 = Z_0 = 0 \, M$, $Y_0 = 1 \times 10^{-4} \, M$. Diffusion parameters: $D_x = 1.5 \times 10^{-5}$, $D_y = 1.68 \times 10^{-5}$, and $D_z = 0$. The parameter threshold that insures $\mathcal{Q} > \mathcal{Q}_c$, where $\mathcal{Q}_c = 8.05 \times 10^{-7}$ [32], is satisfied by the value $\alpha = 0.1701$. 
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\caption{Phase diagram showing values of parameters $v/v_0$ and $\alpha$ that lead to initiation of waves (region enclosed by the outer V-shaped curve). Shown within the V-shaped curve are mode-locking regions (Arnold tongues) and for clarity, only the $1:q$ (one wave for $q$ perturbations) are displayed. The simulation was carried out using a one-dimensional lattice of 50 grid points ($\Delta x = 0.02$, $\Delta t = 0.0001$). The parameter $\mathcal{Q}$ (light intensity) was maintained at $9.7 \times 10^{-7}$ everywhere in space except at the center where it was adjusted at equal time intervals according to $\mathcal{Q} = \mathcal{Q}_0[1 + \alpha \sin(2\pi vt)]$, where $\mathcal{Q}_0 = 9.7 \times 10^{-7}$. Model parameters of the system are: $k_{01} = (2 \, M^{-3} \, s^{-1})H^2$, $k_{02} = (3 \times 10^9 \, M^{-2} \, s^{-1})H$, $k_{03} = (42 \, M^{-2} \, s^{-1})H$, $k_{04} = 3 \times 10^3 \, M^{-1} \, s^{-1}$, $k_{05} = 5 \, M^{-1} \, s^{-1}$, $k_y = 1.05 \times 10^{-3} \, s^{-1}$, $v_0 = 0.02 \, s^{-1}$, $h = 0.5$, $H = 0.37 \, M$, $A = 0.15 \, M$, $M = 0.2 \, M^{-1}$, and $V = 0.05 \, M$. Initial conditions: $X_0 = Z_0 = 0 \, M$, $Y_0 = 1 \times 10^{-4} \, M$. Diffusion parameters: $D_x = 1.5 \times 10^{-5}$, $D_y = 1.68 \times 10^{-5}$, and $D_z = 0$. The parameter threshold that insures $\mathcal{Q} > \mathcal{Q}_c$, where $\mathcal{Q}_c = 8.05 \times 10^{-7}$ [32], is satisfied by the value $\alpha = 0.1701$.}  
\end{figure}
Figure 7.8: Bifurcation diagram showing firing number $f_n$ as a function of normalized forcing frequency $v/v_0$, illustrating the dominance of $1:q$ mode locking regions. Model parameters are the same as in Figure 7.7, except that forcing amplitude is fixed at $\alpha = 0.170$. 
Figure 7.9: Farey tree fractions. Adapted from reference by Coon et al. [93].
Figure 7.10. Simulated phase locking patterns for $\alpha = 0.16$. In all four figures, the upper trace shows the time series of variable $x$, and the lower one is the time series of the sinusoidal perturbation, which clearly does not cross the threshold (bottom line). Model parameters are the same as in Figure 7.7. 1:1 mode locking for $\nu/\nu_0 = 0.50$ (a), 1:2 mode locking for $\nu/\nu_0 = 0.60$ (b), 1:3 mode locking for $\nu/\nu_0 = 1.20$ (c), and 1:4 mode locking for $\nu/\nu_0 = 1.80$ (d).
Figure 7.11. Complex simulated phase locking patterns for $\alpha = 0.16$. As in Figure 7.10, the upper trace shows the time series of variable $x$, and the lower trace shows the time series of the sinusoidal perturbation, which clearly does not cross the threshold (bottom line). Model parameters are the same as in Figure 7.7. 5:11 mode locking for $\nu/\nu_0 = 1.07$ (a), 4:9 mode locking for $\nu/\nu_0 = 1.08$ (b), 3:7 mode locking for $\nu/\nu_0 = 1.09$ (c), and 2:5 mode locking for $\nu/\nu_0 = 1.12$ (d).
Figure 7.12: Images of an oxidation wave (white) propagating in two-dimensional excitable media (system size = 2 cm$^2$) generated from the integration of the modified three-variable Oregonator model. Successive frames taken at intervals of $30\Delta t$. Initially quiescent media, A; wave initiation due to periodic modulations in light intensity, B; oxidation wave propagates outward in the form of a traveling circular wave, (C) – (F). A wave is initiated every perturbation resulting in a 1:1 resonant pattern. Model parameters are the same as in Figure 7.7. Control parameters: $v = 0.50 \times v_0$ where $v_0 = 0.02$ s$^{-1}$ and $\alpha = 0.16$. The simulation was carried out using a two-dimensional lattice of 100 x 100 grid points ($\Delta x = 0.02$, $\Delta t = 0.0001$) [32].
7.4 DISCUSSION AND CONCLUSION

Our experiments and calculations show that one can initiate waves in an excitable system via small, periodic modulations in light intensity, with the number of waves initiated per number of forcing cycles giving rise to resonance patterns typical of those obtained for periodically forced systems [32,95,96]. Initiation of waves in an excitable media was qualitatively reproduced by numerical simulations using the modified Oregonator model. Numerical simulations also revealed the various complex resonance patterns generated in the system, which were not found in experiments. Once again we note that excitation in our case was not achieved by the traditional method of parametrically crossing the bifurcation point of the independent system, but rather by small periodic modulations in light intensity.

This work is an extension of work carried out by Parmananda [32] et al., which focused on the temporal behavior of Eqs. 7.6 without regarding the spatial behavior of the extended system. We have further extended this work by carrying out experimental investigations with the BZ reaction medium.
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CHAPTER 8

Chemical Waves in the Oscillatory Peroxidase-Oxidase Reaction

8.2 INTRODUCTION

Chemical waves are comprised of concentration gradients propagating in an excitable reaction medium. They have been extensively studied both theoretically and experimentally [1,2]. Most studies have focused on biological [3-5], biochemical [6], and chemical systems [7,1], with the BZ reaction being subjected to more extensive studies, as it is much easier to experimentally prepare and control as well as study computationally.

Theoretical and experimental studies have distinguished between two types of chemical waves: phase waves and trigger waves [8-10]. Phase waves, also known as pseudowaves [10,11], long waves [12], phase diffusion waves [13], or kinematic waves [13,14], occur in oscillatory media due to variations of a state variable in space, giving rise to phase or frequency differences or gradients in the concentrations of certain species [9,14]. Phase waves do not rely on diffusion for their propagation, and are thus able to pass through impermeable barriers. One of the distinguishing characteristics of phase waves is that they propagate at high velocities without an upper velocity limit [9,15].

Trigger waves or short waves [12] occur in excitable media and are dependent upon diffusion for their propagation. Two conditions must be met for the onset of trigger waves [9,14]: First, the system should be excitable, i.e., perturbations exceeding a certain threshold of concentration for a given variable should trigger a large excursion in phase space. An oscillatory medium may also be excitable; hence, trigger waves can occur in
oscillatory or non-oscillatory excitable media. Second, those variables capable of giving rise to a large excursion in phase space should have a steep concentration gradient in space. Trigger waves can be distinguished from phase waves in that they travel at constant velocity (smaller velocity when compared to phase waves), have sharp wave fronts, and are unable to cross impenetrable barriers [9,13].

In the previous chapter, we reported on the successful initiation of resonance induced waves in an excitable BZ medium, and these waves were modeled by solving the reaction-diffusion equations of the modified Oregonator model. In this chapter, we report on the initiation of chemical waves in an oscillatory biochemical system, the peroxidase-oxidase reaction. Trigger waves are initiated in the oscillatory system via localized perturbations in the concentration of one of the variables using the extended BFSO model [16-18]. In this chapter we will also review the experimental and theoretical studies of the peroxidase-oxidase reaction that have been previously carried out.

8.2 THE PEROXIDASE-OXIDASE REACTION

The peroxidase-oxidase reaction was first reported by Yokota and Yamazaki in 1965 [19,20]. They observed damped oscillations in the oxidation of NADH catalyzed by horseradish peroxidase, HRP, with oxygen as the oxidizing agent. This reaction has been extensively studied over the years both theoretically and experimentally. Most studies have been conducted using peroxidase enzyme from horseradish roots, although peroxidases from other compounds, e.g. milk [21-23], soybeans [22,23], or the fungus Coprinus cinereus [22,23], have been shown also to catalyze the oscillatory reaction.
Peroxidases are enzymes which catalyze the oxidation of compounds that are hydrogen donors. In most instances hydrogen peroxide, \( \text{H}_2\text{O}_2 \), is the oxidizing agent, and the reaction is given by the following stoichiometry:

\[
2\text{YH} + \text{H}_2\text{O}_2 \rightarrow 2\text{Y}^\ast + 2\text{H}_2\text{O}
\]  

where \( \text{YH} \) is the hydrogen donor. For some substances, e.g. reduced nicotinamide adenine dinucleotide (NADH), indole-3-acetic acid, dihydroxyfumaric acid, or triose reductone, oxygen (\( \text{O}_2 \)) can act as the oxidizing agent in place of \( \text{H}_2\text{O}_2 \), and equation (8.1) becomes [24]:

\[
2\text{YH} + \text{O}_2 + 2\text{H}^+ \rightarrow 2\text{Y}^+ + 2\text{H}_2\text{O}
\]  

Most experimental and theoretical studies have been carried out using NADH as the hydrogen donor, and equation (8.2) is replaced by the following stoichiometry:

\[
2\text{NADH} + \text{O}_2 + 2\text{H}^+ \rightarrow 2\text{NAD}^+ + 2\text{H}_2\text{O}
\]  

This reaction, when studied in the presence of the modifiers methylene blue (MB) and 2,4-dichlorophenol (DCP), exhibits a variety of nonlinear phenomena under semibatch or CSTR conditions. The reported behaviors include damped oscillations [19], simple [21] and mixed mode oscillations [25-27], bursting oscillations [17,28], quasiperiodicity [26,29], period adding and period doubling route to chaos [30-32].
Theoretical studies of reaction (8.3) have been hampered by the complicated mechanism of the reaction, which includes multiple enzyme states and the generation of intermediates, such as \( \text{H}_2\text{O}_2 \), NAD\(^+\), and superoxide anion (O\(_2^–\)). There are five enzyme states of HRP, differing in oxidation state, which are involved in the PO reaction [33,34]: ferrous peroxidase (Per\(^{2+}\)), ferriperoxidase (Per\(^{3+}\)) or the native form, compound I (CoI or Per\(^{5+}\)), compound II (CoII or Per\(^{4+}\)), and compound III (CoIII or Per\(^{6+}\)). Other states have also been reported, but these are not known to partake in the PO reaction.

The PO reaction involves two feedback loops (oxidation-reduction loops) by which reactants are transformed into products. The first loop, the peroxidase cycle, involves the initial oxidation of the native form by \( \text{H}_2\text{O}_2 \).

\[
\text{Per}^{3+} + \text{H}_2\text{O}_2 \rightarrow \text{CoI} \quad 8.4
\]
\[
\text{CoI} + \text{YH} \rightarrow \text{CoII} + \text{YH}^+ \quad 8.5
\]
\[
\text{CoII} + \text{YH} \rightarrow \text{Per}^{3+} + \text{YH}^+ \quad 8.6
\]

The second loop, the oxidase cycle, involves the reduction of CoIII to CoI.

\[
\text{Per}^{3+} + \text{O}_2^- \rightarrow \text{CoIII} \quad 8.7
\]
\[
\text{CoIII} + \text{Y}^+ \rightarrow \text{CoI} + \text{Y}^+ \quad 8.8
\]
\[
\text{CoI} + \text{YH} \rightarrow \text{CoII} + \text{YH}^+ \quad 8.9
\]
\[
\text{CoII} + \text{YH} \rightarrow \text{Per}^{3+} + \text{YH}^+ \quad 8.10
\]
\[
\text{Per}^{3+} + \text{YH}^+ \rightarrow \text{Per}^{2+} + \text{Y}^+ \quad 8.11
\]
\[
\text{Per}^{2+} + \text{O}_2 \rightarrow \text{CoIII} \quad 8.12
\]
Of special importance in the PO reaction mechanism are the NAD$^+$ radical and CoIII species.

### 8.2.2 Experimental Studies

#### 8.2.1.5 Early Work

Damped oscillations in the oxidation of NADH were first reported in 1965 [19], when the reaction was carried out in an semi-open system, where oxygen was continuously bubbled into the system. Compound III was thought to have an important role in the observed behavior, while the reaction was thought to be inhibited by oxygen. Later work by Degn [24], demonstrated that one could also observe the same phenomena when NADH was substituted by dihydroxyfumaric acid, triose reductone, and indole-3-acetic acid.

Sustained oscillations were later observed in a slightly modified system where the hydrogen donor, NADPH, was regenerated using a glucose-6-phosphate and glucose-6-phosphate dehydrogenase combination in the presence of MB and DCP with either lactoperoxidase [21] or HRP [35]. Olsen and Degn [36,37] later demonstrated that glucose-6-phosphate dehydrogenase was not a prerequisite for sustained oscillations, as they observed the same phenomena when NADH was constantly infused into the system. The presence of the modifiers, MB and DCP, was critical, however, for sustained oscillations.
8.2.1.5 **Observation of Chaos**

Olsen and Degn [37] observed that the waveform of oscillations changed from periodic to aperiodic as the initial enzyme concentrations were varied. Initial enzyme concentrations of 0.9 µM gave simple periodic oscillations, and bursting oscillations were observed for concentrations below 0.5 µM. Irregular and aperiodic oscillations were observed for initial enzyme concentrations of 0.5 µM. An analysis of these results using next-amplitude maps and the theorem of Li and Yorke [38] were carried out to prove that the aperiodic oscillations were chaotic, although no route to chaos was determined. Chaos was reported in the BZ reaction by Schmitz et al. [39] only after it had been observed in the PO reaction. The PO reaction is the only single-enzyme reaction known to exhibit chaotic phenomena without the imposition of periodic forcing.

Work by Geest et al. [31] in 1992 demonstrated that the periodicity of the oscillations could be changed by altering the concentrations of DCP. They observed a period-doubling route to chaos as concentrations of DCP were increased. Later work by Hauser et al. [25,30] confirmed the existence of this period-doubling route to chaos at pH 5.1 when the concentrations of NADH was increased. Increasing NADH concentrations at pH 6.3, however, resulted in a period adding route to chaos when all other experimental conditions were kept constant. The transformation from a period-adding route to a period-doubling route occurred at a pH of about 5.4.

8.2.1.5 **The Role of Methylene Blue**

The PO reaction is traditionally studied in the presence of modifiers, MB and DCP, introducing nonphysiological species into the system. Simple oscillations have
been observed in the absence of the modifiers, although their presence was a prerequisite for one to observe complex dynamics. Before studies by Hauser et al. [40], MB was believed to be an inhibitor of enzyme activity [21,36].

Studies [40,41,42] have revealed that damped oscillations can be observed in the absence of MB; the enzyme, however, was inactivated or destroyed in such cases. Addition of moderate amounts of MB gave sustained oscillations and prevented the irreversible inactivation of HRP. MB also influenced the amount or turnover of ferrous peroxidase in the system. The authors concluded that MB reacted either directly with ferrous peroxidase or with NAD$^+$ radical, hence, indirectly affecting ferrous peroxidase production. Theoretical models of the PO reaction have accounted for MB in the mechanism by including its concentration into the rate constant of the following reaction:

$$\text{NADH} + \text{H}^+ + \text{O}_2 \rightarrow \text{NAD}^+ + \text{H}_2\text{O}_2$$  \hspace{1cm} 8.13

8.2.1.5 The Role of 2,4 Dichlorophenol

Use of the nonphysiological DCP as a modifier in the PO reaction questions the physiological applications of the reaction. Studies have shown that DCP can be substituted by other phenolic or aromatic amines, which also leads to simple and complex dynamics [43-45]. No oscillations or only damped oscillations were observed in the absence of phenolic amines [43], confirming that they are essential for sustained oscillations. Addition of moderate amounts of phenolic cofactors yielded different results depending on the substituents. Compounds such as 2-hydroxyphenylpropionic acid, phenol, and p-cresol, completely inhibited the PO reaction while 4-hydroxybenzaldehyde or 4-
hydroxycinnamic acid caused the PO reaction to proceed in a monotonic way. Sustainable periodic oscillations were observed with 2-chlorophenol and 3-chlorophenol, while complex dynamics were observed with 2,4-dichlorophenol, 7-hydroxycoumarin, and 4-chlorophenol. For an aromatic compound to induce complex dynamics in the PO reaction, an aromatic hydroxyl group or an aromatic amino group was required [43,45]. Possession of only an aromatic hydroxyl group, however, did not induce complex dynamics.

Phenolic compounds aid in electron transfer in the PO reaction and are not used up during the reaction. Whether the addition of a phenolic compound resulted in complex dynamics depended on the half-wave potential for the following reaction:

\[
\text{PhOH} \rightarrow \text{PhO}^+ + \text{H}^+ + \text{e}^-
\]

### 8.2.1.5 Bistability

Experiments by Degn [46] and later by Degn et al. [47] revealed the occurrence of bistability in the PO reaction. Two stable steady states were found for the same experimental conditions, i.e. oxygen partial pressure. The system could be reversibly switched from one state to another by perturbing the oxygen concentration. The bistability phenomenon was attributed to enzyme inhibition by oxygen.

Work by Auda et al. [48,28] has shown that the system can also be bistable between an oscillatory state and a steady state. Reversible transitions from one state to another were achieved by momentarily stopping oxygen supply to the reactor (steady
state → oscillations) or by perturbing the hydrogen peroxide concentration (oscillations → steady state).

8.2.2 Theoretical Studies

8.2.2.1 Introduction

Extensive studies have been carried out on theoretically modeling the PO reaction, beginning with the work by Olsen and Degn [36]. A number of models have been proposed, which were developed as an understanding of the reaction grew. The models can be divided into two categories: simple models, e.g. the 1983 Olsen model, and detailed models, e.g. BFSO model, both of which will be discussed in this section.

The detailed models attempt to include all of the essential reactions into the mechanism, and the number of number of reactions increased as an understanding of the PO reaction developed. Both the simple and detailed models are able to produce results similar to those obtained in experiments, although the simple models had been superior before the development of the BFSO model [16]. This paradox was attributed to inaccuracies in the rate constants used in the detailed models. The detailed models have a number reactions in common, specifically reactions involving four of the five enzyme species [34]. Models that incorporated the fifth species, Per$^{2+}$, were able to show complex dynamics, while only simple oscillations were observed with models in which Per$^{2+}$ was excluded in the mechanism [49]. Another important species is the NAD• radical, which is believed to be the autocatalyst in the PO reaction.
8.2.2.2 Simple Models

8.2.2.2.1 The Four-Variable Model

Theoretical modeling of the PO reaction began with the work of Degn, Olsen, and Perram [47], who developed a four-variable model for the oxidation of NADH catalyzed by HRP. The four variables represent the reactants, molecular oxygen (A) and NADH (B), and intermediates, NAD’ (X) and CoIII (Y). The native form of the enzyme is included in the rate constants for the reactions (A1) and (A3). The modifiers MB and DCP are not explicitly accounted for in this model. The model is given by the following equations:

\begin{align*}
A + B + X &\rightarrow 2X & (A1) \\
2X &\rightarrow 2Y & (A2) \\
A + B + Y &\rightarrow 2X & (A3) \\
X &\rightarrow P & (A4) \\
Y &\rightarrow Q & (A5) \\
X_0 &\rightarrow X & (A6) \\
A_0 &\equiv A & (A7) \\
B_0 &\rightarrow B & (A8)
\end{align*}

where (A1) is a branching reaction and reactions (A4) and (A5) are termination reactions. Reaction (A6) is the initiation reaction involving the formation of the free radicals NAD’, and reactions (A7) and (A8) model the inflow of oxygen and NADH into the reactor. This model was able to yield simulations in good agreement with experimental data, with one drawback. The model did not reproduce complex dynamics observed in experiments.
Later work by Larter et al. [50,51], however, showed that the model was able to generate complex dynamics for a small parameter region.

In 1983, Olsen [52] proposed a slightly modified model that is similar to the DOP model except for the first and third reactions, which are given by the following:

\[
\begin{align*}
B + X &\rightarrow 2X \\
A + B + Y &\rightarrow 3X
\end{align*}
\]

This model is able to reproduce the experimental results both qualitatively and quantitatively [50,51,53]. The 1983 Olsen model produces complex dynamics for a wider range of variables when compared to the DOP model.

8.2.2.2.2 The Dunford Model

In 1991 Alexandre and Dunford [54] proposed a model for the PO reaction as they argued that the 1983 Olsen model was not compatible with experiments as it did not include oxygen in the first loop. They argued that in the Olsen and DOP model CoIII was used up instead of being formed when the concentration of oxygen was high as one would expect from experimental data. The reactions of the model are:

\[
\begin{align*}
P + A + X &\rightarrow Y + 2X \\
Y + X &\rightarrow P + 2X \\
B &\rightarrow X \\
X &\rightarrow \text{Products} \\
A_0 &\Rightarrow A
\end{align*}
\]
The variables are (A) oxygen, (B) NADH, which is assumed to be constant, (X) is the NAD’ radical, (Y) is CoIII, and (P) is the native state of the enzyme (Per$^{3+}$). Reactions (B1) and (B2) comprise the autocatalytic cycle. Reaction (B3) is the initiation reaction in which NAD’ radicals are formed. Reaction (B5) models the inflow of oxygen into the system. This model was able to simulate both damped and periodic oscillations; it failed, however, to reproduce the complex dynamics observed in the PO reaction.

8.2.2.3 Detailed Models

8.2.2.3.1 The YY Model

In 1977, Yokota and Yamazaki proposed a 12 reaction closed system model for the PO reaction called the YY model (see Table 8.1) [55]. This model simulates a closed PO system where there is no inflow of reactants or outflow of products. The model did not include the fifth enzyme species, Per$^{2+}$ or a termination pathway for the NAD’ radicals. It was able to simulate the characteristic waveform of the reaction with the distinctive phases in the dynamics of CoIII. The model was, however, unable to reproduce the oscillatory dynamics observed in experiments [34]. This was attributed to inaccuracies in rate constants and inconsistencies in the mechanism as discussed by Aguda and Larter [48].

8.2.2.3.2 The FAB Model

The FAB model [56], like the YY model, does not include the fifth enzyme species, Per$^{2+}$, but differs from the YY model by the inclusion of a unimolecular termination pathway for the NAD’ radical. The FAB model is able to simulate oscillatory
dynamics, although no quantitative analysis could be carried out due to the assumptions made in simplifying the model. The model, however, was unable to simulate the complex dynamics observed in experiments.

8.2.2.3.3 Model A

Aguda and Clark [57] in 1987 proposed a model based on reducing the list of PO reactions given by Yamazaki and Yokota [55] via stoichiometric network analysis. This model, like the FAB model includes a termination reaction for the NAD$^+$ radical and does not include the enzyme species Per$^{2+}$, but differs in that the termination reaction is now bimolecular. This model was capable of reproducing damped oscillations, bistability, and simple periodic oscillations [34,48]. No complex oscillatory dynamics or chaos was observed in the simulations with Model A.

8.2.2.3.4 Model C

To model complex dynamics in the PO reaction, Aguda and Clark [48] modified Model A to include the fifth enzyme species, Per$^{2+}$, and time-dependent inflow of NADH into the system as in experiments. Numerical simulations using this model, Model C (C for chaos) [34], gave both periodic and chaotic oscillations via a period-doubling route [58]. The results were both qualitative and quantitative. It was concluded that two feedback loops were essential for one to observe complex dynamics, and this was achievable by inclusion of Per$^{2+}$. 
8.2.2.3.5 Urbanalator

To propose a model as close to experiments as possible, the Urbanalator [59] was formulated using data (reactions and rate constants) that had been experimentally derived. This model included the modifier MB in its mechanism, but not the fifth enzyme species, \( \text{Per}^{2+} \). This model is capable of producing simple oscillation, although no complex oscillation or chaos was reported.

8.2.2.3.6 BFSO

To reproduce complex dynamics and chaos in the PO reaction, Bronnikova et al. [16] modified the Urbanalator to include the fifth enzyme species, \( \text{Per}^{2+} \). These adjustments were similar to those done by Aguda and Clark in modifying Model A to Model C. Numerical simulations of the BFSO model were able to qualitatively reproduce both periodic oscillations and chaotic oscillations via a *period-doubling route* as observed in experiments [31,30,60]. The BFSO model was modified in 2001 to include (R19) to give the BFSO-14 model [17]. The extended BFSO model is capable of simulating the observed bistability and bursting oscillations at low enzyme concentrations [18]. Although some discrepancies still exist between experimental and simulated behavior, the BFSO-14 model is at present model of choice for the PO reaction as it uses experimentally realistic rate equations and rate constants. It is for this reason the BFSO-14 model was chosen for simulating chemical waves in the PO reaction.
Table 8.1  Reactions Included in Detailed Models [34].

**Skeleton**

\[
\begin{align*}
\text{Per}^{3+} + \text{H}_2\text{O}_2 & \rightarrow \text{CoI} \quad \text{(R1)} \\
\text{CoI} + \text{NADH} & \rightarrow \text{CoII} + \text{NAD}^+ \quad \text{(R2)} \\
\text{CoII} + \text{NADH} & \rightarrow \text{Per}^{3+} + \text{NAD}^+ \quad \text{(R3)} \\
\text{CoIII} + \text{NAD}^+ & \rightarrow \text{CoI} + \text{NAD}^+ \quad \text{(R4)} \\
\text{Per}^{3+} + \text{O}_2^- & \rightarrow \text{CoIII} \quad \text{(R5)} \\
\text{NAD}^+ + \text{O}_2 & \rightarrow \text{NAD}^+ + \text{O}_2^- \quad \text{(R6)} \\
\text{O}_2 + \text{NADH} + \text{H}^+ & \rightarrow \text{H}_2\text{O}_2 + \text{NAD}^+ \quad \text{(R7)} \\
\end{align*}
\]

**Model A**

\[
\begin{align*}
2\text{NAD}^+ & \rightarrow (\text{NAD})_2 \quad \text{(R8)} \\
& \rightarrow \text{O}_2 \quad \text{(R9)} \\
\text{O}_2 & \rightarrow \quad \text{(R10)} \\
\end{align*}
\]

**Model C**

\[
\begin{align*}
\rightarrow & \text{NADH} \quad \text{(R11)} \\
\text{Per}^{3+} + \text{NAD}^+ & \rightarrow \text{Per}^{2+} + \text{NAD}^+ \quad \text{(R12)} \\
\text{Per}^{2+} + \text{O}_2 & \rightarrow \text{CoIII} \quad \text{(R13)} \\
\end{align*}
\]

**YY Model**

\[
\begin{align*}
2\text{O}_2^- + 2\text{H}^+ & \rightarrow \text{O}_2 + \text{H}_2\text{O}_2 \quad \text{(R14)} \\
\text{H}^+ + \text{H}_2\text{O}_2 + \text{NAD}^+ & \rightarrow \text{NAD}^+ + \text{H}_2\text{O} + \text{HO}' \quad \text{(R15)} \\
\text{HO}' + \text{NADH} & \rightarrow \text{NAD}^+ + \text{H}_2\text{O} \quad \text{(R16)} \\
\text{H}^+ + \text{O}_2^- + \text{NADH} & \rightarrow \text{H}_2\text{O}_2 + \text{NAD}^+ \quad \text{(R17)} \\
\text{CoIII} & \rightarrow \text{CoII} + \text{H}_2\text{O}_2 \quad \text{(R18)} \\
\end{align*}
\]
**BFSO Model**

$$\text{O}_2^- + \text{NAD} + \text{H}^+ \rightarrow \text{NAD}' + \text{H}_2\text{O}_2 \quad \text{(R19)}$$

$$2\text{O}_2^- + 2 \text{H}^+ \rightarrow \text{O}_2 + \text{H}_2\text{O}_2 \quad \text{(R20)}$$

$$2\text{NAD}' \rightarrow (\text{NAD})_2 \quad \text{(R21)}$$

$$\text{Per}^{3+} + \text{NAD}' \rightarrow \text{Per}^{2+} + \text{NAD}^+ \quad \text{(R22)}$$

$$\text{Per}^{2+} + \text{O}_2 \rightarrow \text{CoIII} \quad \text{(R23)}$$

$$\text{NADH (stock)} \rightarrow \text{NADH (liquid)} \quad \text{(R24)}$$

$$\text{O}_2 \text{ (gas)} = \text{O}_2 \text{ (liquid)} \quad \text{(R25)}$$

---

**The FAB Model**

$$\text{O}_2^- + \text{NADH} \rightarrow \text{NAD}' + \text{H}_2\text{O}_2 \quad \text{(R26)}$$

$$\rightarrow \text{O}_2 \quad \text{(R27)}$$

$$\text{NAD}' \rightarrow \quad \text{(R28)}$$

---

**The Urbanalator**

$$2\text{O}_2^- + 2\text{H}^+ \rightarrow \text{O}_2 + \text{H}_2\text{O}_2 \quad \text{(R29)}$$

$$\text{NADH}_R \rightarrow \text{NADH} \quad \text{(R30)}$$

$$\text{NADH} \rightarrow \text{NADH}_p \text{ (products)} \quad \text{(R31)}$$

$$\text{O}_{2(g)} \rightarrow \text{O}_{2(aq)} \quad \text{(R32)}$$

$$\text{O}_{2(aq)} \rightarrow \text{O}_{2(g)} \quad \text{(R33)}$$

$$2\text{NAD}' \rightarrow (\text{NAD})_2 \quad \text{(R34)}$$
8.3 CHEMICAL WAVES IN THE PEROXIDASE-OXIDASE REACTION

Waves in the BZ reaction [61-63] were first reported by Zaikin and Zhabotinsky [7]. Since then, waves in the excitable BZ reaction have been extensively studied as a chemical model for waves in excitable biological media, such as heart tissue, brain tissues, and neuronal tissue [64-66].

The PO reaction, on the other hand, is more relevant for studying excitable biological media, as the PO reaction is known to occur in vivo. It occurs in plants during lignification of cell walls [34,67]. Peroxidase enzymes are important in mammals as well, and are often used for medical diagnosis [68,34]. The PO reaction represents a crucial link between the purely chemical oscillators and the purely biological oscillators, and its study will provide insights into the spatiotemporal behavior of biological systems. Though the experimental and theoretical understanding of this system has grown over the years, no studies of the nonlinear spatiotemporal behavior have been carried out on this system to date. The PO reaction satisfies the dynamical conditions necessary for the appearance of chemical waves and other spatial structures, and should thus be capable of sustaining chemical waves as in the BZ reaction. In the following section we present the results of one-dimensional numerical simulations of the BFSO-14 model that characterizes the nonlinear behavior of the PO reaction. We show that chemical waves can indeed be obtained in an oscillatory PO model system reaction after applying an external perturbation to system.
8.3.1 Generation of Chemical Waves in the BFSO-14 Model

To study the generation of chemical waves an oscillatory PO reaction, numerical calculations were performed using an extended BFSO model. This model, however, is computationally intensive and more complicated when compared to the 1983 Olsen model and involves estimations of some rate constants. It was chosen over other models, however, as it is the more experimentally realistic model and better represents the nonlinear dynamics occurring in the PO reaction.

8.3.1.1 The Chemical Reaction Model

The chemical reactions comprising the extended BFSO model are

\[
\begin{align*}
O_2^+ + \text{NADH} + H^+ & \xrightleftharpoons{k_1} \text{NAD}^+ + H_2O_2 \\
\text{Per}^{3+} + H_2O_2 & \xrightarrow{k_{19}} \text{CoI} \\
\text{CoI} + \text{NADH} & \xrightarrow{k_{20}} \text{CoII} + \text{NAD}^* \\
\text{CoII} + \text{NADH} & \xrightarrow{k_{21}} \text{Per}^{3+} + \text{NAD}^* \\
\text{NAD}^* + O_2 & \xrightarrow{k_{22}} \text{NAD}^+ + O_2^- \\
\text{Per}^{3+} + O_2^- & \xrightarrow{k_{23}} \text{CoII} \\
2O_2^- + 2H^+ & \xrightarrow{k_{24}} O_2 + H_2O_2 \\
\text{CoII} + \text{NAD}^* & \xrightarrow{k_{25}} \text{CoI} + \text{NAD}^+ \\
2\text{NAD}^* & \xrightarrow{k_{26}} \text{(NAD)}_2 \\
\text{Per}^{3+} + \text{NAD}^* & \xrightarrow{k_{27}} \text{Per}^{2+} + \text{NAD}^+ \\
\text{Per}^{2+} + O_2 & \xrightarrow{k_{28}} \text{CoII} \\
\end{align*}
\]
Reactions (R24) and (R25) represent the continuous supplies of NADH and oxygen, where

\[
\text{NADH (stock soln)} \xrightarrow{k_{12}} \text{NADH (soln)} \quad \text{(R24)}
\]

\[
\text{O}_2 (\text{gas}) \xleftrightarrow{k_{13}} \text{O}_2 (\text{soln}) \quad \text{(R25)}
\]

\[
\text{O}_2^- + \text{NADH} + H^+ \xrightarrow{k_{14}} \text{H}_2\text{O}_2 + \text{NAD}^* \quad \text{(R19)}
\]

MB is incorporated into the rate constant of reaction (R19) as it is known to catalyze that reaction. The peroxidase cycle is represented by the three reactions (R1) – (R3). Reactions (R24) and (R25) represent the continuous supplies of NADH and oxygen, respectively. The ordinary differential equations for the extended BFSO model are

\[
\frac{d[\text{NADH}]}{dt} = -k_1 X_1 X_2 - k_3 X_5 X_1 - k_4 X_6 X_1 + k_{12}[\text{NADH}]_{st} - k_{14}X_1X_9
\]

\[
\frac{d[\text{O}_2]}{dt} = -k_1 X_1 X_2 - k_3 X_3 X_2 + k_7 (X_9)^2 + k_{13}[\text{O}_2]_{gas} - k_{13} X_2 - k_{11} X_{10} X_2
\]

\[
\frac{d[\text{NAD}^*]}{dt} = k_3 X_5 X_1 + k_4 X_6 X_1 - k_5 X_3 X_2 - k_8 X_7 X_3 - 2k_9(X_3)^2 - k_{10} X_4 X_3 + k_{14}X_1X_9
\]

\[
\frac{d[\text{Per}^{3+}]}{dt} = -k_2 X_8 X_4 + k_4 X_6 X_1 - k_6 X_9 X_4 - k_{10} X_4 X_3
\]

\[
\frac{d[\text{CoI}]}{dt} = k_2 X_8 X_4 - k_3 X_5 X_1 + k_8 X_7 X_3
\]

\[
\frac{d[\text{CoII}]}{dt} = k_3 X_5 X_1 - k_4 X_6 X_1
\]

\[
\frac{d[\text{CoIII}]}{dt} = k_6 X_9 X_4 - k_8 X_7 X_3 + k_{11} X_{10} X_2
\]

\[
\frac{d[\text{H}_2\text{O}_2]}{dt} = k_1 X_1 X_2 - k_2 X_8 X_4 + k_7(X_9)^2 + k_{14}X_1X_9
\]

\[
\frac{d[\text{O}_2^-]}{dt} = k_5 X_3 X_2 - k_6 X_9 X_4 + k_9(X_9)^2 - k_{14}X_1X_9
\]

\[
\frac{d[\text{Per}^{2+}]}{dt} = k_{10} X_4 X_3 - k_{11} X_{10} X_2
\]

where \(X_1 = \text{NADH}, X_2 = \text{O}_2, X_3 = \text{NAD}^*, X_4 = \text{Per}^{3+}, X_5 = \text{CoI}, X_6 = \text{CoII}, X_7 = \text{CoIII}, X_8 = \text{H}_2\text{O}_2, X_9 = \text{O}_2^-, \) and \(X_{10} = \text{Per}^{2+}\). No attempt was made to transform the system into
dimensionless equations and the parameters were used as given in Figure 8.1a without scaling.

8.3.1.2 Reaction-Diffusion Equations for BFSO-14 Model

Ten reaction-diffusion equations, obtained from the model that describes the evolution of ten variables in time, were numerically integrated after adding diffusion terms. Since the HRP enzyme will be immobilized in a gel matrix, the corresponding diffusion terms for the native form (Per$^{3+}$) and the four intermediates (Per$^{2+}$, CoI, CoII, and CoIII) were set to zero, $D_{xx} = 0.0$. Although only numerical results are presented in this discussion, the actual experimental setup of the system will involve immobilizing the HRP in a gel matrix while the other variable species (NADH, O$_2$, NAD$^+$, H$_2$O$_2$, and O$_2^-$) are allowed to diffuse freely within the reactor.

8.3.1.3 Wave Generation in the One-Dimensional BFSO-14 system

We have performed one-dimensional numerical simulations of Eqs. (8.15) using the explicit Euler method with zero-flux boundary conditions and a three-point approximation for the Laplacian. Since simulations are performed for a one-dimensional configuration, the Laplacian becomes

$$\nabla^2 = \frac{\partial^2}{\partial x^2}$$

8.16

A system size of 500 grid elements and a perturbation area of 40 grid elements were chosen for the simulations. To initiate chemical waves, an oscillatory PO system was
perturbed at the center of the domain after a period of 100.0 s by changing the variable NADH for a period of 1.0 s according to

\[ [X_1]_p = [X_1] + [X_1]^x \]  

where \([X_1]\) represents the concentration of NADH at the time of perturbation, and \(x\) is the fractional change. Figure 8.1a shows the resultant space-time plot with profiles of the NAD\(^+\) radical concentration (the autocatalyst in the PO system) at equal increments of time. The space-time plot demonstrates the initiation of trigger waves that propagate outwards in the medium. Unlike in an excitable system where trigger waves propagate from the pacemaker region to the boundary, in an oscillatory system the trigger wave propagates outwards to a point determined by the oscillations of the bulk system. The trigger wave disappears with each bulk oscillation, although it propagates farther and farther with each bulk oscillation. This is in agreement with studies by Ortoleva and Ross [15], which demonstrated that waves persisted longer with each bulk oscillation. Figure 8.1b shows space-time plots taken after a period of 3500.0 seconds, with trigger waves propagating to the boundary. Initiation of trigger waves was possible using a perturbation of [NADH] with \(1 \% \leq x \leq 10 \%\). Perturbations in [NADH] of less than 1 % did not initiate chemical waves.

To prove that the waves initiated in Figure 8.1 were trigger waves and not phase waves another calculation was carried out in which all parameters were the same as in Figure 8.1, except the diffusion coefficients were set to zero for all variables \((D_{xx} = 0)\). Trigger waves, unlike phase waves, are blocked by barriers to diffusion. Hence, if the
calculation produces the same results as in Figure 8.1, we can conclude that the waves observed are phase waves and not trigger waves. The calculations showed that no propagating waves appeared when all diffusion coefficients were set to zero, as shown in Figure 8.2. Instead, we see the region of perturbation oscillating at the same frequency as the bulk oscillations but out of phase for as long as the calculation is carried out. This shows that the waves in Figure 8.1 are trigger waves, as they require diffusion for their propagation.

**Figure 8.1a:** Calculated space-time plots showing concentration profiles of the NAD$^\cdot$ radical. Perturbation of NADH (3%) results in the initiation of a trigger wave which propagates outward before the whole medium oscillates. The trigger wave travels farther and farther with each bulk oscillation until it reaches the boundary. Profiles were overlayed in increments of 3.0 seconds, and, owing to the large period of the bulk oscillation (240.0 s), a period of 156 seconds was removed between the bulk oscillations. The rate of reaction (R24) ($k_{12} \text{[NADH]}_{\text{st}}$) was $1.14314 \times 10^{-7}$ M$^{-1}$ s$^{-1}$, the first order rate constant $k_{13}$ was equal to $3.73 \times 10^{-3}$ s$^{-1}$, and the rate of diffusion of oxygen into the reactor ($k_{12} \text{[O}_2\text{]}_{\text{gas}}$) was $6.2415 \times 10^{-8}$ M s$^{-1}$. Initial conditions: $X_1 = 747.049395$ µM, $X_2 = 4.580033$ µM, $X_3 = 0.001125$ µM, $X_4 = 0.001109$ µM, $X_5 = 0.001566$ µM, $X_6 = 0.002407$ µM, $X_7 = 0.894912$ µM, $X_8 = 2.296717$ µM, $X_9 = 0.047679$ µM, and $X_{10} = 0.000004$ µM. Diffusion parameters: $D_{X4} = D_{X5} = D_{X6} = D_{X7} = DX_{10} = 0.0$, $D_{X1} = 4.0 \times 10^{-5}$, $D_{X2} = 8.2 \times 10^{-4}$, $D_{X3} = 4.0 \times 10^{-5}$, $D_{X8} = 7.8 \times 10^{-4}$, and $D_{X9} = 8.2 \times 10^{-4}$ all in cm$^2$ s$^{-1}$. The simulation was carried out using a one-dimensional lattice of 500 grid points ($\Delta x = 0.02$, $\Delta t = 0.0001$).
**Figure 8.1b:** Space-time plots showing concentration profiles of the NAD$^*$ radical demonstrating wave propagation to the boundary. Model parameters are the same as in Figure 8.1 except that profiles are taken 3500.0 s into the reaction. Profiles were overlayed in increments of 4.0 seconds, and owing to the large period of the bulk oscillations (240.0 s) a period of 20.0 seconds was removed between the oscillations.

**Figure 8.2:** Space-time plots showing profiles of NAD$^*$ radical concentration. All model parameters are the same as in Figure 8.1 except that all diffusion coefficients are set to zero. No trigger wave is initiated in this case. Profiles were overlayed in increments of 2.0 seconds, and owing to the large period of the bulk oscillations (240.0 s) a period of 140.0 seconds was removed between the bulk oscillations.
8.4 DISCUSSION AND CONCLUSION

In addition to a review of the PO reaction, we have been able to demonstrate the initiation of traveling waves in the extended BFSO model. One-dimensional simulations in the BFSO-14 model have revealed that trigger waves will indeed propagate in an oscillatory Peroxidase-Oxidase system. The fact that the chemical waves had a characteristic sharp front and were not able to penetrate barriers to diffusion demonstrates that the waves were trigger waves. Phase waves, on the other hand, generally have broader fronts [13] and are able to penetrate barriers to diffusion, as they do not depend on diffusion for their propagation.

The numerical results presented here suggest the likelihood of experimentally observing wave propagation in the PO reaction. As far as we know, our study constitutes the first example of the generation of chemical waves in a PO reaction model system.
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