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ABSTRACT

Estimate at Completion for Construction Projects

Yi Fang

Construction projects are complex and risky because there are so many variables that may affect their profitability especially in terms of their cost and schedule. The information provided by the measurement of progress, the expended dollars and the forecasting of the outcome of a construction project will provide valuable information as to how to proceed, the impacts, corrective action required, and the trade-offs necessary to maximize profits and minimize risk. This study focused on using different indicators to measure the schedule performance and cost performance of construction projects, and to predict final cost and duration by the moving average and exponential smoothing forecasting techniques. The recommended indicator for schedule predication was the cumulative schedule performance index obtained by using earned schedule. The recommended indicator for estimating final cost was the cumulative cost performance index. These two indicators always produced acceptable results for the given data sets and were the simplest methods to use.
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CHAPTER 1

INTRODUCTION

1.1 Construction projects

Construction is a process that consists of the building or assembling of infrastructure. In general, there are three types of construction: building construction, industrial construction, and heavy/highway construction. Building construction is the process of adding structure to real property. The majority of building construction projects are small renovations. Industrial construction, though a relatively small part of the entire construction industry, is an important component. These projects can be found in such industries as medicine, petroleum, chemical, power generation, and manufacturing etc. Owners of these projects are usually large, for-profit corporations. Heavy/civil construction is the process of adding infrastructure to our environment. Owners of these projects are usually government agencies. Being different from building and industrial construction, heavy/civil construction projects are not usually undertaken for profit, but to service the public interest. However heavy/civil construction projects are also undertaken by large private corporations. The cases studied in this research belong to the heavy/civil construction. However, the techniques used can be applied to all types of construction projects, as long as necessary data are recorded and maintained.

According to Sullivan (2008), total construction came in at $611.2 billion for the full year 2007, which is a huge segment of the United States economy. It contributes 14% of the US Gross National Product. There are many uncertain factors may affect the outcome of a
construction project. Laufer and Tucker (1987) noted that cost and time are two major goals of a construction project which receive more attention than quality. The goal is to find good techniques to measure the performance of construction projects and predict the final costs and durations. Many studies have been done for measuring and predicting cost, therefore to find good schedule indices and applying these indices to predict final schedule are addressed. Concepts of construction cost elements, and an introduction of cost and schedule management are presented.

1.2 Cost elements of construction projects

Cost elements may vary widely for different projects, as well as their importance. Cost elements of a construction project include construction work cost, facilities and equipment cost, engineering cost, overhead cost, interest, contingency, and profit. Figure 1.1 (adopted from Ostwald [32], 2001) displays these cost elements as a layer chart.

**Figure 1.1:** Cost elements of construction projects [32]

Construction work cost consists of direct labor, direct material, tools, equipment, and
subcontract materials. Figure 1.2 (taken from Ostwald [32], page 240) is a layer chart illustrating the elements of construction work cost.

![Layer Chart Illustrating Elements of Construction Work Cost](image)

**Figure 1.2:** Elements of construction work cost [32]

Facilities and equipment are also direct materials but have a different character: delivered and erected equipment, such as large storage tanks or field-fabricated vessels. Facilities and equipment cost can include landing, building and processing costs.

Engineering costs are those incurred for design, specifications, or reports. Engineering costs include salaries and overhead for engineering, administration, CAD, estimating, and drawing reproductions.

Overhead, which makes up an important part of construction price, is an estimate of the contractor’s cost that cannot be clearly associated with particular jobs, projects, or systems and must be prorated among all work on some arbitrary basis. Overhead for construction projects is of two types: office and job. Office overhead includes general business expenses, such as home office rent, office insurance, heat, light, supplies, furniture, telephone, legal expenses, travel, advertising, bidding expenses, and salaries of the executives and office employees. Note that office overhead is not incurred for a single project, but the owner’s or contractor’s overall business (i.e., several projects). Some methods used to calculate office
overhead can be found in Ostwald ([32], page 126). Job overhead, opposed to office overhead, pertains to the project. Typical items of job overhead include permits and fees, insurance, electricity at job location, job office expense, water at job location etc.

Because construction projects are large financial undertakings, interest costs are usually charged against the contractor or owner while construction is in progress.

Contingency has different meanings to different estimators, contractors, and owners. A comprehensive definition of contingency given by Cost Engineers’ Notebook [2] is: contingency is a cost element of an estimate to cover a probability of the occurrence of unforeseeable elements of cost within the defined project scope due to a combination of uncertainties, intangibles, and unforeseen/highly unlikely occurrences of future events, based on management decisions to assume certain risks (for the occurrence of those events). Contingency reflects a judgment by management to make an allowance to avoid project cost overrun within the parameters of risk assumed [3]. At the same time, contingency should not be too high to create an unrealistic estimate.

Profit represents the excess of revenue over cost. It is an accounting approximation of the earnings of a company after taxes, cash and accrued expenses, and certain tax-deductible noncash expenses, such as depreciation. Profit is always calculated upon the project cost estimate, which is represented in Figure 1.1 from layer of construction work cost to layer of contingency.

1.3 Cost management

Cost management is the process of estimating, controlling, and data analysis to establish
a continuous cycle of information for the efficient implementation of projects (Hamilton [17], 2004). Cost management has become an increasingly important part of business. All types of projects can benefit from the appropriate application of cost management techniques.

The cost management cycle is illustrated in Figure 1.3, which is adopted from Hamilton [17]. Cost estimation is the determination of quantity and the predicting or forecasting, within a defined scope, of the cost required to construct and equip a facility. Cost control is the application of procedures to monitor expenditures and performance against progress of projects; to measure variance from authorized budgets and allow effective action to be taken to achieve minimum cost [1].

![Cost Management Cycle](image)

**Figure 1.3**: Cost management cycle [17]

1.4 Schedule management

While cost management is an important part for construction project success, the same can be said for construction schedule management. In today’s fast-paced construction environment, project owners are increasingly placing greater demand on contractors to complete projects in record time. Perhaps the emphasis in schedule management of a
construction project is because of the realization by the contractor and the owner of the severe implications of schedule overruns (Kog et al. [24], 1999). Owners will most likely suffer the loss of expected profits as a direct result of delays in putting the facility into service. Consequently, contractors typically face liquidated damages for finishing late.

1.5 Forecasting

Forecasting is an estimate and prediction of future conditions and events based on information and knowledge available at the time of the forecast [2]. According to Brown [6], there are two key forecasts for contractors: the Estimate at Completion (EAC) and the forecasting of Cash Flow Expenditure. This research is focusing on the EAC.

EAC is the result of a disciplined, logical analysis using project data and forecasting methodologies to establish the expected cost at completion and the expected completion date. The highlight of trends and potential budget and duration deviations allows project team to take actions to minimize or avoid cost overruns and schedule delays.

1.6 Objectives of the research

The main objectives of the research include:

1. Using different techniques to forecast total cost, also called estimate at completion (EAC) cost, of construction projects during the construction stage;

2. Using different techniques to forecast final duration, also called estimate duration at completion (EAC(t)), of construction projects during the construction stage;

3. Comparing the results obtained by different techniques and making recommendations;
4. Conducting risk analysis for cost and schedule.

1.7 Organization of the report

In Chapter 2, a literature review for the techniques used for forecasting final cost, duration is given. In Chapter 3, the metrics used to measure the performance of construction projects, and the methodologies for forecasting cost and duration are presented. In Chapter 4, proposed methods of EAC are applied to three projects from the literature. Finally, the conclusions of the research and recommendations for future study are presented in Chapter 5.
CHAPTER 2

LITERATURE REVIEW

Earned value management (EVM) is the technique that has been extensively applied to measure the performance of projects and conducting the estimate at completion. EVM is applied throughout the research, therefore a brief literature review for the EVM technique will be given in this chapter. A literature review for the estimated cost at completion and estimated duration at completion will be presented in more detail.

2.1 Earned value management

A basic form of the EVM can be traced back to industrial engineers on the factory floor in the late 1800s (Fleming and Koppelman [14]). Around 1967, EVM was introduced by agencies of the U.S. federal government as an integral part of the Cost/Schedule Control Systems Criteria (C/SCSC) and was used in large acquisition programs. To encourage wider use of EVM in the private sector, the U.S. federal government decided to discard C/SCSC by the end of 1996 and turned toward a more flexible EVM system, also called the earned value project management system (Anbari [4]). Project Management Institute’s A Guide to the Project Management Body of Knowledge [48] provided the simplified EVM terminology and formulas.

Lipke [26] criticizes that EVM measures schedule performance not in units of time, but rather in cost. More importantly, the scheduling indicators of EVM fail to provide good information over the final third of the project. The author then introduces the concept of “Earned Schedule” to solve the problem. It is shown that the associated schedule indicators
behave appropriately throughout the entire period of project performance and is analogous to the cost indicators.

2.2 Estimate cost at completion

Once the performances have been identified using EVM, the project team can further assess the project by predicting EAC. There have been many studies in the literature dealing with the forecasting of project total cost.

Christensen [7] studied multiple EVM indices for their accuracy in forecasting final cost in defense acquisition. He classified the performance indices into four groups: the cost performance index (CPI), the schedule performance index (SPI), the schedule cost index (SCI), and the composite index. The indices can be based on monthly, cumulative, or averaged data. Based on a review of 25 EAC related studies, the author concluded that the accuracy of regression-based models over index-based formulas has not been established; the accuracy of index-based formulas depends on the type of system, the stage and the phase of the contract, no one formula is always the best; the long-asserted accuracy of the composite index with a 20/80 percent weighting on SPI and CPI was not supported by the evidence; averaging over short periods (e.g., three months) is more accurate than averaging over longer periods (e.g., 6-12 months); comparing the to-complete performance index (TCPI) with the cumulative CPI, and comparing the cumulative cost variance with the variance at completion are useful for evaluating the reasonableness of the contractor’s EAC.

Christensen [8] used the EVM to evaluate the EAC. The author recommended that three comparisons should be made to evaluate the reasonableness of the EAC. First, the overrun to date (cost variance) should be compared to the estimated final overrun; second, the CPI
should be compared to the TCPI; the third comparison involves generating a range of “independent” EACs using generic formula. Four performance indices, the CPI, SPI, SCI, and the weighted composite index of 0.8CPI+0.2SPI, were used to determine the EAC. The author concluded that the EAC derived from the CPI is a reasonable floor to the final cost and the EAC based on the product of the CPI and SPI is usually quite large, since most defense contracts finish behind schedule and over budget.

Anbari [4] reviewed and simplified several common methods to forecast EAC, with different assumptions for each method. When current analysis shows that the original estimate is flowed or no longer applicable due to changed conditions, a revised estimation for the remaining work must be developed. When current analysis shows that past performance is not a good predictor and that future performance will parallel the original plan, the EAC is the sum of cost incurred and the original budget for the remaining work. When current analysis shows that past performance is a good predictor of future performance, the EAC is the sum of cost incurred and the original budget for the remaining work divided by a performance factor. The performance factor is usually the cumulative CPI or SCI.

Stephenson [40] presented a paper of using EAC to identify risks and opportunities. Eight methods were applied to derive EAC and were grouped into four categories: non-performance methods, performance methods, composite methods, and extrapolation method. Then for each cost item there were eight EACs, among the eight values the one using the extrapolation method was taken as the most likely value. By utilizing the Program Evaluation and Review Technique (PERT), the expected value and standard deviation for each cost item can be identified. Finally, a range of the EAC with desired probability can be
obtained.

Singh [39] presented a model that incorporates the EVM, index analysis, moving average, linear and non-linear regression, and probabilistic confidence analysis to predict the final cost at project completion. The author concluded that the confidence level used in each reporting period should decrease as the project progresses. The limitation of the paper was that only the condition where actual total cost equals budgeted cost was evaluated.

Teicholz [43] developed a general approach to forecast the final cost and variance of a construction project based on the periodic data collected. Two methods were tested against a large sample of 121 projects completed over 15 years. Analysis of the results indicated that the sliding moving average method yielded forecasts of final cost with improved accuracy, timeliness, and consistency. To calculate the final variance, it was necessary to forecast the final budget, this was done by using a linear projection of the to-date change in the current total budget. The results showed a significant improvement in accuracy and timeliness.

2.3 Estimate duration at completion

Compared with the studies that have been done for estimating the total cost, there are only a few papers deal with the estimate duration at completion (EAC(t)). According to Vandevoorde and Vanhoucke [45] only three project duration forecasting methods have been presented in literature.

Anbari [4] extended the assumptions and logic of forecasting final cost to predict the EAC(t). When current analysis shows that past performance is not a good predictor and that future performance will parallel the original plan, the EAC(t) is the sum of actual duration to-
date and the original scheduled time for the remaining work. When current analysis shows that past schedule performance is a good predictor of future performance, the EAC is the sum of actual duration to-date and the original scheduled time for the remaining work divided by a performance factor. The performance factor is usually the cumulative SPI or SCI.

Jacob [20] described an earned duration method to forecast the project duration. The earned duration is the product of the actual duration and SPI. The performance factor is used to adapt the future performance to the past performance. Three performance indices, which reflect the same three situations as stated by Anbari [4] are used to project the final duration.

Henderson [18] applied the earned schedule method to forecast project duration, which is an extension of the work done by Lipke [26]. The author has illustrated the validity of the earned schedule concept by applying it on a portfolio of six projects and on a small scale but time critical information technology software development project.

Vandevoorde and Vanhoucke [45] compared three different project duration methods using earned value metrics and evaluated them on fictive and real-life project data. The authors presented a generic formula to forecast the duration of a project and linked them to different project situations. Each method was further sub-divided into three different forecasting models as a function of the project situation. Each method was applied on a fictive single-activity project with linear and non-linear increasing periodic values reflecting the absence or presence of learning curves as well as three real-life projects from Fabricom Airport Systems, Belgium. The results show a similar forecasting accuracy for each method in the linear planned value case. However, the introduction of learning curves, which is much more realistic, resulted in a different forecasting accuracy for the three methods. The
three real-life projects revealed that the earned schedule method was the only method which showed satisfying and reliable results during the whole project duration. The results obtained by the planned value and earned duration method were unreliable at the end of the project.
CHAPTER 3

ESTIMATE AT COMPLETION

3.1 Introduction

In construction projects, the profitability of the project is directly dependent upon the ability of the contractor to control project cost and schedule [15]. Therefore, it is important for contractor to know if unfavorable variances of cost and schedule have incurred or will happen at any point during the construction stage. Forecasting will allow contractor to foresee what will probably happen and make decisions with some degree of confidence. The various techniques used to obtain EAC are presented.

3.2 Earned value management

Earned value management (EVM) technique has been used extensively on numerous projects and in many industries. In the construction industry, EVM is a powerful tool to measure the cost and schedule performances of projects, as well as the variances from the project plan or baselines. Once the performances and variances have been identified, the contractor can further assess the project by estimating the total cost.

3.2.1 Earned value management key components

In the late 1960s the US Department of Defense (DoD) adopted the Cost/Schedule Control System Criteria (C/SCSC), which were revised by industry, accepted by the government, and re-named as EVM Systems Criteria in 1996 [8]. Although there are several terminologies used in EVM, the three basic data elements central to planning, measurement,
and analysis are: BCWS, BCWP, and ACWP.

The Budgeted Cost of Work Scheduled (BCWS) is the budget for work scheduled to be completed. It can be either periodic (weekly or monthly) or cumulative. As a weekly/monthly amount, it represents the amount of work scheduled to be completed for that week/month. As a cumulative amount, it represents the amount of work scheduled to be completed to data. BCWS is also known as “planned value”.

The Budgeted Cost of Work Performed (BCWP) is the budget for the completed work. Similar to BCWS, BCWP also can be either periodic (weekly or monthly) or cumulative. Weekly/monthly BCWP represents the amount of work completed during a week/month; cumulative BCWP represents the amount of work completed to date. BCWP is also known as “earned value”.

The Actual Cost of Work Performed (ACWP) is the actual cost incurred in accomplishing the work within a given time period. To perform meaningful comparisons, the ACWP should be recorded in the same time period as BCWP for a given element of work.

Regardless of the timing of the work, a budget in terms of hours, dollars, or other measurable units is assigned to each work and planning package. By summing their budgets, a time-phased budgetary baseline for the entire project is defined. This baseline, known as the Performance Measurement Baseline (PMB), represents the standard or plan is compared with BCWP and ACWP.

Figure 3.1 taken from Christensen [8] illustrate a typical condition of many projects: behind schedule and over budget. The PMB represents the plan. Because less work has been completed (in terms of money) than planned during given period, an unfavorable schedule
variance (the vertical difference between BCWS and BCWP) is identified. The schedule variance (SV) can also be represented in term of time (the horizontal difference between BCWS and BCWP), which will be discussed in details in Section 3.2.3. Also, since actual cost exceeds the budget for work completed, an unfavorable cost variance (CV, i.e., the vertical difference between ACWP and BCWP) is identified.

3.2.2 Project performance measure

There are two indices commonly used to measure the performance of a project at any time during the construction stage: CPI and SPI.

The cost performance index (CPI) is the ratio of the budget of the earned work to the actual money spent and can be represented by Equation 3-1:

$$\text{CPI} = \frac{\text{BCWP}}{\text{ACWP}}$$  \hspace{1cm} (3-1)

When CPI is less than 1.0, an unfavorable cost variance has incurred.

The schedule performance index (SPI) is the ratio of earned value to the planned value and can be expressed by Equation 3-2:

$$\text{CPI} = \frac{\text{BCWP}}{\text{ACWP}}$$  \hspace{1cm} (3-1)
Similarly, when SPI is less than 1, the BCWP is below the PMB line, which indicates an unfavorable schedule variance.

Other indices such as schedule cost index (SCI) and variations of SCI are also used as indicators of project performance ([8] and [40]). The schedule cost index also called composite index is applied when there is correlation between the cost performance of the project and the schedule performance of the project. The two most popular composite indices are expressed by Equations 3-3 and 3-4.

\[
\text{SCI} = \text{CPI} \times \text{SPI} \quad (3-3)
\]

\[
\text{SCI} = 0.8 \times \text{CPI} + 0.2 \times \text{SPI} \quad (3-4)
\]

A more general form of Equation 3-4 can be represented by Equation 3-5:

\[
\text{SCI} = w_1 \times \text{CPI} + w_2 \times \text{SPI} \quad (3-5)
\]

Where \( w_1 \) and \( w_2 \) are weights for CPI and SPI respectively, and the sum of \( w_1 \) and \( w_2 \) must equal to 1. Also, the baseline of 1.0 is used for comparison purposes. However, these equations must be used with caution when determining overall performance of the project. For example, when CPI is 1.15 and SPI is 0.88, the SCI is 1.01 (using Equation 3-3) or 1.10 (using Equation 3-4). These two values indicate that the project is performing well. However, the project may be in jeopardy of delay. Therefore, in order to apply the composite indices, the project team must understand the sensitivities surrounding the cost impact and/or the schedule impact of the project. Once the sensitivities have been defined, the weights can be adjusted to reflect the current project needs [40].
3.2.3 Earned schedule

The interpretation and the behavior of the schedule performance indicators SPI and SV over time have been criticized by different authors [26]. First, the SV is measured in monetary units and not in time units, which makes it difficult to understand. Secondly, towards the end of the project, the SV always converges to 0 indicating a perfect performance even if the project is late. Similarly, the SPI always converges to 1 towards the end of the project, indicating a 100% schedule efficiency even if the project is late. As a result, at a certain point in time, the SV and SPI become unreliable indicators. Lipke [26] pointed out that the “grey time area” where these indicators lose their predictive ability usually occurs over the last third of the project (expressed in percentage completion).

In order to overcome the problem, Lipke [26] introduced the concept of earned schedule (ES). In this method, the earned value (BCWP) at a certain point of time is traced forwards or backwards to the PMB (BCWS). This intersection point is moved downwards on the X-axis (the time scale) to calculate the ES (see Figure 3.2). Hence, ES translates the EV into time increments and measures the real project performance in comparison to its expected time performance. The corresponding schedule performance indices are:

\[ SV(t) = ES - AT \]  \hspace{1cm} (3-6)

\[ SPI(t) = ES/AT \]  \hspace{1cm} (3-7)

where AT is Actual Time.
In contrast to the SV, the SV($t$) is expressed in time units, which makes it easier to interpret. When SV($t$) < 0, it indicates that the project lags its expected schedule; on the other hand, when SV($t$) > 0, the project is ahead of its schedule. The behavior of SV($t$) over time results in a final SV($t$) that equals exactly the real time difference at completion, while the SV always equals zero at the end of the project. Similarly, the SPI($t$) has a final value reflecting the final project schedule performance, while the SPI always equals 1. The ES can be mathematically expressed as:

$$ES = N + \frac{(EV - PV_N)}{(PV_{N+1} - PV_N)}$$

(3-8)

where $N$ is the time increment of the PV that is less than current EV, $PV_N$ is the planned value at time $N$, and $PV_{N+1}$ is the planned value at time $N+1$. To show the calculation of ES, SV($t$), and SPI($t$), an example adopted from Lipke [26] is shown in Table 3.1. Taking an instance, during October 2001, the EV (or BCWP) is 2,275. According to Equation (3-8) $N$ is equal to 8, since the PV (or BCWS) of Aug is 2,135, which is the nearest lower value of the current EV. As a result, the ES of Oct is calculated as: $ES(10) = 8 + (2,275 - 2,135) /$
Correspondingly, $SV(10) = 8.467 - 10 = -1.533$ and $SPI(10) = 8.467 / 10 = 0.847$. All of these three measurements indicate an unfavorable schedule performance. It can be seen from Table 3.1 that at the end of the project (Mar 2002) the SPI in terms of money equals 1, even though the project has lagged its schedule for 3 months; opposed to SPI, $SPI(t)$ is 0.8 at the end of the project and $SV(t)$ is -3 months, which is the difference between actual schedule and planned schedule. Figure 3.3 gives a comparison between SPI and $SPI(t)$, it can be seen clearly from the figure that during the first two third period, both indices give the similar results. However, after the 10th month, SPI has the trend to converge to 1, while $SPI(t)$ remains at a lower level, reflecting the actual situation.

**Table 3.1: Calculation of ES, SV($t$), and SPI($t$)**

<table>
<thead>
<tr>
<th>Month Count</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>$SV(t)$</td>
<td>-0.095</td>
<td>-0.211</td>
<td>-0.143</td>
<td>-0.227</td>
<td>-0.333</td>
<td>-0.533</td>
<td>-0.591</td>
<td>-0.712</td>
<td>-0.950</td>
<td>-1.533</td>
<td>-2.033</td>
<td>-2.478</td>
<td>-2.684</td>
<td>-2.841</td>
<td>-3.000</td>
</tr>
<tr>
<td>$SPI(t)$</td>
<td>0.905</td>
<td>0.895</td>
<td>0.952</td>
<td>0.943</td>
<td>0.933</td>
<td>0.911</td>
<td>0.916</td>
<td>0.911</td>
<td>0.894</td>
<td>0.847</td>
<td>0.815</td>
<td>0.793</td>
<td>0.794</td>
<td>0.797</td>
<td>0.800</td>
</tr>
</tbody>
</table>

Figure 3.3: SPI vs. SPI($t$)
3.3 Estimate at completion

As soon as the project has begun, there is a requirement to measure the project against the cost and schedule baselines. The information provided by the measurement of progress and the expended dollars will provide valuable information as to how to proceed, the impacts, corrective action required, and the trade-offs necessary in order to maximize profits and minimize risk [40].

The EVM indices discussed above provide early indications about project performance, thus it allows project team to adjust project strategy and take corrective actions. However, the ultimate goal for every project team is to finish the project within planned budget and schedule. Therefore, it is important for project manager to predict what would be the project final cost and duration, or called estimate at completion (EAC) from both cost and duration point of view. The following sections will discuss the methods for forecasting EAC. In order to distinguish the two terms, EAC is used to refer to estimate cost at completion, while EAC\( (t) \) refers to estimate duration at completion.

3.3.1 Estimate cost at completion

Estimate cost at completion (EAC) can be defined as the forecasting of total project costs [40]. Noted that this forecasting is different from budgeting, which is always stipulated in the contract before the execution stage begins. The difference between the budget, or called budget at completion (BAC) and the EAC is called the variance at completion (VAC). Figure 3.4 illustrates the relationships between BAC, EAC, and VAC. In this graph, an unfavorable cost overrun at the end of the project is indicated due to the EAC is higher than
the original budget (BAC). Since the EAC not only happens at the end of the project, but throughout the whole construction stage, there is forecasting of final cost for every reporting period. The EAC value can be developed by applying mathematical formulas or by extrapolation method, which is based on project team’s past experience and review of project data. In this research, only mathematical models are considered.

Since there are numbers of combinations of project performance indices, there is literally an infinite number of EAC formulas [7]. However, the generic index-based formula can be represented as:

$$EAC = ACWP_c + \frac{(BAC – BCWP_c)}{Index}$$  (3-9)

The subscript “c” indicates cumulative data. The index could be individual performance index or combination of them; it also could be cumulative index, most recent period index, average index, or index obtained by using other forecasting techniques (such as moving average, exponential smoothing etc.). Therefore, many formulas can be derived from this generic formula. The following methods were studied:
EAC_1 = ACWP_c + [(BAC – BCWP_c)/CPI_c]  \quad (3-10)

EAC_2 = ACWP_c + [(BAC – BCWP_c)/(SPI(t)_c \times CPI_c)]  \quad (3-11)

EAC_3 = ACWP_c + [(BAC – BCWP_c)/(w_1SPI(t)_c + w_2CPI_c)]  \quad (3-12)

EAC_4 = ACWP_c + [(BAC – BCWP_c)/CPI_m]  \quad (3-13)

EAC_5 = ACWP_c + [(BAC – BCWP_c)/(SPI(t)_m \times CPI_m)]  \quad (3-14)

EAC_6 = ACWP_c + [(BAC – BCWP_c)/(w_1SPI(t)_m + w_2CPI_m)]  \quad (3-15)

EAC_7 = ACWP_c + [(BAC – BCWP_c)/CPI_{MA}]  \quad (3-16)

EAC_8 = ACWP_c + [(BAC – BCWP_c)/(SPI(t)_{MA} \times CPI_{MA})]  \quad (3-17)

EAC_9 = ACWP_c + [(BAC – BCWP_c)/(w_1SPI(t)_{MA} + w_2CPI_{MA})]  \quad (3-18)

EAC_{10} = ACWP_c + [(BAC – BCWP_c)/CPI_{EX}]  \quad (3-19)

EAC_{11} = ACWP_c + [(BAC – BCWP_c)/(SPI(t)_{EX} \times CPI_{EX})]  \quad (3-20)

EAC_{12} = ACWP_c + [(BAC – BCWP_c)/(w_1SPI(t)_{EX} + w_2CPI_{EX})]  \quad (3-21)

The subscript "c" indicates the indices are obtained by using cumulative data; the subscript “m” means that the most recent month indices are used; the subscript “MA” indicates the moving average forecasting technique is used to obtain indices; and the subscript “EX” indicates the exponential smoothing technique is used to obtain indices.

One way to evaluate if the predicted EAC is reasonable is to use the To-Complete Performance Index (TCPI) [7]. The TCPI is the ratio of work remaining to the money remaining and can be mathematically represented as:

\[
TCPI_{BAC} = \frac{(BAC – BCWP_c)}{(BAC – ACWP_c)}  \quad (3-22)
\]
The TCPI represents the level of efficiency at which the contractor must operate from time now to the end of the contract to achieve the BAC. For example, at certain point of time the TCPI is 1.15, in order to complete the remaining work within the BAC the contract will have to earn $1.15 for every dollar spent.

Because many contracts will overrun the BAC, another useful form of the TCPI is shown as:

\[
TCPI_{EAC} = \frac{(BAC - BCWP_c)}{(EAC - ACWP_c)}
\] (3-23)

Christensen [7] stated a “10 percent rule”, that is, once a contract is twenty percent complete, the CPI\(_c\) does not vary from its value at that point by more than 10 percent; in fact, it tends to worsen. This rule indicates that if the contractor’s TCPI exceeds the CPI\(_c\) by more than 10 percent, and the contract is more than 20 percent complete, then the contractor’s EAC is understated. For example, at 25 percent completion point, the CPI\(_c\) and TCPI\(_{EAC}\) are 0.90 and 1.2 respectively, it will be extremely unlikely that the contractor will be able to achieve the EAC for the remainder of the contract since the TCPI\(_{EAC}\) exceeds CPI\(_c\) by 33%. Therefore, the EAC is too optimistic.

3.3.2 Estimate duration at completion

Estimate duration at completion EAC\((t)\) is to forecast the final project duration. Although EVM can be used to forecast both the project’s final cost and duration, most of the studies deal with cost. However, the total project duration is critical for a project, since a cost penalty will be incurred due to project delay. Similar to the EAC, the EAC\((t)\) should be reported periodically as soon as the execution of the project begins.
Because of the same logic, there are also infinite number of formulas can be applied to obtain EAC\(t\). A generic model can be represented as:

\[
EAC(t) = AD + \frac{(PD - ES)}{\text{Index}} \quad (3-24)
\]

Where AD is the actual duration to date, PD is the total project planned duration, and ES is the earned schedule to date. The index could be individual performance index or combination of them; it also could be cumulative index, most recent period index, average index, or index obtained by using other forecasting techniques (such as moving average, exponential smoothing etc.). The following methods were studied:

\[
EAC(t)_1 = AD + \left\{ \frac{(PD - ES)}{\text{SPI}(t)c} \right\} \quad (3-25)
\]

\[
EAC(t)_2 = AD + \left\{ \frac{(PD - ES)}{(\text{SPI}(t)c \times CPI_c)} \right\} \quad (3-26)
\]

\[
EAC(t)_3 = AD + \left\{ \frac{(PD - ES)}{(w_1\text{SPI}(t)c + w_2\text{CPI}_c)} \right\} \quad (3-27)
\]

\[
EAC(t)_4 = AD + \left\{ \frac{(PD - ES)}{\text{SPI}(t)m} \right\} \quad (3-28)
\]

\[
EAC(t)_5 = AD + \left\{ \frac{(PD - ES)}{(\text{SPI}(t)m \times CPI_m)} \right\} \quad (3-29)
\]

\[
EAC(t)_6 = AD + \left\{ \frac{(PD - ES)}{(w_1\text{SPI}(t)m + w_2\text{CPI}_m)} \right\} \quad (3-30)
\]

\[
EAC(t)_7 = AD + \left\{ \frac{(PD - ES)}{\text{SPI}(t)_{\text{MA}}} \right\} \quad (3-31)
\]

\[
EAC(t)_8 = AD + \left\{ \frac{(PD - ES)}{(\text{SPI}(t)_{\text{MA}} \times CPI_{\text{MA}})} \right\} \quad (3-32)
\]

\[
EAC(t)_9 = AD + \left\{ \frac{(PD - ES)}{(w_1\text{SPI}(t)_{\text{MA}} + w_2\text{CPI}_{\text{MA}})} \right\} \quad (3-33)
\]

\[
EAC(t)_{10} = AD + \left\{ \frac{(PD - ES)}{\text{SPI}(t)_{\text{EX}}} \right\} \quad (3-34)
\]

\[
EAC(t)_{11} = AD + \left\{ \frac{(PD - ES)}{(\text{SPI}(t)_{\text{EX}} \times CPI_{\text{EX}})} \right\} \quad (3-35)
\]

\[
EAC(t)_{12} = AD + \left\{ \frac{(PD - ES)}{(w_1\text{SPI}(t)_{\text{EX}} + w_2\text{CPI}_{\text{EX}})} \right\} \quad (3-36)
\]
The subscript "c" indicates that the indices are obtained by using cumulative data; the subscript “m” means that the most recent month indices are used; the subscript “MA” indicates the moving average forecasting technique is used to obtain indices; and the subscript “EX” indicates the exponential smoothing technique is used to obtain indices.

The To-Complete Schedule Performance Index (TCSPI) can be calculated as:

\[
\text{TCSPI}_{PD} = \frac{(PD - ES)}{(PD - AD)} \quad (3-37)
\]

or

\[
\text{TCSPI}_{EAC} = \frac{(PD - ES)}{(EAC(t) - AD)} \quad (3-38)
\]

The first equation measures the additional effort to finish the project within the planned duration; and the second equation measures the additional effort to finish the project within the latest revised (predicted) duration.

The proposed methods for forecasting total cost and duration can be applied to manage many types of projects, such as IT projects, military projects, etc. The construction projects are mainly studied in this report.

### 3.4 EAC risk assessment

#### 3.4.1 Expected value and standard deviation of cost and duration

Cooper and Davidson [9] introduced a method to determine the expected value and the standard deviation of the EAC and EAC\(t\). The formulas assuming a normal distribution and using an 80 percent confidence level are represented by Equation 3-39 and 3-40 as follows:

\[
E(\text{EAC}) = \frac{[\text{Lowest value} + 2*\text{Most likely value} + \text{Highest value}]}{4} \quad (3-39)
\]
\[
SD = \frac{\text{Highest value} - \text{Lowest value}}{2.65} \quad (3-40)
\]

where \( E(\text{EAC}) \) = expected value of EAC

\( SD \) = standard deviation of EAC

The same equations can be applied to \( \text{EAC}(t) \), therefore at the end of reporting period, expected values for final cost and duration can be obtained, as well as the standard deviation.

The studies by Lipke [27] have shown that the natural logarithms of cumulative CPI and \( \text{SPI}(t) \) are normally distributed. As a result, the logarithm of the cumulative index was used to approximate the mean value, and the logarithms of the periodic values of \( \text{CPI}_m \) and \( \text{SPI}(t)_m \) were used to estimate the standard deviations, which is expressed by Equation 3-41 [28].

\[
\sigma = \sqrt{\frac{\sum_{i=1}^{n} (\ln (i)_m - \ln i_c)^2}{n-1}} \quad (3-41)
\]

Where \( i_m \) represents the periodical index of month \( i \), and \( i_c \) represents the cumulative index up to date. Since the statistical method assumes the population examined is infinite, adjustment factors were given by the authors for cost and schedule and are expressed as Equation 3-42 and 3-43.

\[
AF_c = \sqrt{\frac{(\text{BAC} - \text{EV})}{(\text{BAC} - (\text{EV}/n))}} \quad (3-42)
\]

\[
AF_s = \sqrt{\frac{(\text{PD} - \text{ES})}{(\text{PD} - (\text{ES}/n))}} \quad (3-43)
\]

As a result, the general equation for the confidence interval is

\[
\text{CI} = \ln i_c \pm \left( Z_{a/2} \times \sigma / \sqrt{n} \right) \times AF \quad (3-44)
\]
Where \( Z_{\alpha/2} \) is the critical value for a \((1-\alpha)\%\) confidence limit.

3.4.2 Joint probability and conditional probability model for cost-schedule

By applying the equations given in previous section, a range with desired probability can be calculated for EAC and EAC(t) individually. However, decision makers often require understanding how uncertainties between cost and schedule interact. A decision maker might bet on a high-risk schedule in hopes of keeping the system’s cost within requirements. On the other side, the decision maker might be willing to spend more money in hopes of a schedule being not delayed ([16], page 309). This is a common tradeoff faced by decision makers.

When a system’s cost is the sum of many independent cost elements, normal distributions can arise. Similarly, if a system’s schedule is the sum of many independent activities, normal distribution can arise ([16], page 318). Therefore, if normal distributions characterize a system’s cost and schedule, then the bivariate normal distribution could serve as an assumed model of their joint distribution.

Assuming cost is the variable called \( X_1 \) and schedule is the variable called \( X_2 \), then the mathematical equations are:

\[
E(X_1) = \mu_{x_1} = \mu_1 \quad (3-45)
\]

\[
\text{Var}(X_1) = \sigma^2_{x_1} = \sigma^2_1 \quad (3-46)
\]

\[
E(X_2) = \mu_{x_2} = \mu_2 \quad (3-47)
\]

\[
\text{Var}(X_2) = \sigma^2_{x_2} = \sigma^2_2 \quad (3-48)
\]
\[
E(X_1|x_2) = \mu_1 + \frac{\sigma_1}{\sigma_2} \rho (x_2 - \mu_2)
\]  
(3-49)

\[
Var(X_1|x_2) = \sigma_1^2 (1 - \rho^2)
\]  
(3-50)

\[
E(X_2|x_1) = \mu_2 + \frac{\sigma_2}{\sigma_1} \rho (x_1 - \mu_1)
\]  
(3-51)

\[
Var(X_2|x_1) = \sigma_2^2 (1 - \rho^2)
\]  
(3-52)

Where \( \mu_i \) is the mean of EAC; \( \sigma_i^2 \) is the variance of EAC; \( \mu_2 \) is the mean of EAC\((t)\); \( \sigma_2^2 \) is the variance of EAC\((t)\); \( \rho \) is the coefficient of correlation between EAC and EAC\((t)\), and the admissible values for \( \rho \) are given by the interval \(-1 < \rho < 1\). The equation of calculating \( \rho \) is given by Equation 3-53.

\[
\rho = \frac{N \sum x_1 x_2 - \sum x_1 \sum x_2}{\sqrt{(N \sum x_1^2 - (\sum x_1)^2)(N \sum x_2^2 - (\sum x_2)^2)}}
\]  
(3-53)

where \( N \) is the number of periods up to date.

With the conditional mean and variance of cost \((x_1)\) given schedule \((x_2)\), the conditional probability can be determined. Similarly for conditional probability of schedule given cost.

The joint probability for given cost and schedule ranges can be obtained by using Equation 3-54.

\[
P(a_1 \leq X_1 \leq b_1 \text{ and } a_2 \leq X_2 \leq b_2) = \int_{a_1}^{b_1} \int_{a_2}^{b_2} \frac{1}{2\pi \sigma_1 \sigma_2 \sqrt{1 - \rho^2}} e^{-\frac{w}{2}} dx_1 dx_2
\]  
(3-54)

where \( w = \frac{1}{1 - \rho^2} \left\{ \left( \frac{x_1 - \mu_1}{\sigma_1} \right)^2 - 2\rho \left( \frac{x_1 - \mu_1}{\sigma_1} \right) \left( \frac{x_2 - \mu_2}{\sigma_2} \right) + \left( \frac{x_2 - \mu_2}{\sigma_2} \right)^2 \right\} \)
CHAPTER 4

COMPUTATIONAL RESULTS

4.1 Data sets

To study the 12 different methods presented in the previous chapter, three project data sets adopted from Vandevoorde and Vanhoucke [45] were analyzed. All three projects were about an airport luggage handling systems at Fabricom Airport Systems in Brussels (Belgium). Each project had a different performance. The first project was to revamp different check-in islands. The planned duration was nine months, with a BAC of €360,738. The project was delivered four months later than expected but under budget. The second project was to link two piers with fully automated baggage conveying lines. The planned duration was nine months, with a BAC of €2,875,000. The project took 12 months and had a cost overrun. The third project was to renovate the transfer baggage conveying system due to changed baggage flows and security issues. This project had a planned duration of 10 months, with a BAC of €906,000. The project finished one month earlier with a cost overrun. The three data sets are given in Appendix I and the S-curves for three projects are represented in Figure 4.1. S-curve is the graphic representative of the cumulative earned value against time. It was observed for the graph that the shape for the third project was close to the standard S-curve, while the other two projects (Project 1 and Project 2) showed some linear patterns.
4.2 Calculation of monthly performance indices

The costs given by Vandevoorde and Vanhoucke [45] are all cumulative data, therefore the cumulative performance indices can be calculated directly using Equation 3-1 to 3-5. In order to obtain monthly individual indices, cumulative costs were transformed to monthly data. This was done by deducting the cumulative cost of previous month from the cumulative cost of current month. Using the same equation, CPI$_m$ can be calculated for each month. The SPI$_m$ is obtained by transforming cumulative ES to monthly ES. Since the denominator is 1 (month), the monthly ES is the SPI$_m$. Taking the first project as an example, during the first two months the BCWP$_c$ are 25,645 and 68,074 respectively, and the ACWP$_c$ are €25,567 and €66,293 respectively. Then the monthly values for the BCWP$_m$ are €25,645 and €42,429; and the ACWP$_m$ are €25,567 and €40,726. The CPI$_m$ for the first two months are calculated as 1.003 (BCWP$_m$/ ACWP$_m$ = 25,645/25,567 = 1.003) and 1.042 (BCWP$_m$/ ACWP$_m$ = 42,429/40,726 = 1.042). As expressed by Equation 3-7, the formula to calculate
SPI(t) is ES/AT. Using the same logic, the generic equation to obtain monthly SPI(\(t\)) can be stated as:

\[
\text{SPI}(t)_{m} = \frac{\text{ES}_{n+1} - \text{ES}_{n}}{\text{AT}_{n+1} - \text{AT}_{n}}
\]

(4-1)

Where ES\(_{n}\) means the earned schedule of month \(n\). Since the difference between actual time of month \(n+1\) and month \(n\) is always 1, the denominator of Equation 4-1 equals 1. For the same example showed above, the cumulative ES has been obtained as 0.885 and 1.742 for the first two months, therefore the SPI(\(t\)) of month 1 and 2 are 0.885 and 0.857

\[
\left(\frac{1.742 - 0.885}{2 - 1}\right) = 0.857.
\]

Repeating the same calculations, all monthly indices were obtained.

4.3 Forecasting using moving average

The problem of using monthly performance indices to predict EAC is that when project performance is not stable, that is the project performs well during certain period(s) but performs badly during other period(s), the forecasting of EAC based on monthly performance would deviate dramatically from its true value. One solution to this problem could be using the indices obtained by applying moving average to predict EAC. Moving average is one of the simplest forecasting methods, which averages the last \(m\) observations.

In this research, three-month (\(m=3\)) moving average was used. There are two reasons for choosing the three-month window: (1) the 3 projects studied are short durations; (2) based on the conclusion given by Christensen (1993) averaging over short periods (e.g., three months) is more accurate than averaging over longer periods (e.g., 6-12 months). The three-month moving average indices were calculated using the mean value of current month and previous two month indices. Figure 4.2 shows the monthly CPI and three month average CPI for the
first project, it can be seen that the performance indices averaging over three months are smoother throughout the project than the monthly indices.

**Figure 4.2:** Monthly CPI vs. three month average CPI

### 4.4 Forecasting using exponential smoothing

In addition to using moving average, another method for forecasting could be the use of exponential smoothing. Exponential smoothing is a sophisticated weighted moving average method. Instead of giving the same weight for current and previous data, the idea of exponential smoothing method is to assign more weight to the latest observation and less weight to the older observations. The equation of performance indices by using exponential smoothing can be expressed as:

\[
\text{Index}_t = \alpha \text{A}_t + (1 - \alpha) \text{Index}_{t-1}
\]  

Where \( \text{Index}_t \) is the index used to obtain EAC at the end of month \( t \); \( \text{A}_t \) is the actual performance index during the \( t \) month; and \( \alpha \) is a parameter \( (0 \leq \alpha \leq 1) \) called the smoothing constant. Further extension of formula 4-2 can be displayed as:
\[
\text{Index}_t = \alpha A_t + (1 - \alpha) \left[ \alpha A_{t-1} + (1-\alpha) \text{Index}_{t-2} \right]
\]
\[
= \alpha A_t + \alpha (1 - \alpha) A_{t-1} + (1-\alpha)^2 \left[ \alpha A_{t-2} + (1-\alpha) \text{Index}_{t-3} \right]
\]
\[
= \alpha A_t + \alpha (1 - \alpha) A_{t-1} + \alpha (1-\alpha)^2 A_{t-2} + (1-\alpha)^3 \text{Index}_{t-3}
\]
\[
\vdots
\]
\[
= \alpha \sum_{k=0}^{t-1} (1-\alpha)^k A_{t-k} + (1-\alpha)^t \times \text{Index}_0
\]

(4-3)

From Equation 4-3, it can be seen that the most recent performance is given the most weight \(\alpha\), the period before is given the weight of \(\alpha (1-\alpha)\), and \(\alpha (1-\alpha)^2\) for 2 periods before, and so on. In order to calculating the index for each month, a starting value of Index is required. Since no historical data are available, 1 is used as the initial value. Taking the first project as an example, it has been calculated that the monthly CPI \(m\) for the first and second month are 1.003 and 1.042 respectively, then the index used to predict EAC at the end of month 2 can be calculated using equation 4-2 (supposing \(\alpha\) equals 0.1).

\[
\text{Index}_2 = 0.1 \text{CPI}_2 + 0.1 \times (1-0.1) \text{CPI}_1 + (1-0.1)^2 \times 1
\]
\[
= 0.1 \times 1.042 + 0.1 \times 0.9 \times 1.003 + 0.9^2 \times 1 = 1.004
\]

1.004 is then used as the CPI at the end second month to predict EAC (by using Equation 3-19 to Equation 3-21).

4.5 Computational results

4.5.1 Computational results of estimate cost at completion

Detail calculations and results are given in Appendix II to Appendix VII. Figure 4.3 displays the comparison of EAC obtained by using different indices. It is obvious from the
graphs that the EAC by using monthly indices deviate the most from actual value, which indicates that the monthly project performances fluctuate dramatically over periods. From Appendix II, the range of monthly CPI$_m$ is from 0.485 to 2.725. The mean absolute percent error (MAPE) was used to compare different methods. The MAPE can be defined by:

\[
\text{MAPE} = \frac{100}{T} \sum_{i=1}^{T} \frac{|\text{Actual cost} - \text{EAC}_i|}{\text{Actual cost}}
\]  

(4-4)

Where actual cost is equal to the final cost of the project, which is a constant value for each project. EAC$_i$ is the estimate of final cost/schedule at the end of period $i$; $i = 1, \ldots, T$, and $T$ is the final length of the project. The MAPEs for the first project using the 12 methods (Equation 3-10 to Equation 3-21) are summarized in Table 4.1. Among the 12 methods, the EACs calculated by using exponential smoothing indices are slightly better than the EACs obtained by using cumulative performance indices. It is also observed that using SCI as the index produces higher EACs, this is due to the unfavorable schedule performance, which makes the product of SPI and CPI low.

**Table 4.1: MAPE of the EAC for the first project**

<table>
<thead>
<tr>
<th>Method</th>
<th>MAPE</th>
<th>Method</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cumulative index</strong></td>
<td></td>
<td><strong>Moving average</strong></td>
<td></td>
</tr>
<tr>
<td>1. CPI</td>
<td>1.70%</td>
<td>7. CPI</td>
<td>4.73%</td>
</tr>
<tr>
<td>2. CPI*SPI (SCI)</td>
<td>4.46%</td>
<td>8. CPI*SPI (SCI)</td>
<td>5.88%</td>
</tr>
<tr>
<td>3. Weighted SCI</td>
<td>1.70%</td>
<td>9. Weighted SCI</td>
<td>3.67%</td>
</tr>
<tr>
<td><strong>Monthly index</strong></td>
<td></td>
<td><strong>Exponential smoothing</strong></td>
<td></td>
</tr>
<tr>
<td>4. CPI</td>
<td>7.51%</td>
<td>10. CPI</td>
<td>1.65%</td>
</tr>
<tr>
<td>5. CPI*SPI (SCI)</td>
<td>18.98%</td>
<td>11. CPI*SPI (SCI)</td>
<td>4.30%</td>
</tr>
<tr>
<td>6. Weighted SCI</td>
<td>7.54%</td>
<td>12. Weighted SCI</td>
<td>1.68%</td>
</tr>
</tbody>
</table>
Figure 4.3: Comparison of EAC for the first project
The selection of weights for SPI ($w_1$) and weights for CPI ($w_2$) should based on project team’s experience and reflect current project needs. Therefore, they should be input parameters to the proposed composite indices methods. The main objective of this study is to compare different forecasting techniques, the values for $w_1$ and $w_2$ are obtained by using Microsoft Excel Solver, such that the MAPE is minimized. The smoothing constant $\alpha$ is also selected by using the solver after obtaining $w_1$ and $w_2$. The optimal values of $\alpha$ are given in Appendix II to Appendix VII for each of three project. The resulting EACs for project 2 and 3 are presented by Figure 4.4 and 4.5 respectively; and the corresponding MAPE are summarized in Table 4.2 and 4.3.

**Table 4.2:** MAPE of the EAC for the second project

<table>
<thead>
<tr>
<th>Method</th>
<th>MAPE</th>
<th>Method</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cumulative index</strong></td>
<td></td>
<td><strong>Moving average</strong></td>
<td></td>
</tr>
<tr>
<td>1. CPI</td>
<td>3.31%</td>
<td>7. CPI</td>
<td>3.41%</td>
</tr>
<tr>
<td>2. CPI*SPI (SCI)</td>
<td>6.60%</td>
<td>8. CPI*SPI (SCI)</td>
<td>7.10%</td>
</tr>
<tr>
<td>3. Weighted SCI</td>
<td>2.20%</td>
<td>9. Weighted SCI</td>
<td>3.23%</td>
</tr>
<tr>
<td><strong>Monthly index</strong></td>
<td></td>
<td><strong>Exponential smoothing</strong></td>
<td></td>
</tr>
<tr>
<td>4. CPI</td>
<td>3.84%</td>
<td>10. CPI</td>
<td>3.52%</td>
</tr>
<tr>
<td>5. CPI*SPI (SCI)</td>
<td>16.86%</td>
<td>11. CPI*SPI (SCI)</td>
<td>3.52%</td>
</tr>
<tr>
<td>6. Weighted SCI</td>
<td>3.58%</td>
<td>12. Weighted SCI</td>
<td>3.01%</td>
</tr>
</tbody>
</table>

For the second project, the method of using cumulative indices produces the smallest error, and the method of exponential smoothing is the second best. Note that the second project is both cost overrun and schedule delay, the unfavorable CPI ($\text{CPI}<1$) and the SPI ($\text{SPI}<1$) produce lower SCI, therefore it can be seen from the graph that the results obtained by using SCI have the greatest variation.
Figure 4.4: Comparison of EAC for the second project
Figure 4.5: Comparison of EAC for the third project
Table 4.3: MAPE of the EAC for the third project

<table>
<thead>
<tr>
<th>Method</th>
<th>MAPE</th>
<th>Method</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cumulative index</td>
<td></td>
<td>Moving average</td>
<td></td>
</tr>
<tr>
<td>1. CPI</td>
<td>2.07%</td>
<td>7. CPI</td>
<td>1.22%</td>
</tr>
<tr>
<td>2. CPI*SPI (SCI)</td>
<td>4.21%</td>
<td>8. CPI*SPI (SCI)</td>
<td>2.66%</td>
</tr>
<tr>
<td>3. Weighted SCI</td>
<td>2.86%</td>
<td>9. Weighted SCI</td>
<td>2.89%</td>
</tr>
<tr>
<td>Monthly index</td>
<td></td>
<td>Exponential smoothing</td>
<td></td>
</tr>
<tr>
<td>4. CPI</td>
<td>1.80%</td>
<td>10. CPI</td>
<td>1.81%</td>
</tr>
<tr>
<td>5. CPI*SPI (SCI)</td>
<td>4.43%</td>
<td>11. CPI*SPI (SCI)</td>
<td>4.40%</td>
</tr>
<tr>
<td>6. Weighted SCI</td>
<td>2.19%</td>
<td>12. Weighted SCI</td>
<td>2.29%</td>
</tr>
</tbody>
</table>

For the third project, using moving average gives the smallest error. The results calculated by SCI still show the greatest variation, but this time instead of higher than the actual value, most of the results are lower than the actual cost. This is because the third project had cost overrun but was finished 1 month earlier than the schedule, the product of SPI and CPI produces higher value than CPI alone, therefore the forecasting of EAC by using SCI gives lower values.

4.5.2 Computational results of duration estimate at completion

Figure 4.6 to Figure 4.8 display the comparison of EAC(t) using 12 methods for the 3 projects. And Table 4.4 to Table 4.6 give the corresponding MAPE.

For the first project, all 12 methods produce relatively large error compared to their cost forecast and the other two projects duration forecast. Observation of the monthly schedule performance indices reveals that the project had little schedule lag during the first half of its construction; however the schedule performance was extremely poor during the second half of the project. This extreme case leads to optimistic forecasting of duration at first and pessimistic forecasting of duration later. This trend can be seen from Figure 4.6. In this case, using the exponential smoothing of monthly SPI gives the best result.
(a) EAC(t) using CPI as performance index

(b) EAC(t) using SCI as performance index

(c) EAC(t) using weighted SCI as performance index

Figure 4.6: Comparison of EAC(t) for the first project
### Table 4.4: MAPE of the EAC(t) for the first project

<table>
<thead>
<tr>
<th>Method</th>
<th>MAPE</th>
<th>Method</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cumulative index</strong></td>
<td></td>
<td><strong>Moving average</strong></td>
<td></td>
</tr>
<tr>
<td>1. SPI</td>
<td>14.03%</td>
<td>7. SPI</td>
<td>15.96%</td>
</tr>
<tr>
<td>2. CPI*SPI (SCI)</td>
<td>15.18%</td>
<td>8. CPI*SPI (SCI)</td>
<td>15.55%</td>
</tr>
<tr>
<td>3. Weighted SCI</td>
<td>14.03%</td>
<td>9. Weighted SCI</td>
<td>13.01%</td>
</tr>
<tr>
<td><strong>Monthly index</strong></td>
<td></td>
<td><strong>Exponential smoothing</strong></td>
<td></td>
</tr>
<tr>
<td>4. SPI</td>
<td>20.34%</td>
<td>10. SPI</td>
<td>13.22%</td>
</tr>
<tr>
<td>5. CPI*SPI (SCI)</td>
<td>27.04%</td>
<td>11. CPI*SPI (SCI)</td>
<td>15.97%</td>
</tr>
</tbody>
</table>

For the second project, using the exponential smoothing of SCI gives the smallest error. However, there are relatively small differences between methods of cumulative indices, moving average indices and exponential smoothing indices.
Figure 4.7: Comparison of EAC(t) for the second project
(a) EAC($t$) using CPI as performance index

(b) EAC($t$) using SCI as performance index

(c) EAC using weighted SCI as performance index

**Figure 4.8:** Comparison of EAC($t$) for the third project
### Table 4.6: MAPE of the EAC(t) for the third project

<table>
<thead>
<tr>
<th>Method</th>
<th>MAPE</th>
<th>Method</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cumulative index</strong></td>
<td></td>
<td><strong>Moving average</strong></td>
<td></td>
</tr>
<tr>
<td>1. SPI</td>
<td>4.64%</td>
<td>7. SPI</td>
<td>3.97%</td>
</tr>
<tr>
<td>2. CPI*SPI (SCI)</td>
<td>5.17%</td>
<td>8. CPI*SPI (SCI)</td>
<td>4.69%</td>
</tr>
<tr>
<td>3. Weighted SCI</td>
<td>4.64%</td>
<td>9. Weighted SCI</td>
<td>3.97%</td>
</tr>
<tr>
<td><strong>Monthly index</strong></td>
<td></td>
<td><strong>Exponential smoothing</strong></td>
<td></td>
</tr>
<tr>
<td>4. SPI</td>
<td>5.02%</td>
<td>10. SPI</td>
<td>4.64%</td>
</tr>
<tr>
<td>5. CPI*SPI (SCI)</td>
<td>4.93%</td>
<td>11. CPI*SPI (SCI)</td>
<td>3.48%</td>
</tr>
<tr>
<td>6. Weighted SCI</td>
<td>4.97%</td>
<td>12. Weighted SCI</td>
<td>4.64%</td>
</tr>
</tbody>
</table>

For the third project, the best result is obtained by using exponential smoothing of weighted SCI. Using cumulative indices also gives good results.

### 4.6 Risk assessment

#### 4.6.1 Confidence interval by using Cooper’s method

By applying Equation 3-39 and 3-40, at the end of each period expected value and standard deviation can be obtained for EAC and EAC(t). For example, at the end of the 4th month, the EACs and EAC(t)s for the first project are calculated by using the 12 methods and are summarized in Table 4.7.

### Table 4.7: EAC and EAC(t) for the first project at the end of 4th month

<table>
<thead>
<tr>
<th>Cost (Thousands of €)</th>
<th>Duration (Month)</th>
</tr>
</thead>
<tbody>
<tr>
<td>EAC₁</td>
<td>EAC(t)₁</td>
</tr>
<tr>
<td>EAC₂</td>
<td>EAC(t)₂</td>
</tr>
<tr>
<td>EAC₃</td>
<td>EAC(t)₃</td>
</tr>
<tr>
<td>EAC₄</td>
<td>EAC(t)₄</td>
</tr>
<tr>
<td>EAC₅</td>
<td>EAC(t)₅</td>
</tr>
<tr>
<td>EAC₆</td>
<td>EAC(t)₆</td>
</tr>
<tr>
<td>EAC₇</td>
<td>EAC(t)₇</td>
</tr>
<tr>
<td>EAC₈</td>
<td>EAC(t)₈</td>
</tr>
<tr>
<td>EAC₉</td>
<td>EAC(t)₉</td>
</tr>
<tr>
<td>EAC₁₀</td>
<td>EAC(t)₁₀</td>
</tr>
<tr>
<td>EAC₁₁</td>
<td>EAC(t)₁₁</td>
</tr>
<tr>
<td>EAC₁₂</td>
<td>EAC(t)₁₂</td>
</tr>
</tbody>
</table>
The lowest and highest values for EAC are 321,103 and 431,824 respectively; the lowest and highest values for EAC\((t)\) are 8.69 and 10.91 respectively. The most likely value used in Equation 3-39 should be based on past experience and review of project data (Stephenson, 2004). In the calculations below, 357,000 for cost and 9.6 for schedule, which are close to the median values were assumed to be the most likely values to calculate the mean and the standard deviation.

\[
\text{E(EAC)} = \frac{(321,103 + 2*357,000 + 431,824)}{4} = 366,732
\]

\[
\text{SD(EAC)} = \frac{(431,824 - 321,103)}{2.65} = 41,782
\]

\[
\text{E(EAC}(t)) = \frac{(8.69 + 2*9.6 + 10.91)}{4} = 9.7
\]

\[
\text{SD(EAC}(t)) = \frac{(10.91 - 8.69)}{2.65} = 0.84
\]

Therefore, the 95.5% confidence interval for EAC estimated at the end of month 4 is [283,168, 450,296], and the 95.5% confidence interval for EAC\((t)\) estimated at the end of month four is [8.02, 11.38].

Confidence intervals were calculated for each project at completion of 25%, 50%, 75%, and 90%, which are the ratio of earned value to date to the planned value. The results are summarized in Table 4.8 to Table 4.10.

**Table 4.8:** Confidence interval of EAC and EAC\((t)\) of the first project

<table>
<thead>
<tr>
<th>Percent Completion</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>90%</th>
<th>100% (Actual Value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E(EAC)</td>
<td>307,312</td>
<td>343,124</td>
<td>355,521</td>
<td>351,041</td>
<td>349,379</td>
</tr>
<tr>
<td>SD(EAC)</td>
<td>49,260</td>
<td>13,935</td>
<td>7,074</td>
<td>11,209</td>
<td>--</td>
</tr>
<tr>
<td>95.5% CI of cost</td>
<td>[208,791 to 405,833]</td>
<td>[315,254 to 370,995]</td>
<td>[341,372 to 369,670]</td>
<td>[328,623 to 373,459]</td>
<td>--</td>
</tr>
<tr>
<td>E(EAC((t))</td>
<td>8.68</td>
<td>9.06</td>
<td>9.64</td>
<td>12.73</td>
<td>13.00</td>
</tr>
<tr>
<td>SD(EAC((t))</td>
<td>1.27</td>
<td>0.39</td>
<td>0.29</td>
<td>0.95</td>
<td>--</td>
</tr>
<tr>
<td>95.5% CI of duration</td>
<td>[6.13, 11.22]</td>
<td>[8.28, 9.84]</td>
<td>[9.05, 10.23]</td>
<td>[10.82, 14.63]</td>
<td>--</td>
</tr>
</tbody>
</table>
Table 4.9: Confidence interval of EAC and EAC(t) of the second project

<table>
<thead>
<tr>
<th>Percent Completion</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>90%</th>
<th>100%</th>
<th>Actual Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>E(EAC)</td>
<td>3,079</td>
<td>3,183</td>
<td>3,475</td>
<td>3,347</td>
<td>3,247</td>
<td></td>
</tr>
<tr>
<td>SD(EAC)</td>
<td>297</td>
<td>154</td>
<td>350</td>
<td>95</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>95.5% CI of cost</td>
<td>[2,484 to 3,674]</td>
<td>[2,876 to 3,490]</td>
<td>[2,775 to 4,176]</td>
<td>[3,158 to 3,536]</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>E(EAC(t))</td>
<td>9.76</td>
<td>10.58</td>
<td>12.52</td>
<td>11.88</td>
<td>12.00</td>
<td></td>
</tr>
<tr>
<td>SD(EAC(t))</td>
<td>1.10</td>
<td>0.52</td>
<td>1.38</td>
<td>0.44</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>95.5% CI of duration</td>
<td>[7.56, 11.96]</td>
<td>[9.54, 11.62]</td>
<td>[9.76, 15.27]</td>
<td>[11.01, 12.75]</td>
<td>--</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.10: Confidence interval of EAC and EAC(t) of the third project

<table>
<thead>
<tr>
<th>Percent Completion</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>90%</th>
<th>100%</th>
<th>Actual Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>E(EAC)</td>
<td>935</td>
<td>912</td>
<td>916</td>
<td>941</td>
<td>952</td>
<td></td>
</tr>
<tr>
<td>SD(EAC)</td>
<td>22</td>
<td>22</td>
<td>11</td>
<td>9</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>95.5% CI of cost</td>
<td>[890, 979]</td>
<td>[867, 956]</td>
<td>[894, 937]</td>
<td>[923, 958]</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>E(EAC(t))</td>
<td>9.90</td>
<td>9.57</td>
<td>9.20</td>
<td>8.75</td>
<td>9.00</td>
<td></td>
</tr>
<tr>
<td>SD(EAC(t))</td>
<td>0.35</td>
<td>0.21</td>
<td>0.14</td>
<td>0.21</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>95.5% CI of duration</td>
<td>[9.19, 10.60]</td>
<td>[9.15, 9.98]</td>
<td>[8.92, 9.49]</td>
<td>[8.33, 9.17]</td>
<td>--</td>
<td></td>
</tr>
</tbody>
</table>

4.6.2 Confidence interval by using Lipke’s method

By applying Equation 3-41 to Equation 3-43, confidence intervals can be obtained at the end of each period. In Lipke’s model, since the confidence intervals are logarithms of the cumulative indices, the conversion is required to calculate the bounds for final cost and duration. To show the application of Lipke’s method, the calculations for the first project at the end of month 4 are illustrated. The cumulative and monthly values for performance indices have been obtained for the first 4 months, with which the logarithms for the monthly indices can be easily calculated. Table 4-11 summaries these values.
Table 4.11: Logarithms of monthly indices for the first 4 months of the first project

<table>
<thead>
<tr>
<th>Month</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPI</td>
<td>1.0031</td>
<td>1.0269</td>
<td>1.1385</td>
<td>1.0094</td>
</tr>
<tr>
<td>CPI(_m)</td>
<td>1.0031</td>
<td>1.0418</td>
<td>1.7551</td>
<td>0.7888</td>
</tr>
<tr>
<td>Ln(CPI(_m))</td>
<td>0.0030</td>
<td>0.0410</td>
<td>0.5625</td>
<td>-0.2373</td>
</tr>
<tr>
<td>SPI((_t))(_c)</td>
<td>0.8851</td>
<td>0.8709</td>
<td>0.9151</td>
<td>0.9289</td>
</tr>
<tr>
<td>SPI((_t))(_m)</td>
<td>0.8851</td>
<td>0.8568</td>
<td>1.0036</td>
<td>0.9702</td>
</tr>
<tr>
<td>Ln[SPI((_t))(_m)]</td>
<td>-0.1221</td>
<td>-0.1546</td>
<td>0.0036</td>
<td>-0.0303</td>
</tr>
</tbody>
</table>

To calculate standard deviations, logarithms of cumulative indices are required. For cost, the value is 0.0094 (ln1.0094 = 0.0094); and -0.0738 (ln0.9289 = -0.0738) for schedule.

Then by using Equation 3-41, standard deviations can be obtained.

\[
\sigma_{\text{cost}} = \sqrt[4-1]{\sum_{i=1}^{4} (\ln \text{CPI}(i) - \ln \text{CPI}_c)^2}
\]

\[
= \sqrt{\frac{(0.003 - 0.0094)^2 + (0.041 - 0.0094)^2 + (0.5625 - 0.0094)^2 + (-0.2373 - 0.0094)^2}{4-1}}
\]

\[
= 0.3502
\]

\[
\sigma_{\text{schedule}} = \sqrt[4-1]{\sum_{i=1}^{4} (\ln \text{SPI}(i) - \ln \text{SPI}_c)^2}
\]

\[
= \sqrt{\frac{(-0.1221 + 0.0738)^2 + (-0.1546 + 0.0738)^2 + (0.0036 + 0.0738)^2 + (-0.0303 + 0.0738)^2}{4-1}} = 0.0747
\]

Adjusted factors can be calculated by using Equation 3-42 and 3-43.

\[
\text{AF}_c = \sqrt{\text{BAC} - \text{EV}_c}/\sqrt{\text{BAC} - (\text{EV}_c/4)} = \sqrt{(360,738 - 125,244)/(360,738 - (125,244/4))} = 0.8455
\]

\[
\text{AF}_s = \sqrt{\text{PD} - \text{ES}_a}/\sqrt{\text{PD} - (\text{ES}_a/n)} = \sqrt{(9 - 3.716)/(9 - (3.716/4))} = 0.8091
\]

Then by using Equation 3-44, 95.5% confidence interval can be obtained.

\[
\text{CI}_1 = \ln \text{CPI}_c \pm Z^* \sigma_{\text{cost}} / \sqrt{4} \times \text{AF}_{\text{cost}} = 0.0094 \pm 2 \times 0.3502/2 \times 0.8455 = 0.0094 \pm 0.2961
\]
\[ \text{CI}_2 = \ln \text{SPI}(t_c) \pm Z^* \sigma_{\text{schedule}} / \sqrt{4} * \text{AF}_{\text{schedule}} = -0.0738 \pm 2*0.0747/2*0.8091 = -0.0738 \pm 0.0604 \]

Finally, by raising the natural number “e” to the power of the extreme values of indices, the bounds for final cost and duration can be obtained.

\[ \text{EAC}_{1H} = \text{BAC} / e^{-0.2867} = 360,738/0.7507 = 480,512 \]

\[ \text{EAC}_{1L} = \text{BAC} / e^{0.3055} = 360,738/1.3573 = 265,775 \]

\[ \text{EAC}(t)_{1H} = \text{PD} / e^{-0.134} = 9/0.8744 = 10.29 \]

\[ \text{EAC}(t)_{1L} = \text{PD} / e^{-0.0134} = 9/0.9867 = 9.12 \]

To compare with Cooper’s method, confidence intervals were calculated for each project by applying Lipke’s method. The results are represented in Table 4.12 to Table 4.14.

**Table 4.12:** Confidence interval by using Lipke’s method of the first project

<table>
<thead>
<tr>
<th></th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>90%</th>
<th>100% (Actual Value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>In index(_c)</td>
<td>0.130</td>
<td>0.038</td>
<td>0.034</td>
<td>0.035</td>
<td></td>
</tr>
<tr>
<td>Sigma</td>
<td>0.325</td>
<td>0.298</td>
<td>0.267</td>
<td>0.458</td>
<td></td>
</tr>
<tr>
<td>Adjusted Factor</td>
<td>0.906</td>
<td>0.710</td>
<td>0.540</td>
<td>0.317</td>
<td></td>
</tr>
<tr>
<td>95.5% CI of cost</td>
<td>[225,547]</td>
<td>[445,139]</td>
<td>[287,453]</td>
<td>[310,028]</td>
<td>[392,349]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>90%</th>
<th>100% (Actual Value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>In index(_c)</td>
<td>-0.089</td>
<td>-0.050</td>
<td>-0.069</td>
<td>-0.331</td>
<td></td>
</tr>
<tr>
<td>Sigma</td>
<td>0.084</td>
<td>0.083</td>
<td>0.088</td>
<td>0.558</td>
<td></td>
</tr>
<tr>
<td>Adjusted Factor</td>
<td>0.880</td>
<td>0.726</td>
<td>0.649</td>
<td>0.468</td>
<td></td>
</tr>
<tr>
<td>95.5% CI of duration</td>
<td>[9.03, 10.71]</td>
<td>[8.97, 9.98]</td>
<td>[9.20, 10.10]</td>
<td>[10.62, 14.78]</td>
<td>13.00</td>
</tr>
</tbody>
</table>

**Table 4.13:** Confidence interval by using Lipke’s method of the second project

<table>
<thead>
<tr>
<th></th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>90%</th>
<th>100% (Actual Value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>In index(_c)</td>
<td>-0.080</td>
<td>-0.072</td>
<td>-0.113</td>
<td>-0.131</td>
<td></td>
</tr>
<tr>
<td>Sigma</td>
<td>0.031</td>
<td>0.105</td>
<td>0.115</td>
<td>0.120</td>
<td></td>
</tr>
<tr>
<td>Adjusted Factor</td>
<td>0.902</td>
<td>0.742</td>
<td>0.513</td>
<td>0.344</td>
<td></td>
</tr>
<tr>
<td>95.5% CI of cost</td>
<td>[3,013, 3.217]</td>
<td>[2.883, 3.313]</td>
<td>[3,086, 3.354]</td>
<td>[3.194, 3.365]</td>
<td>3.247</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>90%</th>
<th>100% (Actual Value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>In index(_c)</td>
<td>-0.126</td>
<td>-0.166</td>
<td>-0.255</td>
<td>-0.267</td>
<td></td>
</tr>
<tr>
<td>Sigma</td>
<td>0.510</td>
<td>0.369</td>
<td>0.333</td>
<td>0.330</td>
<td></td>
</tr>
<tr>
<td>Adjusted Factor</td>
<td>0.885</td>
<td>0.764</td>
<td>0.584</td>
<td>0.404</td>
<td></td>
</tr>
<tr>
<td>95.5% CI of duration</td>
<td>[6.06, 17.18]</td>
<td>[8.25, 13.67]</td>
<td>[10.12, 13.61]</td>
<td>[10.81, 12.80]</td>
<td>12.00</td>
</tr>
</tbody>
</table>
Table 4.14: Confidence interval by using Lipke’s method of the third project

<table>
<thead>
<tr>
<th></th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>90%</th>
<th>100% (Actual Value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln index&lt;sub&gt;c&lt;/sub&gt;</td>
<td>-0.029</td>
<td>-0.025</td>
<td>-0.026</td>
<td>-0.041</td>
<td></td>
</tr>
<tr>
<td>Sigma</td>
<td>0.044</td>
<td>0.035</td>
<td>0.050</td>
<td>0.066</td>
<td></td>
</tr>
<tr>
<td>Adjusted Factor</td>
<td>0.931</td>
<td>0.791</td>
<td>0.467</td>
<td>0.292</td>
<td></td>
</tr>
<tr>
<td>95.5% CI of cost</td>
<td>[890, 978]</td>
<td>[903, 955]</td>
<td>[912, 947]</td>
<td>[930, 958]</td>
<td>952</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>90%</th>
<th>100% (Actual Value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln index&lt;sub&gt;c&lt;/sub&gt;</td>
<td>0.018</td>
<td>0.040</td>
<td>0.079</td>
<td>0.125</td>
<td></td>
</tr>
<tr>
<td>Sigma</td>
<td>0.042</td>
<td>0.071</td>
<td>0.079</td>
<td>0.130</td>
<td></td>
</tr>
<tr>
<td>Adjusted Factor</td>
<td>0.879</td>
<td>0.807</td>
<td>0.627</td>
<td>0.483</td>
<td></td>
</tr>
<tr>
<td>95.5% CI of duration</td>
<td>[9.41, 10.25]</td>
<td>[9.07, 10.17]</td>
<td>[8.87, 9.62]</td>
<td>[8.42, 9.25]</td>
<td>9.00</td>
</tr>
</tbody>
</table>

4.6.3 Comparison of Cooper’s method and Lipke’s method

The comparisons between Cooper’s method and Lipke’s method to predict the confidence interval of EAC were graphed using Figure 4.9 to Figure 4.11.

Figure 4.9: Comparison of confidence interval of EAC for the first project

Figure 4.10: Comparison of confidence interval of EAC for the second project
Figure 4.11: Comparison of confidence interval of EAC for the third project

It can be seen from above figures that the predicted confidence intervals are more accurate when the projects close to the end. However, neither method is consistently better than the other. Lipke’s method gave better result for the 2\textsuperscript{nd} and the 3\textsuperscript{rd} projects, but not for the 1\textsuperscript{st} project.

The comparisons between Cooper’s method and Lipke’s method to predict the confidence interval of EAC(t) were given by Figure 4.12 to Figure 4.14.

Figure 4.12: Comparison of confidence interval of EAC(t) for the first project
4.6.4 Joint and conditional probability for cost and schedule

Often times, decision makers may want to know “What is the chance the project can be
delivered within given cost and schedule?” or “What the cost might be for a given schedule?”.
The bivariate normal distribution equations presented previously can be used to answer these
questions. For example, at the end of the 4th month, the project manager wants to know what
the probability would be if the given cost and schedule are less than €370,000 and 10 months
respectively, and what the expected cost might be if the project should be finished with the
duration of 10 months. By applying Equation 3-54 and 3-49 these two question can be
In section 4.6.1, it has been calculated that $\mu_1=366,732$, $\mu_2=9.7$, $\sigma_1=41,782$, and $\sigma_2=0.84$.

The calculation of $\rho$ (Equation 3-53) at the end of month 4 for the first project is shown in the following table.

<table>
<thead>
<tr>
<th>Actual cost $(x_1)$</th>
<th>Duration $(x_2)$</th>
<th>$x_1^2$</th>
<th>$x_2^2$</th>
<th>$x_1x_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25,567</td>
<td>1</td>
<td>653671489</td>
<td>1</td>
<td>25,567</td>
</tr>
<tr>
<td>66,293</td>
<td>2</td>
<td>4.395E+09</td>
<td>4</td>
<td>132,586</td>
</tr>
<tr>
<td>78,293</td>
<td>3</td>
<td>6.13E+09</td>
<td>9</td>
<td>234,879</td>
</tr>
<tr>
<td>124,073</td>
<td>4</td>
<td>1.539E+10</td>
<td>16</td>
<td>496,292</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>294,226</strong></td>
<td><strong>2.657E+10</strong></td>
<td><strong>30</strong></td>
<td><strong>889,324</strong></td>
</tr>
</tbody>
</table>

By applying Equation 3-53:

$$\rho = \frac{\sum x_1x_2 - \sum x_1\sum x_2}{\sqrt{(\sum x_1^2 - (\sum x_1)^2)(\sum x_2^2 - (\sum x_2)^2)}} = \frac{4 * 889,324 - 294,226 * 10}{\sqrt{(42.657E+10 - (294,226)^2) * (4 * 30 - 10)^2}} = 0.9793$$

Therefore,

$$w = \frac{1}{1 - 0.979^2} \left\{ \left( \frac{x_1 - 366732}{41782} \right)^2 - 2 * 0.979 \left( \frac{x_1 - 366732}{41782} \right) \left( \frac{x_2 - 9.7}{0.84} \right) + \left( \frac{x_2 - 9.7}{0.84} \right)^2 \right\}$$
The probability is obtained as $P(X_1 \leq 380,000 \text{ and } X_2 \leq 10) = 60.08\%$.

The conditional mean and variance are calculated as:

$$E(X_1 | x_2 = 10) = \mu_1 + \frac{\sigma_1}{\sigma_2} \rho(x_2 - \mu_2)$$

$$= 366,732 + \frac{41,782}{0.84} \cdot 0.979 \cdot (10 - 9.7) = €381,341$$

$$\sigma(X_1 | x_2 = 10) = \sigma_1 \sqrt{1 - \rho^2} = 41,782 \cdot 0.204 = 8,524$$

$$P(X_1 | x_2 = 10) = 44\%$$
CHAPTER 5

CONCLUSIONS AND RECOMMENDATIONS

5.1 Conclusions

To predict the final cost and duration of projects throughout the whole construction stage, 12 methods have been applied and compared. These 12 methods include the technique of using cumulative indices, periodic indices, composite indices, moving average, and exponential smoothing. For the given three project data sets, it was observed that no one method constantly outperformed the other methods. However, it was found that using monthly periodic indices to predict cost and duration gave the least accurate results for all three projects. Three out of six best results were obtained by using exponential smoothing; two out of six best results were obtained by using moving average; and one out of six best results were obtained by using cumulative index. Although by using cumulative indices only produced 17% of the best results, it was found that the results were near the best one. In addition, applying cumulative indices is the simplest method to obtain an acceptable result. Therefore, when a quick and simple method is what the project team desires, it is recommended to use cumulative CPI to predict final cost:

\[
EAC = ACWP_c + [(BAC – BCWP_c)/CPI_c]
\]

and cumulative SPI\((t)\) to predict final duration:

\[
EAC(t) = AD + [(PD – ES)/SPI(t)_c)]
\]

In the situation where more accurate result is required, more sophisticated techniques such as exponential smoothing might produce better estimates. Without calculating joint and
conditional probability for cost and schedule, Lipke’s method is recommended for obtaining confidence intervals, since it only requires cumulative index and periodic indices to calculate mean and standard deviation. The results obtained by using Lipke’s method were slightly better than Cooper’s method for the given data sets. By using Cooper’s method, there were 7 points outside the confidence limits; by using Lipke’s method, there were 6 points outside the confidence limits.

5.2 Recommendations for future study

a. The conclusions given were based on the study of only three projects given in the literature, which is a small sample. The proposed method can be investigated using more real project data;

b. The simple exponential smoothing was used, which is applicable to constant processes. However, the monthly indices may not be constant over periods, higher order exponential smoothing can be studied for the given data sets;

c. To further study the relationship between cost and schedule;

d. To develop a program that will allow users to input different project data and obtain results.
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## APPENDIX I - DATA SETS

### Project 1 – Re-vamp check-in islands

<table>
<thead>
<tr>
<th></th>
<th>Jun-02</th>
<th>Jul-02</th>
<th>Aug-02</th>
<th>Sep-02</th>
<th>Oct-02</th>
<th>Nov-02</th>
<th>Dec-02</th>
<th>Jan-03</th>
<th>Feb-03</th>
<th>Mar-03</th>
<th>Apr-03</th>
<th>May-03</th>
<th>Jun-03</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCWSc</td>
<td>28,975</td>
<td>81,681</td>
<td>91,681</td>
<td>138,586</td>
<td>302,478</td>
<td>323,632</td>
<td>345,876</td>
<td>360,738</td>
<td>360,738</td>
<td>360,738</td>
<td>360,738</td>
<td>360,738</td>
<td></td>
</tr>
<tr>
<td>BCWPc</td>
<td>25,645</td>
<td>68,074</td>
<td>89,135</td>
<td>125,244</td>
<td>268,763</td>
<td>292,469</td>
<td>306,725</td>
<td>312,864</td>
<td>327,694</td>
<td>338,672</td>
<td>349,861</td>
<td>360,738</td>
<td></td>
</tr>
<tr>
<td>ACWPc</td>
<td>25,567</td>
<td>66,293</td>
<td>78,293</td>
<td>124,073</td>
<td>259,845</td>
<td>285,612</td>
<td>290,843</td>
<td>303,489</td>
<td>316,431</td>
<td>320,690</td>
<td>336,756</td>
<td>349,379</td>
<td></td>
</tr>
</tbody>
</table>

### Project 2 – Link lines (costs in thousands of €)

<table>
<thead>
<tr>
<th></th>
<th>Sep-03</th>
<th>Oct-03</th>
<th>Nov-03</th>
<th>Dec-03</th>
<th>Jan-04</th>
<th>Feb-04</th>
<th>Mar-04</th>
<th>Apr-04</th>
<th>May-04</th>
<th>Jun-04</th>
<th>Jul-04</th>
<th>Aug-04</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCWSc</td>
<td>375</td>
<td>525</td>
<td>850</td>
<td>1,355</td>
<td>1,768</td>
<td>2,125</td>
<td>2,452</td>
<td>2,625</td>
<td>2,875</td>
<td>2,875</td>
<td>2,875</td>
<td>2,875</td>
</tr>
<tr>
<td>BCWPc</td>
<td>325</td>
<td>427</td>
<td>735</td>
<td>1,025</td>
<td>1,453</td>
<td>1,774</td>
<td>2,024</td>
<td>2,190</td>
<td>2,356</td>
<td>2,565</td>
<td>2,735</td>
<td>2,875</td>
</tr>
<tr>
<td>ACWPc</td>
<td>344</td>
<td>452</td>
<td>796</td>
<td>1,056</td>
<td>1,562</td>
<td>1,922</td>
<td>2,256</td>
<td>2,451</td>
<td>2,676</td>
<td>2,925</td>
<td>3,138</td>
<td>3,247</td>
</tr>
</tbody>
</table>

### Project 3 – Transfer lines (costs in thousands of €)

<table>
<thead>
<tr>
<th></th>
<th>Mar-03</th>
<th>Apr-03</th>
<th>May-03</th>
<th>Jun-03</th>
<th>Jul-03</th>
<th>Aug-03</th>
<th>Sep-03</th>
<th>Oct-03</th>
<th>Nov-03</th>
<th>Dec-03</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCWSc</td>
<td>34</td>
<td>87</td>
<td>157</td>
<td>373</td>
<td>549</td>
<td>673</td>
<td>798</td>
<td>842</td>
<td>876</td>
<td>906</td>
</tr>
<tr>
<td>BCWPc</td>
<td>36</td>
<td>93</td>
<td>169</td>
<td>402</td>
<td>597</td>
<td>735</td>
<td>839</td>
<td>887</td>
<td>906</td>
<td>906</td>
</tr>
<tr>
<td>ACWPc</td>
<td>35</td>
<td>95</td>
<td>174</td>
<td>412</td>
<td>623</td>
<td>754</td>
<td>874</td>
<td>932</td>
<td>952</td>
<td>952</td>
</tr>
</tbody>
</table>
## APPENDIX II – PROJECT 1 ESTIMATE COST AT COMPLETION

<table>
<thead>
<tr>
<th>Planned Budget</th>
<th>Actual Duration</th>
<th>Acual Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>360,738</td>
<td>13</td>
<td>349,379</td>
</tr>
</tbody>
</table>

\[ \alpha = 0.08 \]

<table>
<thead>
<tr>
<th></th>
<th>Jun-02</th>
<th>Jul-02</th>
<th>Aug-02</th>
<th>Sep-02</th>
<th>Oct-02</th>
<th>Nov-02</th>
<th>Dec-02</th>
<th>Jan-03</th>
<th>Feb-03</th>
<th>Mar-03</th>
<th>Apr-03</th>
<th>May-03</th>
<th>Jun-03</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCWS (_E)</td>
<td>28,375</td>
<td>81,681</td>
<td>91,681</td>
<td>138,586</td>
<td>218,141</td>
<td>302,478</td>
<td>323,632</td>
<td>345,876</td>
<td>360,738</td>
<td>360,738</td>
<td>360,738</td>
<td>360,738</td>
<td></td>
</tr>
<tr>
<td>BCWP (_E)</td>
<td>25,645</td>
<td>68,074</td>
<td>89,135</td>
<td>125,244</td>
<td>198,754</td>
<td>268,763</td>
<td>292,469</td>
<td>306,725</td>
<td>312,864</td>
<td>327,694</td>
<td>338,672</td>
<td>349,861</td>
<td>360,738</td>
</tr>
<tr>
<td>ACWP (_E)</td>
<td>25,567</td>
<td>66,293</td>
<td>78,293</td>
<td>124,073</td>
<td>191,367</td>
<td>259,845</td>
<td>285,612</td>
<td>290,843</td>
<td>303,489</td>
<td>316,431</td>
<td>320,690</td>
<td>336,756</td>
<td>349,379</td>
</tr>
</tbody>
</table>

\[ \text{AD} = 1 \]
\[ \text{PD} = 2 \]
\[ \text{ES} = 3 \]
\[ \text{SPI} = 4 \]
\[ \text{CPI} = 5 \]
\[ \text{ACWP} = 6 \]
\[ \text{ACWP} = 7 \]
\[ \text{ACWP} = 8 \]
\[ \text{ACWP} = 9 \]

\[ \text{Weighted SCI}\(_E\) (w\(_E\)=0) = 1 \]
\[ \text{Weighted SCI}\(_E\) (w\(_E\)=0.2, w\(_E\)=0.8) = 2 \]

\[ \text{CPI}\(_E\) = 1.003 \]
\[ \text{SPI}\(_E\) = 0.885 \]
\[ \text{ACWP}\(_E\) = 0.888 \]

\[ \text{Weighted SCI}\(_M\) (w\(_M\)=0.2, w\(_M\)=0.8) = 3 \]
\[ \text{CPI}\(_M\) = 1.003 \]
\[ \text{SPI}\(_M\) = 0.885 \]
\[ \text{ACWP}\(_M\) = 0.888 \]

\[ \text{Weighted SCI}\(_X\) (w\(_X\)=0.2, w\(_X\)=0.8) = 4 \]
\[ \text{CPI}\(_X\) = 1.003 \]
\[ \text{SPI}\(_X\) = 0.885 \]
\[ \text{ACWP}\(_X\) = 0.888 \]

\[ \text{Weighted SCI}\(_{13}\) (w\(_{13}\)=0) = 5 \]
\[ \text{Weighted SCI}\(_{13}\) (w\(_{13}\)=0.2, w\(_{13}\)=0.8) = 6 \]

\[ \text{EAC}\(_1\) = 359,641 \]
\[ \text{EAC}\(_2\) = 403,020 \]
\[ \text{EAC}\(_3\) = 359,641 \]
\[ \text{EAC}\(_4\) = 403,020 \]
\[ \text{EAC}\(_5\) = 367,689 \]
\[ \text{EAC}\(_6\) = 359,641 \]
\[ \text{EAC}\(_7\) = 403,020 \]
\[ \text{EAC}\(_8\) = 367,689 \]
\[ \text{EAC}\(_9\) = 359,641 \]
\[ \text{EAC}\(_{10}\) = 403,020 \]
\[ \text{EAC}\(_{11}\) = 367,689 \]

\[ \text{EAC}\(_{12}\) = 367,689 \]

\[ \text{PD} = 9 \]
\[ \text{ES} = 10 \]

\[ \text{ES} = 11 \]
\[ \text{ES} = 12 \]
\[ \text{ES} = 13 \]

\[ \text{EAC}\(_10\) = 367,689 \]

\[ \text{EAC}\(_{12}\) = 367,689 \]

\[ \text{EAC}\(_{12}\) = 367,689 \]
<table>
<thead>
<tr>
<th></th>
<th>Jun-02</th>
<th>Jul-02</th>
<th>Aug-02</th>
<th>Sep-02</th>
<th>Oct-02</th>
<th>Nov-02</th>
<th>Dec-02</th>
<th>Jan-03</th>
<th>Feb-03</th>
<th>Mar-03</th>
<th>Apr-03</th>
<th>May-03</th>
<th>Jun-03</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCWS=</td>
<td>28,975</td>
<td>81,681</td>
<td>91,681</td>
<td>138,586</td>
<td>218,141</td>
<td>302,478</td>
<td>323,632</td>
<td>345,876</td>
<td>360,738</td>
<td>360,738</td>
<td>360,738</td>
<td>360,738</td>
<td></td>
</tr>
<tr>
<td>BCWP=</td>
<td>25,645</td>
<td>68,074</td>
<td>89,135</td>
<td>125,244</td>
<td>198,754</td>
<td>268,763</td>
<td>292,469</td>
<td>306,725</td>
<td>312,864</td>
<td>327,694</td>
<td>336,672</td>
<td>349,861</td>
<td>349,379</td>
</tr>
<tr>
<td>AD</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>PD</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>ES</td>
<td>0.885</td>
<td>1.742</td>
<td>2.745</td>
<td>3.716</td>
<td>4.756</td>
<td>5.600</td>
<td>6.201</td>
<td>7.183</td>
<td>7.676</td>
<td>8.268</td>
<td>9.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPI</td>
<td>1.003</td>
<td>1.027</td>
<td>1.138</td>
<td>1.009</td>
<td>1.039</td>
<td>1.043</td>
<td>1.055</td>
<td>1.031</td>
<td>1.036</td>
<td>1.056</td>
<td>1.039</td>
<td>1.033</td>
<td></td>
</tr>
<tr>
<td>SPI</td>
<td>0.885</td>
<td>0.833</td>
<td>0.972</td>
<td>0.904</td>
<td>0.911</td>
<td>0.889</td>
<td>0.904</td>
<td>0.887</td>
<td>0.867</td>
<td>0.908</td>
<td>0.939</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>SPI(t)=</td>
<td>0.885</td>
<td>0.871</td>
<td>0.915</td>
<td>0.929</td>
<td>0.951</td>
<td>0.933</td>
<td>0.840</td>
<td>0.775</td>
<td>0.721</td>
<td>0.718</td>
<td>0.698</td>
<td>0.689</td>
<td>0.692</td>
</tr>
<tr>
<td>ACI</td>
<td>0.888</td>
<td>0.894</td>
<td>1.042</td>
<td>0.938</td>
<td>0.988</td>
<td>0.965</td>
<td>0.860</td>
<td>0.817</td>
<td>0.743</td>
<td>0.744</td>
<td>0.737</td>
<td>0.716</td>
<td>0.715</td>
</tr>
<tr>
<td>AD</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>PD</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>ES</td>
<td>0.885</td>
<td>1.742</td>
<td>2.745</td>
<td>3.716</td>
<td>4.756</td>
<td>5.600</td>
<td>6.201</td>
<td>7.183</td>
<td>7.676</td>
<td>8.268</td>
<td>9.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPI</td>
<td>1.003</td>
<td>1.027</td>
<td>1.138</td>
<td>1.009</td>
<td>1.039</td>
<td>1.043</td>
<td>1.055</td>
<td>1.031</td>
<td>1.036</td>
<td>1.056</td>
<td>1.039</td>
<td>1.033</td>
<td></td>
</tr>
<tr>
<td>SPI</td>
<td>0.885</td>
<td>0.833</td>
<td>0.972</td>
<td>0.904</td>
<td>0.911</td>
<td>0.889</td>
<td>0.904</td>
<td>0.887</td>
<td>0.867</td>
<td>0.908</td>
<td>0.939</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>SPI(t)=</td>
<td>0.885</td>
<td>0.871</td>
<td>0.915</td>
<td>0.929</td>
<td>0.951</td>
<td>0.933</td>
<td>0.840</td>
<td>0.775</td>
<td>0.721</td>
<td>0.718</td>
<td>0.698</td>
<td>0.689</td>
<td>0.692</td>
</tr>
<tr>
<td>ACI</td>
<td>0.888</td>
<td>0.894</td>
<td>1.042</td>
<td>0.938</td>
<td>0.988</td>
<td>0.965</td>
<td>0.860</td>
<td>0.817</td>
<td>0.743</td>
<td>0.744</td>
<td>0.737</td>
<td>0.716</td>
<td>0.715</td>
</tr>
</tbody>
</table>

**APPENDIX III – PROJECT 1 ESTIMATE DURATION AT COMPLETION**

<p>| | | | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EAC(t)1</td>
<td>10.2</td>
<td>10.3</td>
<td>9.8</td>
<td>9.7</td>
<td>9.5</td>
<td>9.6</td>
<td>10.7</td>
<td>11.6</td>
<td>12.5</td>
<td>12.5</td>
<td>12.9</td>
<td>13.1</td>
<td>13.0</td>
</tr>
<tr>
<td>EAC(t)2</td>
<td>10.1</td>
<td>10.1</td>
<td>9.0</td>
<td>9.6</td>
<td>9.3</td>
<td>9.5</td>
<td>10.6</td>
<td>11.4</td>
<td>12.4</td>
<td>12.4</td>
<td>12.8</td>
<td>13.0</td>
<td>13.0</td>
</tr>
<tr>
<td>EAC(t)3</td>
<td>10.2</td>
<td>10.3</td>
<td>9.8</td>
<td>9.7</td>
<td>9.5</td>
<td>9.6</td>
<td>10.7</td>
<td>11.6</td>
<td>12.5</td>
<td>12.5</td>
<td>12.9</td>
<td>13.1</td>
<td>13.0</td>
</tr>
<tr>
<td>EAC(t)4</td>
<td>10.2</td>
<td>10.5</td>
<td>9.2</td>
<td>9.4</td>
<td>9.1</td>
<td>10.0</td>
<td>18.1</td>
<td>16.8</td>
<td>17.6</td>
<td>12.6</td>
<td>13.7</td>
<td>13.2</td>
<td>13.0</td>
</tr>
<tr>
<td>EAC(t)5</td>
<td>10.1</td>
<td>10.1</td>
<td>6.6</td>
<td>10.9</td>
<td>8.7</td>
<td>9.9</td>
<td>19.1</td>
<td>11.2</td>
<td>26.8</td>
<td>12.3</td>
<td>12.0</td>
<td>13.8</td>
<td>13.0</td>
</tr>
<tr>
<td>EAC(t)6</td>
<td>10.0</td>
<td>10.3</td>
<td>8.8</td>
<td>9.6</td>
<td>9.1</td>
<td>9.9</td>
<td>16.0</td>
<td>13.0</td>
<td>17.1</td>
<td>12.5</td>
<td>12.9</td>
<td>13.2</td>
<td>13.0</td>
</tr>
<tr>
<td>EAC(t)7</td>
<td>9.8</td>
<td>9.6</td>
<td>9.2</td>
<td>9.6</td>
<td>11.3</td>
<td>13.8</td>
<td>17.5</td>
<td>14.2</td>
<td>13.7</td>
<td>13.2</td>
<td>13.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EAC(t)8</td>
<td>8.4</td>
<td>8.7</td>
<td>8.5</td>
<td>9.7</td>
<td>11.3</td>
<td>11.7</td>
<td>15.1</td>
<td>12.9</td>
<td>12.9</td>
<td>12.8</td>
<td>13.0</td>
<td>13.0</td>
<td>13.0</td>
</tr>
<tr>
<td>EAC(t)9</td>
<td>9.4</td>
<td>9.4</td>
<td>9.1</td>
<td>9.6</td>
<td>11.0</td>
<td>12.2</td>
<td>14.2</td>
<td>13.0</td>
<td>13.1</td>
<td>13.0</td>
<td>13.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EAC(t)10</td>
<td>10.2</td>
<td>10.3</td>
<td>9.9</td>
<td>9.8</td>
<td>9.5</td>
<td>9.7</td>
<td>10.9</td>
<td>12.0</td>
<td>13.0</td>
<td>12.8</td>
<td>13.2</td>
<td>13.2</td>
<td>13.0</td>
</tr>
<tr>
<td>EAC(t)11</td>
<td>10.1</td>
<td>10.2</td>
<td>9.0</td>
<td>9.3</td>
<td>9.2</td>
<td>9.4</td>
<td>10.7</td>
<td>10.9</td>
<td>12.3</td>
<td>12.4</td>
<td>12.5</td>
<td>12.9</td>
<td>13.0</td>
</tr>
<tr>
<td>EAC(t)12</td>
<td>10.0</td>
<td>9.3</td>
<td>8.6</td>
<td>9.0</td>
<td>9.0</td>
<td>9.2</td>
<td>10.1</td>
<td>10.2</td>
<td>11.3</td>
<td>11.7</td>
<td>12.0</td>
<td>12.6</td>
<td>13.0</td>
</tr>
</tbody>
</table>

\( \alpha = 0.19 \)
### APPENDIX IV - PROJECT 2 ESTIMATE COST AT COMPLETION

Planned Budget $2875$
Actual Duration 12
Actual Cost $3247$

<table>
<thead>
<tr>
<th>Planned Budget</th>
<th>Actual Cost</th>
<th>$\alpha = 0.07$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sep-03</td>
<td>Oct-03</td>
<td>Nov-03</td>
</tr>
<tr>
<td>BCWS</td>
<td>375</td>
<td>525</td>
</tr>
<tr>
<td>BCWP</td>
<td>325</td>
<td>427</td>
</tr>
<tr>
<td>ACWP</td>
<td>344</td>
<td>452</td>
</tr>
<tr>
<td>AD</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>ES</td>
<td>0.87</td>
<td>1.35</td>
</tr>
<tr>
<td>CPI</td>
<td>0.945</td>
<td>0.945</td>
</tr>
<tr>
<td>SPI</td>
<td>0.867</td>
<td>0.813</td>
</tr>
<tr>
<td>SPI(t)</td>
<td>0.867</td>
<td>0.673</td>
</tr>
<tr>
<td>SCI</td>
<td>0.819</td>
<td>0.636</td>
</tr>
<tr>
<td>CPI(t)</td>
<td>0.945</td>
<td>0.945</td>
</tr>
<tr>
<td>SPI(t)</td>
<td>0.867</td>
<td>0.673</td>
</tr>
<tr>
<td>SCI(t)</td>
<td>0.819</td>
<td>0.636</td>
</tr>
</tbody>
</table>

**Note:** costs in thousands of €
### APPENDIX V - PROJECT 2 ESTIMATE DURATION AT COMPLETION

<table>
<thead>
<tr>
<th></th>
<th>Sep-03</th>
<th>Oct-03</th>
<th>Nov-03</th>
<th>Dec-03</th>
<th>Jan-04</th>
<th>Feb-04</th>
<th>Mar-04</th>
<th>Apr-04</th>
<th>May-04</th>
<th>Jun-04</th>
<th>Jul-04</th>
<th>Aug-04</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Budget</strong></td>
<td>2875</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Duration</strong></td>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Cost</strong></td>
<td>3247</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>BCWS</th>
<th>BCWP</th>
<th>ACWP</th>
<th>AD</th>
<th>PD</th>
<th>ES</th>
<th>CPI</th>
<th>SPI</th>
<th>SCI</th>
<th>CPI(t)</th>
<th>SPI(t)</th>
<th>SCI(t)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(t=1)</td>
<td>(t=2)</td>
<td>(t=3)</td>
<td>(t=4)</td>
<td>(t=5)</td>
<td>(t=6)</td>
<td>(t=7)</td>
<td>(t=8)</td>
<td>(t=9)</td>
<td>(t=10)</td>
<td>(t=11)</td>
<td>(t=12)</td>
</tr>
<tr>
<td></td>
<td>375</td>
<td>525</td>
<td>850</td>
<td>1355</td>
<td>1768</td>
<td>2125</td>
<td>2452</td>
<td>2625</td>
<td>2875</td>
<td>2875</td>
<td>2875</td>
<td>2875</td>
</tr>
<tr>
<td></td>
<td>325</td>
<td>427</td>
<td>735</td>
<td>1025</td>
<td>1453</td>
<td>1774</td>
<td>2024</td>
<td>2190</td>
<td>2356</td>
<td>2565</td>
<td>2735</td>
<td>2875</td>
</tr>
<tr>
<td></td>
<td>344</td>
<td>452</td>
<td>796</td>
<td>1056</td>
<td>1562</td>
<td>1922</td>
<td>2256</td>
<td>2451</td>
<td>2676</td>
<td>2925</td>
<td>3138</td>
<td>3247</td>
</tr>
<tr>
<td><strong>Note:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>weights:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Weighted SC(t)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(w1=0.9, w2=0.1)</td>
<td>0.87</td>
<td>1.35</td>
<td>2.65</td>
<td>3.35</td>
<td>4.24</td>
<td>5.02</td>
<td>5.72</td>
<td>6.20</td>
<td>6.71</td>
<td>7.65</td>
<td>8.64</td>
<td>9.00</td>
</tr>
<tr>
<td>(w1=0.4, w2=0.6)</td>
<td>0.915</td>
<td>0.765</td>
<td>1.051</td>
<td>0.955</td>
<td>0.863</td>
<td>0.848</td>
<td>0.730</td>
<td>0.709</td>
<td>0.649</td>
<td>0.881</td>
<td>0.869</td>
<td>0.930</td>
</tr>
<tr>
<td>(w1=0.8, w2=0.2)</td>
<td>0.890</td>
<td>0.854</td>
<td>0.962</td>
<td>0.818</td>
<td>0.797</td>
<td>0.684</td>
<td>0.600</td>
<td>0.673</td>
<td>0.809</td>
<td>0.800</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(w1=0.2, w2=0.8)</td>
<td>0.915</td>
<td>0.921</td>
<td>0.928</td>
<td>0.945</td>
<td>0.931</td>
<td>0.923</td>
<td>0.896</td>
<td>0.880</td>
<td>0.853</td>
<td>0.854</td>
<td>0.851</td>
<td>0.891</td>
</tr>
</tbody>
</table>

**APPENDIX V - PROJECT 2 ESTIMATE DURATION AT COMPLETION**

Note: costs in thousands of €

---
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## APPENDIX VI - PROJECT 3 ESTIMATE COST AT COMPLETION

<table>
<thead>
<tr>
<th></th>
<th>BCWS&lt;sub&gt;c&lt;/sub&gt;</th>
<th>BCWP&lt;sub&gt;c&lt;/sub&gt;</th>
<th>ACWP&lt;sub&gt;c&lt;/sub&gt;</th>
<th>AD</th>
<th>PD</th>
<th>ES</th>
<th>f&lt;sub&gt;P&lt;/sub&gt;</th>
<th>f&lt;sub&gt;AD&lt;/sub&gt;</th>
<th>EAC&lt;sub&gt;1&lt;/sub&gt;</th>
<th>EAC&lt;sub&gt;2&lt;/sub&gt;</th>
<th>EAC&lt;sub&gt;3&lt;/sub&gt;</th>
<th>EAC&lt;sub&gt;4&lt;/sub&gt;</th>
<th>EAC&lt;sub&gt;5&lt;/sub&gt;</th>
<th>EAC&lt;sub&gt;6&lt;/sub&gt;</th>
<th>EAC&lt;sub&gt;7&lt;/sub&gt;</th>
<th>EAC&lt;sub&gt;8&lt;/sub&gt;</th>
<th>EAC&lt;sub&gt;9&lt;/sub&gt;</th>
<th>EAC&lt;sub&gt;10&lt;/sub&gt;</th>
<th>EAC&lt;sub&gt;11&lt;/sub&gt;</th>
<th>EAC&lt;sub&gt;12&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mar-03</td>
<td>34</td>
<td>36</td>
<td>35</td>
<td>1</td>
<td>9</td>
<td>1.04</td>
<td>0.979</td>
<td>1.029</td>
<td>881</td>
<td>850</td>
<td>879</td>
<td>880</td>
<td>912</td>
<td>905</td>
<td>881</td>
<td>850</td>
<td>879</td>
<td>880</td>
<td>912</td>
<td>905</td>
</tr>
<tr>
<td>Apr-03</td>
<td>87</td>
<td>93</td>
<td>95</td>
<td>2</td>
<td>9</td>
<td>2.09</td>
<td>0.971</td>
<td>1.059</td>
<td>925</td>
<td>891</td>
<td>911</td>
<td>938</td>
<td>919</td>
<td>905</td>
<td>939</td>
<td>902</td>
<td>911</td>
<td>938</td>
<td>919</td>
<td>905</td>
</tr>
<tr>
<td>May-03</td>
<td>157</td>
<td>169</td>
<td>174</td>
<td>3</td>
<td>9</td>
<td>3.06</td>
<td>0.976</td>
<td>1.076</td>
<td>933</td>
<td>919</td>
<td>923</td>
<td>940</td>
<td>927</td>
<td>922</td>
<td>945</td>
<td>914</td>
<td>923</td>
<td>940</td>
<td>927</td>
<td>945</td>
</tr>
<tr>
<td>Jun-03</td>
<td>373</td>
<td>402</td>
<td>412</td>
<td>4</td>
<td>9</td>
<td>4.16</td>
<td>0.958</td>
<td>1.078</td>
<td>549</td>
<td>939</td>
<td>919</td>
<td>940</td>
<td>957</td>
<td>916</td>
<td>945</td>
<td>917</td>
<td>923</td>
<td>940</td>
<td>957</td>
<td>916</td>
</tr>
<tr>
<td>Jul-03</td>
<td>549</td>
<td>597</td>
<td>623</td>
<td>5</td>
<td>9</td>
<td>5.39</td>
<td>0.975</td>
<td>1.087</td>
<td>673</td>
<td>939</td>
<td>919</td>
<td>940</td>
<td>966</td>
<td>916</td>
<td>945</td>
<td>917</td>
<td>923</td>
<td>940</td>
<td>957</td>
<td>916</td>
</tr>
<tr>
<td>Aug-03</td>
<td>673</td>
<td>735</td>
<td>754</td>
<td>6</td>
<td>9</td>
<td>6.50</td>
<td>0.960</td>
<td>1.092</td>
<td>798</td>
<td>939</td>
<td>919</td>
<td>940</td>
<td>977</td>
<td>916</td>
<td>945</td>
<td>917</td>
<td>923</td>
<td>940</td>
<td>957</td>
<td>916</td>
</tr>
<tr>
<td>Sep-03</td>
<td>798</td>
<td>839</td>
<td>874</td>
<td>7</td>
<td>9</td>
<td>7.93</td>
<td>0.952</td>
<td>1.051</td>
<td>842</td>
<td>939</td>
<td>919</td>
<td>940</td>
<td>985</td>
<td>916</td>
<td>945</td>
<td>917</td>
<td>923</td>
<td>940</td>
<td>957</td>
<td>916</td>
</tr>
<tr>
<td>Oct-03</td>
<td>842</td>
<td>887</td>
<td>932</td>
<td>8</td>
<td>9</td>
<td>9.32</td>
<td>0.952</td>
<td>1.057</td>
<td>876</td>
<td>939</td>
<td>919</td>
<td>940</td>
<td>994</td>
<td>916</td>
<td>945</td>
<td>917</td>
<td>923</td>
<td>940</td>
<td>957</td>
<td>916</td>
</tr>
<tr>
<td>Nov-03</td>
<td>876</td>
<td>906</td>
<td>952</td>
<td>9</td>
<td>9</td>
<td>10.00</td>
<td>0.952</td>
<td>1.057</td>
<td>906</td>
<td>939</td>
<td>919</td>
<td>940</td>
<td>1000</td>
<td>916</td>
<td>945</td>
<td>917</td>
<td>923</td>
<td>940</td>
<td>957</td>
<td>916</td>
</tr>
</tbody>
</table>

**Note:** costs in thousands of €
## APPENDIX VII - PROJECT 3 ESTIMATE DURATION AT COMPLETION

Planned Budget: 906  
Actual Duration: 9  
Actual Cost: 952

<table>
<thead>
<tr>
<th></th>
<th>Mar-03</th>
<th>Apr-03</th>
<th>May-03</th>
<th>Jun-03</th>
<th>Jul-03</th>
<th>Aug-03</th>
<th>Sep-03</th>
<th>Oct-03</th>
<th>Nov-03</th>
<th>Dec-03</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCWS_e</td>
<td>34</td>
<td>87</td>
<td>157</td>
<td>373</td>
<td>549</td>
<td>673</td>
<td>798</td>
<td>842</td>
<td>876</td>
<td>906</td>
</tr>
<tr>
<td>BCWP_e</td>
<td>36</td>
<td>93</td>
<td>169</td>
<td>402</td>
<td>597</td>
<td>735</td>
<td>839</td>
<td>887</td>
<td>906</td>
<td>906</td>
</tr>
<tr>
<td>ACWP_e</td>
<td>35</td>
<td>95</td>
<td>174</td>
<td>412</td>
<td>623</td>
<td>754</td>
<td>874</td>
<td>932</td>
<td>952</td>
<td>952</td>
</tr>
<tr>
<td>AD</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>PD</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>ES</td>
<td>1.04</td>
<td>2.09</td>
<td>3.06</td>
<td>4.16</td>
<td>5.39</td>
<td>6.50</td>
<td>7.93</td>
<td>9.32</td>
<td>10.00</td>
<td></td>
</tr>
<tr>
<td>CPI</td>
<td>1.029</td>
<td>0.979</td>
<td>0.971</td>
<td>0.976</td>
<td>0.958</td>
<td>0.975</td>
<td>0.960</td>
<td>0.952</td>
<td>0.952</td>
<td></td>
</tr>
<tr>
<td>SPI</td>
<td>1.059</td>
<td>1.069</td>
<td>1.076</td>
<td>1.078</td>
<td>1.087</td>
<td>1.092</td>
<td>1.051</td>
<td>1.053</td>
<td>1.034</td>
<td>1.000</td>
</tr>
<tr>
<td>SPI(t)</td>
<td>1.038</td>
<td>1.043</td>
<td>1.019</td>
<td>1.041</td>
<td>1.077</td>
<td>1.083</td>
<td>1.133</td>
<td>1.165</td>
<td>1.111</td>
<td></td>
</tr>
<tr>
<td>SCI(t)</td>
<td>1.067</td>
<td>1.021</td>
<td>0.989</td>
<td>1.016</td>
<td>1.032</td>
<td>1.055</td>
<td>1.088</td>
<td>1.109</td>
<td>1.057</td>
<td></td>
</tr>
</tbody>
</table>

Weighted SCI(t)  
\( \alpha = 0.01 \)

<table>
<thead>
<tr>
<th></th>
<th>(( w_1 = 1, w_2 = 0 ))</th>
<th></th>
<th>(( w_1 = 0.8, w_2 = 0.2 ))</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CPI_H</td>
<td>1.036</td>
<td>1.034</td>
<td>1.012</td>
<td>1.032</td>
<td>1.060</td>
<td>1.067</td>
<td>1.108</td>
<td>1.135</td>
<td>1.088</td>
<td></td>
</tr>
<tr>
<td>SPI_H</td>
<td>1.029</td>
<td>0.950</td>
<td>0.962</td>
<td>0.979</td>
<td>0.924</td>
<td>1.053</td>
<td>0.867</td>
<td>0.828</td>
<td>0.950</td>
<td></td>
</tr>
<tr>
<td>SCI_H</td>
<td>1.038</td>
<td>1.048</td>
<td>0.970</td>
<td>1.109</td>
<td>1.222</td>
<td>1.109</td>
<td>1.436</td>
<td>1.392</td>
<td>0.676</td>
<td></td>
</tr>
<tr>
<td>SCI_H</td>
<td>1.067</td>
<td>0.996</td>
<td>0.933</td>
<td>1.086</td>
<td>1.130</td>
<td>1.168</td>
<td>1.244</td>
<td>1.152</td>
<td>0.643</td>
<td></td>
</tr>
</tbody>
</table>

Weighted SCI_H  
\( \alpha = 0.01 \), \( w_2 = 0 \)

<table>
<thead>
<tr>
<th></th>
<th>(( w_1 = 1, w_2 = 0 ))</th>
<th></th>
<th>(( w_1 = 0.8, w_2 = 0.2 ))</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CPI_E</td>
<td>1.012</td>
<td>1.029</td>
<td>0.986</td>
<td>0.983</td>
<td>0.962</td>
<td>0.955</td>
<td>0.986</td>
<td>0.948</td>
<td>0.916</td>
<td>0.881</td>
</tr>
<tr>
<td>SPI_E</td>
<td>1.019</td>
<td>1.042</td>
<td>1.100</td>
<td>1.147</td>
<td>1.256</td>
<td>1.312</td>
<td>1.436</td>
<td>1.392</td>
<td>0.676</td>
<td></td>
</tr>
<tr>
<td>SCI_E</td>
<td>0.998</td>
<td>1.004</td>
<td>1.051</td>
<td>1.130</td>
<td>1.191</td>
<td>1.202</td>
<td>1.244</td>
<td>1.152</td>
<td>0.643</td>
<td></td>
</tr>
</tbody>
</table>

Weighted SCI_E  
\( \alpha = 0.01 \), \( w_2 = 0 \)

<table>
<thead>
<tr>
<th></th>
<th>(( w_1 = 1, w_2 = 0 ))</th>
<th></th>
<th>(( w_1 = 0.8, w_2 = 0.2 ))</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>EAC(t)</td>
<td>9.6</td>
<td>9.6</td>
<td>9.8</td>
<td>9.6</td>
<td>9.3</td>
<td>9.2</td>
<td>8.8</td>
<td>8.6</td>
<td>9.0</td>
<td></td>
</tr>
<tr>
<td>EAC(t)</td>
<td>9.4</td>
<td>9.8</td>
<td>10.0</td>
<td>9.7</td>
<td>9.5</td>
<td>9.3</td>
<td>8.9</td>
<td>8.6</td>
<td>9.0</td>
<td></td>
</tr>
<tr>
<td>EAC(t)</td>
<td>9.6</td>
<td>9.6</td>
<td>9.8</td>
<td>9.6</td>
<td>9.3</td>
<td>9.2</td>
<td>8.8</td>
<td>8.6</td>
<td>9.0</td>
<td></td>
</tr>
<tr>
<td>EAC(t)</td>
<td>9.6</td>
<td>9.6</td>
<td>10.2</td>
<td>9.3</td>
<td>8.8</td>
<td>9.2</td>
<td>8.4</td>
<td>8.5</td>
<td>9.0</td>
<td></td>
</tr>
<tr>
<td>EAC(t)</td>
<td>9.4</td>
<td>9.9</td>
<td>10.4</td>
<td>9.4</td>
<td>9.1</td>
<td>9.0</td>
<td>8.7</td>
<td>8.6</td>
<td>9.0</td>
<td></td>
</tr>
<tr>
<td>EAC(t)</td>
<td>9.7</td>
<td>9.7</td>
<td>10.2</td>
<td>9.4</td>
<td>9.0</td>
<td>9.2</td>
<td>8.6</td>
<td>8.5</td>
<td>9.0</td>
<td></td>
</tr>
<tr>
<td>EAC(t)</td>
<td>9.8</td>
<td>9.6</td>
<td>9.2</td>
<td>9.1</td>
<td>8.6</td>
<td>8.5</td>
<td>9.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EAC(t)</td>
<td>10.0</td>
<td>9.8</td>
<td>9.4</td>
<td>9.1</td>
<td>8.7</td>
<td>8.6</td>
<td>9.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EAC(t)</td>
<td>9.8</td>
<td>9.6</td>
<td>9.2</td>
<td>9.1</td>
<td>8.6</td>
<td>8.5</td>
<td>9.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EAC(t)</td>
<td>9.6</td>
<td>9.6</td>
<td>9.7</td>
<td>9.6</td>
<td>9.4</td>
<td>9.0</td>
<td>8.7</td>
<td>9.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EAC(t)</td>
<td>9.4</td>
<td>9.4</td>
<td>9.5</td>
<td>9.5</td>
<td>9.3</td>
<td>9.3</td>
<td>8.9</td>
<td>8.6</td>
<td>9.0</td>
<td></td>
</tr>
<tr>
<td>EAC(t)</td>
<td>9.6</td>
<td>9.6</td>
<td>9.7</td>
<td>9.6</td>
<td>9.4</td>
<td>9.0</td>
<td>8.7</td>
<td>9.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: costs in thousands of €