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Figure 5.8.4 EM clustering with stemming – after pruning – iteration 2 
 

Interpretation:  The number of clusters is 3. Observe, the number of ambiguous clusters 
drastically reduced, giving rise to more pure clusters with essentially no ambiguity. Also, the 
largest cluster (cluster 2) has very less occurrences of “International Relations” content articles 
and very pure clusters 0 and 1.  

5.9 Final Conclusions  
 

The stemming experiment included two goals (a) to prove the effectiveness of stemming when 
used with the SSMinT software tools, (b) to prove the effectiveness of Semantic Signature 
pruning and dimensionality reduction in the data analysis preformed on the output of the 
SSMinT software. 

In the second iteration, effectiveness of stemming was evident in rendering fine unambiguous 
clusters. Thus, for applications like information retrieval, stemming proved effective as it can 
retrieve pure clusters of documents with the target content. 

Dimensionality reduction is another effective technique, which aided in proving the effectiveness 
of stemming as with the unnecessary dimensions in the vector space we couldn’t analyze the 
experiment. The unnecessary dimensions introduced noise into the data. 

51 
 



Stemming gave fewer mixed clusters when compared to non-stemming in both the Iteration 1 
and Iteration 2 experiments. Also, from Iteration 1 to Iteration 2, the number of clusters was 
significantly reduced and the clusters in Iteration 2 were more pure. 

Semantic Signature pruning and dimensionality reduction proved to be a powerful tool that is 
worthy of further investigation in the context of our SSMinT software package.  
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 6: Semantic Sensitivity Experiments 
 

6.1 Introduction 
 

English, in both its written and oral for ms, is  a difficult language to learn. One of the m ain 
reasons for this difficulty is that m any of th e words have m ore than one m eaning and these 
meanings vary according to the context in which they are used. 

Since English is finite and one of the m ain lim its is the num ber of  words it co ntains, it ha s 
become necessary that a single word take on m ore than one m eaning. This helps to convey the 
many nuances of hum an experiences. Thus, the m eaning of a word could change based on the 
context in which it is used.  

As mentioned in [ 27] by Svedm an, the term  “Semantic Sensitivity” was f irst coined by Sidney 
Rauch (1967) in his article on teaching disadvan taged children. According to him, "sem antic 
sensitivity" ref ers to a wareness th at words ha ve m ore than one m eaning and the particular 
meaning implied varies with the context.  

6.2 The Study 
 

In this study we have proposed experim ents to see how SSMinT responds to the sem antic 
sensitivity n ature of  th e Englis h language. W e can say that the semantic sens itivity nature  of 
certain words vary  according to the context they  oc cur; therefore, the o rder in which th e 
keywords are placed and  their proximity to each other implies a certain orien tation of document 
vectors in multi-dimensional space. 

Our study  s tarts with a  set of  experiments that  process docum ents that contain closely related 
topics (throat singing and throat  cancer), which are linked to one another and yet are different in 
their usage and genre. Such docum ents were car efully c hosen subje cted to th e SSMinT data 
mining tool. Different experiments were conducted to prove that SSMinT can identify the subtle 
differences between these two datasets. 

Another interesting set of expe riments are perfor med with the 10-K filings of publicly held 
companies found in U.S Securities and Exchange Comm ission (www.sec.gov). Here  we chose  
retail market companies that went bankrupt in 2009 and extract their annual filings. On the other 
side, we chose com parable retail m arket companies that did not go bankrupt in 2009. The  
formats of all 10-K report s are similar in a  boilerplate fashion; the goal was to asses s the utility 
of SSMinT in identifying companies that will go bankrupt from the text content of 10-k reports. 
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6A: Throat Singing/Throat Cancer Hierarchical Classification 
 
6A.1 Design/Set up 
 

The Semantic Sensitivity Analysis Experim ent was designed to validate if SSMinT can identify 
the minute dif ferences between clo sely re lated doc uments. To test th e scale of  sen sitivity, we  
initially analyzed a sm all pool of  data. Throat Singing and Throat  Cancer are our  first chosen 
examples of contex t. These are certainly closely related topics as they concern the stress on the 
throat and the symptoms caused by either throat singing or by diseases like throat cancer.  

6A.2 Approach 
 

• To initialize the experim ent, we collected 4 p apers from  each genre.  Throat Sin ging 
papers include the topics: a study on throat sing ing, a study of a specific type of singing, 
singers from Tuva, blending vocal m usic, ove rview of types of th roat singing. Throat  
Cancer papers include the topics: m edical and non-m edical papers that concern throat 
cancer in various aspects such as definitions, causes, risks, treatments, and demographics. 
From each of these 8 p apers, keyword sets were chosen  that could s ignificantly extract 
the content of the papers. The m ost comm on words like “throat”, “cancer”, “s inging” 
were ignored in order to assess the sensitiv ity of the SSMinT m ethods in differentiating 
between closely related topics on the basis of sem antic structure and keyword sets 
designed to  captu re th e conten t s pecific to  each paper (for exam ple a keyword set 
includes “tum or”, “su rgery” and  “treatm ent”). The ignored words could easily 
differentiate between Throat Singing and Th roat Cancer papers via a sim ple keyword 
frequency count. The keyword sets were caref ully built to capture certain content from 
the learning  papers they  cam e from . Then each of these keyword sets was exposed to 
their own root paper to gene rate document vectors and develop the Sem antic Signatures 
in Learner Tool that capture specific content within the root papers. 
 

• The Sem antic Signatures have the power of identifying th e targ et con tent in any text,  
When com pared to the bag-of-words approa ch, bag-of-words can m erely associate the 
frequencies of the keyw ords, but cannot rec ognize the structure of  keywords as they 
appear in the text. For the 8 papers (4 from  Throat Singing and 4 from  Throat Cancer), 3 
keyword sets per paper were generated. Correspondingly, 3 Se mantic Signatures were 
generated for each p aper. Twenty-four Sem antic Signatures, each designed to cap ture 
different content, were developed and made ready for further experiments. 
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6A.3 Experimental Procedure 
 

6A.3.1 Experiment 1: 
We used Ke yword Tool and Learner Tool to deve lop the 2 4 Semantic Signatures. In an initia l 
experiment, these 24 Semantic Signatures were exposed  to their 8 root papers in the third tool – 
Data Analysis Tool (DAT). DAT generates a matrix called the Docum ent Analysis Matrix with 
the hit coun ts f or the Sem antic Signatures (nu mber of hits by the docum ent vectors of the 8 
papers). 

 

 

Fig.6A.3.1.1: The Document analysis matrix generated from the 8 papers with 24 Semantic Signatures 
 

This Docum ent Analysis Ma trix is an 8 × 2 4 matrix with sem antic f eature vec tors as rows. 
Observe the Semantic Signature that is pointed to by the red arrow. This S emantic Signature, for 
example, has hits generated by Throat Singing and Throat Cancer papers, though, it was derived 
from a Throat Cancer genre root paper. The pa per from which it was derived was about a survey 
in the African-American women population that had lot of non-anatomy terms and was about the 
throat in  ge neral. Thus,  ther e a re s ome hits by docum ent vectors from  Throat Singing papers  
also. 
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6A.3.2 Clustering 
 

To analyze the Document Analysis Matrix with clustering, we have used WEKA, a popular open 
source m achine learnin g software available at ( www.cs.waikato.ac.nz/ml/weka/). Weka ha s 
several types of clustering techniques that we can use to analyze the output of DAT. 

6A.3.2.1 Result of Simple K-means Using Euclidean Distance and Two Clusters 
 Cluster 1 has 4 papers. 3 papers are from  Thr oat Singing and one paper from Throat 

Cancer. The paper from Throat Can cer is a non-scientific p aper th at is a survey on  a 
certain sect of people. 

 Cluster 2 has 4 papers. 3 papers are from  Throat  Cancer and 1 paper is from Throat 
Singing. The paper from Throat Singing is “Overtone singing”. 

From the above basic clustering, we see that the cl usters reflect the core genres. Though, each of 
genres had one paper in exchange , it se emed interes ting to inves tigate the  distr ibution of  the  
clusters. 

The Throat Cancer pap er that was  clustered with Throat Singing as it was a non-anatomy paper 
that was discussing the “cancer cov erage and tobacco advertising in African-American women's 
popular magazines”. Similarly, one Throat Singi ng paper was grouped with the Throat Cancer 
papers as this discusses the technicalities w ith the overtone singing techniques which were 
mostly about singing with the throat under stress and also about the consequences. 

6A.3.2.2 Simple K-means Using Cosine Distance and Two Clusters 
• Cluster 1 has 5 papers. This cluster includes all 4 papers from  the Throat Cancer genre 

and 1 paper from Throat Singing genre, which is about types of throat singing. 
• Cluster 2 as 3 papers. This is a pure cluster from Throat Singing. 

6A.3.2.3 Cobweb Clustering with Eight Papers  
 

Cobweb clustering shows the hierarchical br eakdown of the papers and the sublevels are 
categorized with the similar cluster orientation.  

Leaf 1 has one paper standing apart from the rest of the papers and is a Throat Cancer paper, but 
is a non-technical paper, m ostly about a surv ey on the African-Am erican wom en with throat 
cancer. 
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Fig6A.3.2.3: Cobweb clustering on the 8 papers 

 

Node 2 has two Throat Cancer papers, Leaf 3 and Leaf 4. These two leaves are grouped together 
in one Node (Node 2) and at this level Leaf 1 also is a Throat Cancer paper. Leaves 3 and 4 have 
the medical papers in Throat Cancer which have similar cluster orientations. 

Node 5 mostly contains Throat Singing papers. Th e classification is spread into leaves and sub 
nodes. Leaf 6 and Leaf 7 are gene ric introduction and study on throat singing and types of throat 
singing. Node 5 splits  into a sub node Node 8, which has m ore approaches and specific 
definitions about th roat singing. It is interes ting to note that Leaf 11 in cludes a Th roat Cancer 
paper which gives an overview on cancer and its Semantic Signature orientation matches that of 
the remaining Throat Singing  papers which discuss the technique and the stress on the throat and 
its effects. 

6A.3.3 Experiment 2 
 

To enhance the experiment and to  test the sensitivity of  SSMinT, in add ition to the learning set 
of Experiment 1, we included 12 papers, 6 from  Throat Cancer and 6 from Throat Singing in the 
corpus. We used the 24 Se mantic Signatures sets  as in Experim ent 1. Thus, to develop a new 
matrix we ran DAT on these 20 papers (8 root  papers + 12 additional  papers) with our 24 
Semantic Signatures. The output matrix is a 20 × 24 matrix with num bers indicating hits of the 
corresponding Semantic Signatures for each paper. 
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SSD1 SSD2 SSD3 SSD4 SSD5 SSD6 SSD7 SSD8 SSD9 SSD10 SSD11 SSD12 SSD13 SSD14 SSD15 SSD16 SSD17 SSD18 SSD19 SSD20 SSD21 SSD22 SSD23 SSD24
0 1 0 8 0 1 1 0 1 0 26 0 0 0 0 0 0 0 0 0 0 0 0
0 2 0 0 0 0 0 1 2 0 7 3 4 2 0 0 0 0 0 0 0 0 0
0 0 0 1 0 8 0 0 0 0 6 6 0 0 0 0 0 0 0 0 0 0 0
0 12 0 0 0 0 5 23 14 0 29 0 4 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 8 0 0 0 0 14 6 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Main Paper 11 29 8 0 0 1 3 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0
Main Paper 0 0 0 9 10 13 0 0 1 0 5 5 0 0 0 1 0 0 0 0 0 0 0
Main Paper 0 7 0 0 0 0 19 21 32 0 25 0 0 0 0 0 0 0 0 0 0 0 0
Main Paper 0 1 0 4 0 1 0 0 2 0 10 4 7 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 15 11 2 0 0 14 0 5 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 16 0 24 10 0 0 0 2 2 10 0 0 0
0 0 0 1 0 0 0 0 0 0 4 0 18 8 2 1 0 40 1 4 0 0 0

Main Paper 0 0 0 0 0 0 0 0 0 0 0 0 3 3 0 1 1 11 0 0 0 0 0
Main Paper 0 0 0 0 0 0 0 0 0 0 1 0 14 9 0 0 0 29 9 8 2 0 0
Main Paper 0 0 0 0 0 0 0 0 0 0 6 0 12 16 0 1 0 6 0 2 0 2 1

0 0 0 0 0 0 4 0 0 0 13 0 22 2 6 2 0 15 0 2 0 0 0
Main Paper 0 0 0 0 0 0 1 0 0 0 11 0 20 12 19 1 0 11 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 19 0 22 2 2 0 0 20 0 1 0 0 0

Throat Cancer Throat Singing

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
3
1
0
0

   Fig 6A.3.3: The Document Analysis Matrix generated from the 20 papers with 24 Semantic 
Signatures 

 

6A.3.4 Clustering 
 

6A.3.4.1 Simple K-means with Three Clusters 
Cluster 1: 

PAPER TITLES: 

• Study on throat singing 

Cluster 2: 

PAPER TITLES: 

• Cancer cov erage and tobacco ad vertising in  African-Am erican wom en's popular 
magazines 

• Diet in the etiology of or al and pharyngeal cancer am ong wom en from  the southern 
United States 

• New throat cancer treatment 

• Perceived risks of certain types of  cance r and heart disease am ong Asian Am erican 
smokers and non-smokers 

• Smoking and cancer of the mouth, pharynx and larynx 

• Harmonic overtone singing 

• Ear, nose, and throat cancer: ultrasound diagnosis of metastasis to cervical lymph nodes 
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• Drinking levels, knowledge, and associated characteristics, 1985 NHIS findings  

• Quality of life 5-10 years after primary surgery 

• Cancer - throat or larynx 

• Oral mucositis in cancer therapy 
Cluster 3: 

PAPER TITLES: 

• A study of the blending of vocal music with the sound field by different singing styles 

• Inuit thro at-games and Siberian  throat singing: a com parative, historical, and 
semiological approach 

• Mongolian conceptualizations of overtone singing 

• Overtone singing 

• Study on throat singing 

• The throat singers of Tuva 

• Tuvan throat singing 

• Types of throat singing 

• What is throat singing 

Three clusters were chosen to see the classification of the papers with Semantic Signatures in the 
multi-dimensional space. By selecting m ore than 2 cluste rs, we are giv ing scope to the clu sters 
that m ay not be pure and have docum ents with similar orientation. Thus , sensitivity can be 
thoroughly explained with the distri bution of the papers in to the clusters that have sim ilar 
orientation. 

Cluster 1: “Study on throat singing” stood distin ct without any grouping. This paper is about 
certain methodologies of throat singing. 

Cluster 2: A ll the Throat Cancer papers were  grouped together; “Harm onic overtone singing”, 
which is about Throat Singing is also grouped with these papers.  

Cluster 3: All remaining Throat Singing papers are grouped together forming a pure cluster.  
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6A.3.4.2 Simple K-means with Four Clusters 
Cluster 1: 

PAPER TITLES: 

• What is throat singing 

• Types of throat singing 

• Tuvan throat singing 

• A study of the blending of vocal music with the sound field by different singing styles 

• Inuit thro at-games and Siberian  throat singing: a com parative, historical, and 
semiological approach 

• The throat singers of Tuva 

• Mongolian conceptualizations of overtone singing 
Cluster 2: 

PAPER TITLES: 

• Perceived risks of certain types of  cance r and heart disease am ong Asian Am erican 
smokers and non-smokers 

• Diet in the etiology of or al and pharyngeal cancer am ong wom en from  the southern 
United States 

• Cancer cov erage and tobacco ad vertising in  African-Am erican wom en's popular 
magazines 

Cluster 3: 

PAPER TITLES: 

• Study on throat singing 

Cluster 4: 

PAPER TITLES: 

• Smoking and cancer of the mouth, pharynx and larynx 

• Oral mucositis in cancer therapy 

• Ear, nose, and throat cancer : ultrasound diagnosis of metastasis to cervical lymph nodes 

• Quality of life 5-10 years after primary surgery 

• Drinking levels, knowledge, and associated characteristics, 1985 NHIS findings 

• New throat cancer treatment 

• Harmonic overtone singing 

• Overtone singing 
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• Cancer - throat or larynx 

The groupings show sensitivity to the subdivisions of content.  

Cluster 1: A purely Throat Singi ng group. Cluster 2: Exclusively in cludes papers that study the 
risks of throat cancer for certain populations. Clus ter 3:  Isolates the paper “Study on throat 
singing”. Cluster 4:  Includes papers on m edical related issues of throat cancer. The “Harm onic 
overtone singing” and “Overtone singing” papers are also included in this group due to the use of 
anatomical terms in these papers. 

 

6A.3.4.3 Simple K-means (Cosine) with Three Clusters 
Cluster 1: Consists of 8 papers. It includes onl y Throat Singing papers and as such is a pure 
cluster. 

Cluster 2: Consists of 11 papers with all the Throat Cancer papers, plus “Harmonic overtone  
singing”. 

Cluster 3: Again the “Study on throat singing” paper is isolated in a distinct cluster. 

 

6A.3.4.4 Simple K-means (Cosine) with Four Clusters 
Cluster 1: Consists of 8 papers. It includes only Thro at Singing papers and as such is a pure 
cluster. 

Cluster 2: Consists of 10 papers with 9 Thro at Cancer papers, plus the “Harm onic overtone 
singing” paper. 

Cluster 3: Again the “Study on throat singing” paper is isolated in a distinct cluster. 

Cluster 4: One paper on Throat Cancer- a definitive paper on “Cancer - throat or larynx”. 

 
The results in the above experim ents consistent ly show our m ethods can differentiate between 
different but closely related to pics.  The grouping of the pape rs “Harmonic overtone singing” 
and “Overtone singing” with the Th roat Cancer papers is du e to the use of anatom ical terms in 
these papers.  Si mple K- means with 4 clusters  stands out in presenting the most refined 
groupings.  
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 6A.3.4.5   Cobweb Clustering with 20 Papers 

 
Fig.6A.4.3.5.1: Cobweb clustering on the 20 papers 

 

 Leaf3: Overtone singing 

 Leaf4: What is throat singing 

 Leaf6: New throat cancer treatment 

 Leaf7: Cancer - throat or larynx - Overview 

 Leaf8: Harmonic overtone singing, Sm oking and cancer of the m outh, pharynx and 
larynx.  These two leaves are actually both ch ildren of Node2 (the Cobweb display group 
leaves sometimes to save horizontal space). 

 Leaf10: Ear, nose, and throat cancer : Ultr asound diagnosis of m etastasis to cervical 
lymph nodes 

 Leaf12: Oral mucositis in cancer therapy 

 Leaf13: Quality of life 5-10 years after primary surgery 

 Leaf14: Diet in the etiology of oral a nd pharyngeal cancer am ong wom en from the 
southern United States 

 Leaf16: The throat singers of Tuva 

 Leaf17: Inu it throa t-games a nd Siberian throat singing a co mparative, his torical, and  
semiological approach 

 Leaf18: Mongolian conceptualizations of overtone singing 

 Leaf19: Study on throat singing 

 Leaf20: A study of the blending of vocal m usic with the sound fiel d by different singing 
styles 
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 Leaf22: 1985 Findings on health promotion and disease prevention 

 Leaf23: Tuvan throat singing 

 Leaf25:  Cancer coverage and tobacco advertising in African-American women's popular 
magazines 

 Leaf26: Perceived risks of certain types of cancer and heart disease among Asian 
American smokers and non-smokers 

• Leaf27: Types of throat singing 

If you observe the Cobweb distribution, Node 2 ha s a mix of Throat Singing and Throat Cancer  
papers. (*) on the indication denotes that it is a root paper from  which the Sem antic Signatures 
were generated. Leaf 3 and 4 are T hroat Singing papers. N ode 5 is pure with Throat Cancer 
papers. 

Node 9 and its descend ents are pure with Throat  Cancer papers. They  are m edical oriented  
Throat Cancer papers. 

Node 15 and its descendents are pure with Throat Singing papers. They are mostly about specific 
studies and approaches to Throat Singing. 

Node 21 is a mixed cluster with both Throat Sing ing and Throat Cancer, yet its descendent node 
Node24 is a pure clusters which has non-medical Throat Cancer papers. 

Our m ethods can be used to classify docum ents by using the root papers (that have known 
content) as markers for the clusters; papers within a cluster are classified in the genre of the root 
paper(s) in the cluster.  For the hierarchical Cobweb classification, we trace upward  from a root  
paper (indicated by * in the Figure 6A.4.3.5.1) to its nearest inte rnal Node ancestor; all the 
descendants of this internal Node inherit the ge nre of the root paper. If we have knowledge of 
only the root papers, as to what genre they  belong to and rem aining papers are of unknown 
categorization, we can use our tool to classify them. 

6A.4 Final Conclusion 
 

Subtle differences between two genre/topics are significantly differentiated by SSMinT. Our tool 
can classify docum ents with unknown content in to their true genres by learning on a few 
documents. Clearly, there is a subgrouping within  the topic, such as a) non-m edical versus 
medical throat cancer papers, and  b) cancer ri sk assessm ent versus cancer symptom s and 
treatment. This im plies the con text in which  throat cancer appears has  been identified. Our 
experiments show that our m ethods are highly effective and sensi tive to subtle differences i n 
content.  There is a room to conduct further experiments and reproduce such results. 
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6B:  Financial Data Experiment 
6B.1 Introduction: What is a 10-K form? 
 

According to [28], a 10-K form is an annual report required by the U.S. Securities and Exchange  
Commission (SEC) that gives an o verall summ ary of a public com pany's perform ance in the 
market. Although similarly named, the annual report on Form 10-K is different from  the "annual 
report to shareholders" which a co mpany must send to its sharehol ders when it holds an annual 
meeting to elect directors. Though, som e co mpanies com bine the annual report to the 
shareholders and the Form  10-K into one docum ent. The 10-K includ es inform ation such as  
executive com pensation, com pany history, equity organizational structure, subsidiaries and  
audited financial statements. 

Every annual report contains 4 parts and 15 schedules. They are 

PART I 

ITEM 1. Description of Business 

ITEM 1A. Risk Factor 

ITEM 1B. Unresolved Staff Comments 

ITEM 2. Description of Properties 

ITEM 3. Legal Proceedings 

ITEM 4. Submission of Matters to a Vote of Security Holders 

PART II 

ITEM 5. Mar ket for Regis trant’s Common Equity, Related Stockholder Matt ers and Issuer Purchases of  
Equity Securities 

ITEM 6. Selected Financial Data 

ITEM 7. Management’s Discussion and Analysis of Financial Condition and Results of Operations 

ITEM 7A. Quantitative and Qualitative Disclosures About Market Risk 

ITEM 8. Financial Statements and Supplementary Data 

ITEM 9. Changes in and Disagreements With Accountants on Accounting and Financial Disclosure 

ITEM 9A(T). Controls and Procedures 

ITEM 9B. Other Information 

 

PART III 

ITEM 10. Directors, Executive Officers and Corporate Governance 
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ITEM 11. Executive Compensation 

ITEM 12. Security  Ownership of Certain Benefici al Owners and Management and Related Stockholder 
Matters 

ITEM 13. Certain Relationships and Related Transactions, and Director Independence 

ITEM 14. Principal Accounting Fees and Services 

PART IV 

ITEM 15. Exhibits, Financial Statement Schedules Signatures 

6B.2. About the Experiment 
 

To design the experiment, we requested the expertise of Dr. Bonnie Morris , Associate Professor, 
Department of Business and Economics, WVU [29]. She helped us understand the nature of 10-k 
files and which part of it would be of our interest. 

Out of  the 10-K f orms, the con tent that in terested us is Item  7 and Item  7A, as th ese are the 
management discussion and analysis of the financial conditions. Here, management discusses the 
operations of the com pany in detail by usually comparing the current period versus the prior 
period. These com parisons provide the reader an overview of the operational issues that caused 
certain increase or decrease in the business. 

Since this indicates the perform ance of each com pany, we  are interested to see if a last 10-K  
document of a Bankrupt com pany can predict its closure. Thus, we looked for som e comparable 
companies in the retail industry and started collecting the Item  7 and 7A sections of their 10-K  
reports. We did this for both Bankrupt and Non-Bankrupt comparable companies in 2009. 

No com pany declares openly that  bankruptcy is imm inent, and since the form at of the 10-k  
report is more like a boilerplate pattern, they may indicate their bankruptcy subtly in numbers or 
in text. W e were in terested to se e if  SSMinT can predict their bankruptc y from their last 10-K 
form. 

6B.3 Objective 
The semantic sensitivity nature of  the text can b e best ensured in the 10 -K reports as they try to  
showcase their company to be in good shape even though they are not. In such case our objective 
in devising an experiment was: To predict the bankruptcy of a company with the aid of SSMinT 
and distinguish these troubled com panies from co mparable healthy (companies that did not go 
bankrupt immediately after their 2009 10-K report) . 
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6B.4 Design of the Experiment 
 

Initially, to see how this experiment would shape up, Dr. Morris [29] helped us select 5 Bankrupt 
and 5 Non-Bankrupt comparable retail store companies. Out of which we choose 3 each to be the 
training files. 

The training files are: 

Bankrupt Companies Non-Bankrupt companies 
Circuit City Best Buy 
Eddie Bauer Target 

Finley Jewelry Signet 
 

Table 6B.4.1 List of known Bankrupt and Non Bankrupt companies 
 

The remaining files would be Gottschalk’s and Sa msonite for Bankrupt com panies and Coac h 
and Cato for Non-Bankrupt companies. 

Training files are exposed to Keyword Tool and Learner Tool to develop the Se mantic 
Signatures. The training and testing sets were give n as input to Data Analysis Tool to generate 
the Document Analysis Matrix. Further, the Data Analysis Tool output was clustered in WEKA. 

6B.5 Methodology / Approach in Choosing the Keywords 
 

The training files were given as input to Keywor d Tool. These training files are basically text 
files containing Item 7 and Item 7A content of the 10-K annual reports. Once the file is loaded in 
to Keyword Tool, the keywords can be chosen. Here we have specially treated the financial 
jargon phrases in the system . We directed Keyword Tool to trea t certain phrases like “account 
reconciliation” and “comparable stores” as one wo rd. Later when keywords are chosen, we kept 
in mind not to choose w ords that would evidentl y indicate bankruptcy; for exam ple, we ignored 
words like “increase” or “decrease”, etc. 

 
6B.6 Experimental Procedure 
 

• From each training set, 3 different keyword sets were chosen. There are 6 training files in 
total which yielded 18 keyword sets. 

• These 18 keyword sets were given to Learne r Tool and the Sem antic Signature were 
generated using the distance measures Euclidean and cosine individually. 
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• These 18 Semantic Signatures were the input to Data Analysis Tool along with the testing 
and tr aining f iles. Tr aining f iles are s ent in  as th e f ile m arkers in the  resu lting 
clustering/classification of the Bankrupt / Non-bankrupt companies. 

• The Document Analysis Matrix is of the dimensions 10 ×18. 
• Later we in creased the testing se t with an add itional 5 Ba nkrupt and 5 Non-bankrupt 

companies, making the whole input text files set to be 20 files. 
 

6B.7 Clustering of the DAT Output  
 

We tried K-m eans cluster ing on the Docum ent Analysis Matr ix with  Euclidean and cosine 
distance measures (while building a ssd, we ca n se lect the distance measure for th e vectors to  
cluster). Bu t, the result was all m ixed clus ters and the in terpretation was dif ficult f rom the 
clusters. We were interested to see the hierarch ical clustering for this kind of data. For the throat 
singing and throat cancer experim ent, the Cobw eb hierarchical clus tering gave som e good 
results. We wanted to see if such degree of predictions is possible in this corpus of data. 

Cobweb Clustering (Euclidean measure) 

Here is the hierarchical breakdow n in Fi gure 6B.7.1. The red highlights are for Bankrupt 
companies and blue are for Non-bankrupt companies. 

Node 5 is a pure cluster with Non-Bankrupt companies. All the remaining internal nodes 
represent mixed clusters. There is a possibility that these clusters are overlapping with Euclidean 
distance m easures. The boilerp late structu re o f 10-k reports can be a m ain reason for such 
overlapping. 
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Figure 6B.7.1 Cobweb clustering –Euclidean distance measure 
 

Cobweb clustering (cosine measure) 

We wanted to see a sparse distribution of hierarchical clustering with cosine distance measures. 
We tried the hierarchical clustering on a different Document Analysis Matrix generated using the 
cosine distance measure Semantic Signatures. 

Here is the hierarchical breakdown in Figure 6B.7.2, with two separate nodes that are mostly 
pure. There is a distinction between two nodes and mostly they are pure except one misgrouped 
element. Coach and Eddie Bauer are such misgrouped elements. Nevertheless, the degree of 
accurate prediction is very high.. Though the structures of the Bankrupt and Non-Bankrupt 
reports are similar, SSMinT can cluster the corpus into two distinct groups. 

We are now ready to increase the testing set, with 5 Bankrupt companies and 5 Non-Bankrupt 
companies, to see if the package of tools can reproduce this result. Again, the Semantic Signature 
sets for Euclidean and cosine measures are kept intact. 
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Fig 6B.7.2 Cobweb clustering – cosine distance measure 
 

 

Cobweb clustering – Euclidean measure for a larger set 

Adding 5 bankrupt and 5 non bankrupt companies. 

Bankrupt Companies Non-Bankrupt Companies 
Gantos Inc Advance Auto Parts 

Paul Harris stores Inc RadioShack 
Shoe Pavilion Ann Taylor 
Sound Advice Finish Line 

Hartmarx Ross 
Table 6B.7.1 List of unknown Bankrupt and Non‐Bankrupt companies 

 

Keeping the Euclidean Semantic Signatures intact we ran all 20 files (including testing and 
training sets) with the Semantic Signatures in Data Analysis Tool. The new Document Analysis 
Matrix was subjected to Cobweb clustering in Weka. 
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Figure 6B.7.3 Cobweb clustering – Euclidean distance measure (larger set) 
 

Similar to the Euclidean distribut ion with the smaller se t, this hierarchical breakdow n also has a 
lot of overlapping. We cannot conclude any inform ation out of such clustering output. There are 
certain pure nodes and e qually mixed nodes. To further analyz e the output, we took the cosine 
distribution under consideration. 

Cobweb clustering – Cosine measure for a larger set 

The breakdown of the Cobweb clustering with th e cosine distan ce measure is sho wn in Figure 
6B.7.4. The hierarchical clustering is neat and very impressive. The degree of accurate prediction 
also is high. 

If we are blind folded from the knowledge of the category of testing files, the training files act as 
file markers and prediction is possible. For exam ple, observe Node 1, here the category of Leaf7 
which has Target is known as a Non-Bankrupt com pany and thus, we can m ove up to the parent 
node and predict that all the leaves under Node 1 are “Non-Bankrupt” companies. 

Observe Node 16, here we have a pure node and its descendents. There are two training files 
which are Bankrupt companies among the descendants of Node 16, so we can predict that Node 
16 is a “Bankrupt” node (i.e., all the descendants of Node 16 are Bankrupt companies). 
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Node 8 is an “indeterminant” node as it has both Bankrupt and Non-Bankrupt training files under 
it and we cannot determine the category of the files present under this node 

 

Figure 6B.7.4 Cobweb clustering- cosine distance measure (larger set) 
 

 

6B.8 Final Conclusion 
 

SSMinT can dif ferentiate the  Bankrupt ve rsus Non-Bankrupt com panies on one co ndition: the 
Semantic Signatures must be chosen intelligen tly. That is an expert is required to choose 
keywords and identify important phas es in such a way as to  capture the subtle d ifferences in 10-
K reporting between co mpanies that will soon file  for Bankruptcy and healthy com panies.. An 
expert is required to choose Se mantic Signatu res that best model the  nuances of  the language 
used. This paves the way towards autom ating understanding the semantic sensitive nature of the 
English language. Further experiments are required  to sho w that resu lts are repro ducible and  
show the effectiveness of our methods on larger data sets. 
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7: Future Work 
 

In this thesis, a novel text mining tool was presented which is based on capturing the content in a 
text document. Core modules in the SSMin T package like keyword selection, Se mantic 
Signature development were introduced in detail. The process of the whole fram ework was also 
defined. A series of experiments with different corpora demonstrated that the proposed method is 
feasible and effective in the text mining. 

Future work with the SSMinT packa ge will be to reduce the  burden on the analys t or the exper t 
who uses the tools. The knowledge about the corpus is currently a requirem ent when it comes to 
selection of apt keyword sets. But, if  this burden on the ana lyst can be automated, the tools will 
be powerful in the hands of even analysts who are non-experts in the input corpora. 

To waive the analyst’s intervention to a certa in level, we have proposed the process of 
automating the whole process of keyword selec tion, Sem antic Signature development and the 
pruning of Semantic Signatures. After employing certain algorithms for decision making, we can 
certainly prune the Semantic Signatures, and once automated, the tool will have a great scope of 
reaching the common audience. 

Pruning the Se mantic Signatures to include only those tha t capture significant a ttributes of  the 
target content is an im portant f unctionality for the SSMinT tool. The curse of high 
dimensionality is that it limits the system to not present prop er results by including unnecessary 
dimensions which cause noise in the system . Once the Sem antic Signatures  are evaluated an d 
learning tak es place on  them , we can prune the Sem antic Signatures that do not aid in th e 
system’s performance. By doing so, we are removing unnecessary noise within the system.  

The semantic sensitivity experiments were explored with only one type of hierarchical clustering 
available in Weka, the Cobweb clustering. In the future, we might want to expose the output of 
Data Analysis Tool to various types of hierarchical clustering techniques. 

Language independence is another area of research, though SSMinT is totally independent of any 
language except the stemming plug-i n. We are dealing with the issu es of proper display of the 
Unicode characters in the text poin t back func tion. Next, we will test the full functionality on 
foreign language such as Hindi and Telugu.  

Data visu alization and software en hancements are requ ired for the current SSMinT package.  
Improvement in the visualizing the document vectors and their clusters is very desirable.  

We will co ntinue to in vestigate the capability of Sem antic Signatu res to em body and quantify 
emotive shift in the text data. This most likely will utilize phrase keywords and require extending 
our Sem antic Signa tures to inclu de intensit y ranking of  m eta-words. Special handling of 
expletives and hate words may also be of value. 
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The new f ramework for text m ining presented h ere will ope n a wide range of  applications and 
possibilities in text m ining and th e above exciting challenges will  be addressed in the future 
work. 
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