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Abstract

Resilient Stochastic Control Strategies in Cyber-Physical Microgrids

Mohammad Reza Khalghani

Microgrids can locally fulfill the demand and operate isolated from the main grid to sustain critical services even in case of large-scale outages and cascading power failures. Microgrids are the integration of a large number of distributed energy resources in a decentralized way such that the energy supply reliability and resiliency are enhanced against natural disasters, physical and cyber disruptions. This dissertation focuses on three main challenges regarding technologies emerging in microgrids. 1) According to the fast growing number of Electric Vehicles (EV) deployment, their impacts on microgrids resulted from their uncertain behaviors are new concerns for the microgrid operators. These concerns can be EV charging and discharging schedule and locations of EV parking lots in the system which are considered and solved using stochastic modeling and optimization algorithms based on Artificial Intelligence (AI) techniques. First, charging and discharging scheduling of EVs is minimized using Particle Swarm Optimization (PSO) Algorithm such that the daily load profile is flattened (peak and off-peak shaving) with considering constraints of State-Of-Charging (SoC). Due to the uncertain nature of daily travelling EVs between residential and administrative areas, chronological stochastic modeling is suggested. Furthermore, a multi-objective optimization based on PSO and fuzzification theory is proposed to find the best location of parking lots for these EV aggregators. Two indices, voltage unbalance and power loss, for locating the EV aggregators are considered. During peak hour, these indices can be more critical for a three-phase distribution system. 2) As the penetration of renewable energies, generally, uncertainties, increase in microgrids, a more dynamic and complex system is emerging that makes frequency control of the islanded microgrid more challenging due to stochastic dynamic encumbrances. These stochastic encumbrances can create oscillatory frequency response, which eventually leads to astray controls and instability even under primary and traditional secondary controllers. This dissertation develops AI-based and analytical based secondary control for the islanded microgrids to compensate for the frequency deviation in the presence of intermittent energy resources and uncertain load changes. Two types of artificial
intelligent techniques, Hebb learning controller, and human brain emotional learning controller, are suggested to maintain the balance between load and power sources in the presence of uncertainties. These techniques are model-free methods with self-tuning Proportional-Integral-Derivative (PID) structure. 3) The increased integration of cyber and communication networks into secondary control of microgrids, brings myriad benefits, such as fast and accurate capturing of the microgrid dynamic behavior, and efficient and reliable operation of microgrids; however, they are prone to cyber disruptions which may cause critical social impacts and financial losses. Our vulnerability analysis proves that the cyber disruption, e.g., false data injection to microgrid control process, can deteriorate the control performance or even cause unstable operation. Therefore, it is imperative to design a resilient secondary control to mitigate these cyber disruptions. This dissertation proposes a two-layer Linear Quadratic Regulator (LQR) based controller in conjunction with a developed Unknown Input Observer (UIO) to address both cyber disruptions and uncertainties of renewable sources and load. In order to investigate the efficacy and scalability of the proposed control strategy, this controller is utilized for frequency control of a simple microgrid model as well as an inverter-based microgrid model.
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Chapter 1

Introduction

After the US northeast blackout incident in 2003 which affected 55 million people and cost $6 billion, the Federal government and utilities have made significant investments in new technologies to modernize the grid and make it smarter. The investment occurred, which dedicated $9.5 billion to increase the reliability and resiliency of the U.S. power system [1]. To make the grid smart or having “Smart Grid”, we need to deploy advanced sensors, known as synchrophasors, which gives utilities better visibility into the health condition of the grid, and helps them respond more quickly to abnormal incidents. Smart Grids are the intelligent integration of electrical, information, and communication networks which facilitates control and management of the grid, including renewable resources efficiently. The main benefits of smart grid over legacy power systems are:

- Faster restoration of electricity after severe incidents
- Lower operation and management costs for both utilities, and consumers
- Higher integration of renewable energy sources and reduction of $CO_2$ emission
- Better integration of customer-owned power generation systems, e.g. Electric Vehicles
- More reliable and resilient operation owing to the capability of a distributed configuration.

As shown in Figure 1.1, legacy power systems are mostly centralized which decrease reliability and resiliency of the grid exposed to extreme contingencies. Since the late 1990s, researchers in the United States and Europe started to probe decentralized ways to manage the integration of a large number of distributed energy resources and ultimately enhance reliability and resilience against cascading power failures, natural disasters, physical and cyber disruptions. “Microgrid” as smaller scale paradigm of the smart grid is created to locally provide the demand. Microgrids also perform isolated from the main grid to sustain critical services even in case of large-scale outages and failures [2]. The US Department of Energy defined Microgrids as “a group of interconnected loads and distributed energy resources
within clearly defined electrical boundaries that acts as a single controllable entity with respect to the grid. A microgrid can connect and disconnect from the grid to enable it to operate in both grid-connected or island mode” [3]. The islanded mode of microgrids has been widely developed since it is more cost-effective than the grid-connected mode for some applications, including rural and distant areas. Microgrids are formed from the interconnection of distributed generations (DGs), energy storages, Electric Vehicles (EV), loads and communication structure as shown in Figure 1.2. In utility prospective, microgrids are independent energy systems that can operate in both islanded and grid-connected modes. Compared to legacy power systems, microgrids like smart grids utilize higher-level control configuration based on predefined communication and information protocols that involve coordination, monitoring, and integration and ultimately leads to more efficient, reliable and stable operations than standard distribution systems [4]. Microgrids can be islanded from the distribution systems and function as a small-scale grid while they can supply, store and locally distribute energy. Microgrids have been growing in number with applications of educational campuses, hospitals, military sites, large industrial complexes, small townships, and remote applications, such as telecom, rural households, etc. Another advantage of microgrids over legacy power systems is that they are easily able to locally harness renewable energy sources (RES), including wind power and photo-voltaic sources, through hierarchical control that aims to [5]:

- Increase renewable energy and other clean distributed generation integrated to the grid. The distributed energy sources often integrate into the grid through power-electronic interfaces. These interfaces can be easily controlled based on local exchanged information in a distributed environment not in a centralized way.

- Increase asset use through the integration of distributed systems and customer loads to reduce peak load and thus lower the costs of energy.

- Support achievement of renewable portfolio standards for renewable energy and energy efficiency. Enhance reliability, security, and resiliency from microgrid applications in critical infrastructure protection and highly constrained areas of the electric grid.
Support reductions in oil use by enabling electric vehicle operations with the grid.

Although such efforts have been placed into the development of smart microgrids, the grid authorities are still facing three main challenges which include:

1. **Electric Vehicle Integration**

2. **Microgrid Control in the Presence of Uncertainties**

3. **Cyber-Security Issues**

### 1.1 Electric Vehicle Integration

Rapid decrease of battery costs and increase of their energy densities are the main reasons that are making EV industries more competitive compared to internal combustion engines and rapidly growing trend of EVs. Also, based on different scenarios and worldwide policies associated with EVs, the International Energy Agency (IEA) predicts some promising trends for EV deployment, ranging between 9 million and 20 million by 2020 and between 40 million and 70 million by 2025 shown in Figure 1.3 [6]. Hence it is necessary to study EVs’ effects on microgrids and address their potential issues. Integrating EVs in microgrids can significantly decrease carbon emission.

Modern battery energy storage of electric vehicles can return electricity to microgrids, known as Vehicle-to-Grid (V2G) capability. V2G technology has drawn researchers’ attention to leverage EVs for frequency control and flattening of daily load profile [4, 7, 8]. EVs have stable storage because their idle grid connection in parking lots is approximated to 90% of the day. Furthermore, due to large number of EVs and fast (dis)charging response of their storages, EVs can play a crucial role in quickly supplying the demand and keep the power balance between supply and load [9].
Although EVs are very good alternatives to internal combustion engine cars, they will have significant impacts on microgrids. The total demand profile of power systems will be changed owing to the integration of EV charging and discharging. The charging of a large number of EVs can bring tremendous impacts on power systems. It is anticipated that the overall charging demand of the EVs (known as Grid-to-Vehicle or G2V) in the US can increase by 18% of the U.S. summer peak load in the presence of the EV penetration level of 30% [10]. On the other hand, an EV can also provide energy to the power grid through discharging called as V2G. An optimal scheduling pattern of EV charging and discharging can effectively flatten the load profile of the distribution systems as well as lower potential capital and operational costs [11]. The smart EV integration into microgrids can improve the grids’s reliability. Once EV charging process is optimally scheduled and controlled, it reduces loading of the grids’ components and power loss and in turn regulates voltage and frequency [12]. Hence efficient EV integration has become a necessary step toward microgrids.

1.2 Microgrid Control in the Presence of Uncertainties

In addition to EV integration, researchers are concerned about addressing renewable energy uncertainties. To mitigate climate change and the green house effect, international policy is changing to massively deploy renewable energies. These energy sources, e.g., wind and solar energies, usually have intermittent behavior that produces power with uncertainties and perturbations. These uncertainties can degrade the microgrid control procedure and even lead to instability.

Identical to traditional power grids, the main dynamic control strategy for microgrids is the hierarchical control, including primary control (droop control) and secondary control. Primary control response is the immediate adjustment of power output by the governor or electronic controller to address any changes in the microgrid frequency or speed of rotating energy sources. Intermittent and low-inertia characteristics of renewable sources along with uncertainties in loads can degrade the
primary control of microgrid to maintain the balance between supply and consumption that causes frequency deviation or even frequency instability. This frequency deviation issue is especially critical for an islanded microgrid that does not have frequency and voltage support from the main grid. Due to improving primary control’s response and properly employing other energy sources than governor-based or droop-based energy sources (e.g. batteries), secondary control is adopted for microgrid control. Designing an effective secondary control method is vital for islanded microgrids. Applying secondary control based on Artificial Intelligence (AI) is a new solution to explore. These methods, e.g., general type II fuzzy logic [13], neural network and Particle Swarm Optimization (PSO) algorithm [14], usually do not require the microgrid model to cope with the microgrid uncertainties. Since AI-based secondary control works based on intuitive response and expert learning systems. In other words, they do not depend on the microgrid model and usually microgrid exchanged information to properly operate microgrids. Hence proposing secondary control based on an analytical control method is another solution to encounter microgrid uncertainties.

1.3 Cyber-Security Issues

Using analytical control methods, a supervisory secondary control utilizes measurements and communication systems to guarantee frequency deviation is eliminated. In modern secondary control, two-way communication links enabled by the Internet of Things (IoT) are deployed through smart meters to facilitate energy delivery and management. In distribution systems and microgrids, Advanced Metering Infrastructure (AMI) is utilized to dynamically capture the data samples with smart meters, store and send them to Data Management Systems (DMS) to be analyzed. These collected data are sent to DMS using Home Area Network (HAN). Communication among neighbouring HANs is termed as Neighbouring Area Network (NAN). The energy and data flow in an entire power system is shown in Figure 1.4.

This tight interaction of information and communication networks with power distribution system components in microgrids creates a new architecture of energy systems called Cyber-Physical Microgrid (CPM). Leveraging the cyber-interfaced secondary control, we can optimally resolve the unbalance between supply and load.
by properly adjusting operating set-points of back-up sources, such as energy storage systems. Considering the costly operation of the storage system, it may not be the best option for compensating this power shortage of islanded microgrids [15]. As discussed earlier, EV batteries can be applied for this purpose.

All microgrid components, including EVs and distributed energy resources, must be connected through wireless and/or mobile communication networks and relative protocols applied in IoT communications, such as low-cost protocol of IEEE 802.15.4x (e.g., ZigBee) and more secure protocol of IEEE 802.11.x (e.g., WiFi, HAN, and NAN). Despite the myriad advantages of communication and cyber interface integrated into smart grids, it makes the system vulnerable to many types of cyber disruptions. These security issues are not arisen only from the integration of low-cost and low-power wireless protocols, e.g., ZigBee, into microgrids. It is seen that even more secure protocols, e.g., WiFi, in a HAN or a NAN network, can be severely targeted by adversaries [16]. These cyber manipulations can cause permanent equipment impairment and cascading outages leading to blackouts. This, in turn, causes adverse social impact and economic losses asserting the importance of such studies.

Secondary control based on analytic approaches heavily depends on cyber and communication networks that can make it very prone to cyber manipulations. Hence these secondary control methods must be resiliently designed. There are many model-based or analytic approaches, e.g., distributed-averaging proportional–integral [17], model-predictive control [18], and Linear Matrix Inequalities (LMI) based controller [19], leveraged for frequency and voltage control of microgrids.

Considering these critical challenges, we were persuaded to resolve them for microgrids. In summary, this dissertation makes the following contributions organized in three chapters investigating the current challenges in microgrids and one more chapter describing the concluding remarks and the potential future work.

- Chapter 2 investigates efficient strategies for EV integration to microgrids. In this chapter, first an optimal charging and discharging schedule for EVs is obtained; then the best locations for EV parking lots in a microgrid, which is IEEE 13 node test feeder, are found to optimize both power loss and voltage unbalance.

- Chapter 3 presents two self-tuning controllers based on Artificial intelligence techniques, human brain emotional learning and Hebb learning, to control the frequency of microgrids in the presence of uncertainties arising from load variation and wind power fluctuations.

- Chapter 4 designs a resilient observer-based controller against cyber manipulation (False Data Injection) for the islanded microgrid. Also, this controller can well perform in the presence of stochastic behavior of wind and load profiles. In order to show the scalability of this proposed method, it is applied for a larger state-space model, which is the inverter-based microgrid model.

- Chapter 5 explains the conclusions and future work.
Chapter 2

Electric Vehicle Integration to Microgrids

2.1 Introduction

With the rising trend for manufacturing and using EVs all over the world, it is interesting to study their effects on power distribution systems. The registered sales of EVs in California were more than 200,000 units in March of 2016 [20] with higher sales in the Netherlands too, which was the forerunner of EVs in Europe in 2013 [21]. A single EV penetration does not affect the operation of a distribution system; however, an aggregator of EVs has a large impact. Therefore, they are usually aggregated and then their influence, as demand or energy source, is investigated on the grid [22]. EVs can be operated in charging and discharging modes. It is important to comprehensively model EVs to consider both operating modes. In the past, deterministic methods have been applied to model the uncertainty of EVs. However, considering the uncertain behavior of EVs, probabilistic methods are needed. There are many probabilistic methods. The most comprehensive method is Monte Carlo simulation (MCS) [23, 24] that can be divided into non-sequential and sequential methods. The former is easier to apply but does not consider the chronology of the process as against the latter. R.C. Leau et al. [25] use Roulette wheel selection and Monte Carlo simulations for modeling EV’s uncertainties in reinforcement planning problem of distribution systems. MCS for optimal integration of EV aggregators in the presence of uncertainty of photovoltaic is considered in [26]. As another sequential technique, the decision process is used in [27] to model the uncertainty. In [28], dynamic programming and game theory is applied to optimally manage the charging schedule of electric vehicles to smooth out the load curve whereas demand responsive load for the same objective is proposed in [29].

Once the EVs are accurately modeled, their effects on distribution systems can be analyzed. Some researchers in [30–34] evaluate solutions for power quality problem with EVs. In this work, we model optimal charging and discharging and evaluate the best location for power quality. S. Gao et al [30] worked on power loss in EV. In [31], the authors present a multi-objective algorithm to optimally determine parking lots
number to be allocated in a distribution system. Shahnia et al. [32] considered voltage profile. Using a genetic algorithm, the proper place for EV parking lots and optimum capacity for each parking were found to reduce the power loss in [33]. In [34], charging coordination is done based on the line flow limits and power loss. Harmonic problems due to EVs are investigated in [35].

In this work, at first, using sequential MCS and PSO algorithm, the optimum charging and discharging of EV aggregators is obtained. Then, the best location for parking lots is determined. Section II discusses the optimal scheduling of EV’s batteries. In section III, the procedure for achieving the optimal parking lots for EV aggregators is introduced. Simulation and results are discussed in Section IV.

2.2 Optimal Scheduling of EV’ Batteries

2.2.1 Uncertainty Modeling

The uncertain behavior of EVs cannot be modeled using deterministic algorithms. The uncertainties come from the fact that the start time of charging and discharging of EVs are unknown. Also, daily routs of EVs in one specific area have stochastic behaviors. In order to model the uncertainties, truncated normal distribution function [36] as shown in equation 2.1 [22] is used a random variable for limiting the range of generated EV uncertainty pattern to 24 hours.

\[ f(x, \mu, \sigma, a, b) = \frac{\frac{1}{2} \phi \left( \frac{x-\mu}{\sigma} \right)}{\phi \left( \frac{b-\mu}{\sigma} \right) - \phi \left( \frac{a-\mu}{\sigma} \right)} \tag{2.1} \]

where \( a \) and \( b \) are the maximum and minimum values of each random variable, \( \phi \) is a notation for normal distribution function and \( \mu \) and \( \sigma \) are the mean and standard deviation of the variables. Here, sequential MCS is applied for simulating over 24 hour period. This MCS works as follows [37]:

1. Generating all uncertainties based on Truncated Normal Distribution.
2. Utilizing the PSO algorithm to obtain the optimized decision variables.
3. Obtaining the load pattern for a period of 24 hours.
4. Checking the stopping criterion of the simulation: 4-1) If the criterion is satisfied, this loop is finished and the algorithm goes to the next particle of PSO; 4-2) If the criterion is not satisfied, the algorithm goes to the first step of the sequential Monte Carlo Simulation.

In order to obtain detailed information about PSO, [38] can be referred. For each case, the simulation is terminated when its coefficient of variation reaches a pre-defined minimum value. The values for mean and standard deviation of each variable for EVs are as shown in Table 2.1 [22]:
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Table 2.1: Mean and variance for the simulation of an EV daily trip [22]

<table>
<thead>
<tr>
<th>Departure Time</th>
<th>Parking Period</th>
<th>Commuting Time</th>
<th>Commuting Time</th>
<th>Storage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>7:15AM</td>
<td>9h and 20Min</td>
<td>30Min</td>
<td>25Km</td>
</tr>
<tr>
<td>Variance</td>
<td>50Min</td>
<td>50Km</td>
<td>15Min</td>
<td>15Km</td>
</tr>
</tbody>
</table>

### 2.2.2 Optimization

The fitness function for optimizing the charging and discharging pattern of the EVs is as defined in equation 2.2:

\[
J = C_p \times N_h^2 + C_{op} \times N_L^2
\]  

(2.2)

where \( C_p \) is the maximum load, \( C_{op} \) is the minimum load, \( N_h \) is the sum of the hours when the load is more than the peak shaving percentage (\( X_p \% \)), \( N_L \) is the sum of the hours when the load is less than the valley filling percentage (\( X_{op} \% \)) [36]. Penalty factor is considered to ensure the satisfaction of charging constraints as given by equation 2.3 [22].

\[
J = C_p \times N_h^2 + C_{op} \times N_L^2 + P \times C_{SOC}
\]  

(2.3)

where \( P \) is penalty factor and \( C_{SOC} \) is the cost of the state of charging. The charge and discharge rates of the EV batteries satisfy the following inequality constraints as in 2.4:

\[
SOC_{min} \leq SOC^n \leq 1 \\
Ch_{rate}^{min} \leq Ch_{rate} \leq Ch_{rate}^{max} \\
Dh_{rate}^{min} \leq Dh_{rate} \leq Dh_{rate}^{max}
\]  

(2.4)

\( SOC_{min} \) is the minimum value for SOC. In this problem, it is 40% to let the vehicles continue their travel. Also, \( Ch_{rate}^{min} \) and \( Dh_{rate}^{min} \) are the minimum charge and discharge rates and \( Ch_{rate}^{max} \) and \( Dh_{rate}^{max} \) are the maximum charge and discharge rates. During the hours in which the load is more than \( X_p \% \), EVs can be discharged with \( Dh_{rate} \). In addition, when the load is more than \( X_{op} \% \), EVs can be charged with \( Ch_{rate} \). MCS is utilized for uncertainty simulation within each iteration of PSO. A 24-hour curve of EV daily movement is extracted by taking an average of all MCS iterations.

### 2.3 Optimal Location of Parking Lots

Since all of power system problems are more severe and critical in peak hours, the best placement of parking lots is needed to be determined. For the optimal location, voltage unbalance and power loss objectives are considered. At first, this problem is solved considering single-objective optimization and then, a multi-objective optimization solution is obtained considering both objectives. For computing the voltage
unbalance, equation 2.5 from [39] is used:

\[ V_{\text{unbalance}} = \left| \frac{\text{Maximum Deviation from Average}}{|V_{\text{average}}|} \right| \times 100\% \quad (2.5) \]

The single-objective fitness functions are given by equation 2.6-2.7, where voltage unbalance is the deviation of voltage from the average voltage and \( P_{\text{loss}} \) is the total power loss of the system. Fitness function for this optimization algorithm is a summation of voltage unbalances for all nodes as below:

\[ J_1 = \sum_{i=1}^{\text{bus number}} V_{\text{unbalance},i} \quad (2.6) \]

For calculating the power loss, the absolute difference value of active power for both sides of each line is considered. The fitness function for that is mentioned below:

\[ J_2 = \sum_{j=1}^{\text{line number}} P_{\text{Loss},j} \quad (2.7) \]

where \( P_{\text{loss},j} \) is power loss for \( j^{th} \) of distribution line. To solve the multi-objective problem, including both voltage imbalance and power loss, each fitness function is fuzzified. Due to the dissimilarity of fitness functions, a multi-objective optimization algorithm based on fuzzification of these objectives is utilized [40]. The triangle fuzzy membership function for fuzzifying the objects is shown in equation 2.8. In this equation, \( \text{Object}_{\text{max}} \) and \( \text{Object}_{\text{min}} \) are respectively maximum and minimum defined values for the object (object is a specific objective function). Also, the new fuzzified objective function is given by equation 2.9 with weighting factors of \( w_1 \) and \( w_2 \) associated with fuzzy membership functions \( \mu_{\text{loss}} \) and \( \mu_{\text{UV}} \) [37]:

\[ \mu_{\text{object}} = \begin{cases} \frac{\text{Object}_{\text{max}} - \text{Object}}{\text{Object}_{\text{max}} - \text{Object}_{\text{min}}} & \text{Object}_{\text{min}} \leq \text{Object} \leq \text{Object}_{\text{max}} \\ 1 & \text{Object} \leq \text{Object}_{\text{min}} \\ 0 & \text{Object} \geq \text{Object}_{\text{max}} \end{cases} \quad (2.8) \]

\[ J = w_1 \times \mu_{\text{loss}} + w_2 \times \mu_{\text{UV}} \quad (2.9) \]

Other constraints to keep the balance between the active power generated and the load and loss, to keep reactive power generated and reactive power of demand and loss, to consider the maximum and minimum value of voltage for each bus and maximum permitted power flow on each line are also considered. For all of these three optimization algorithms, constraints of load flow, the power balance between load and generation and loading limitations [36] are considered as below:
$P_g + \sum_{i=1}^{N} P_{V2G}^i = P_D + P_{Loss}$ \hspace{1cm} (2.10)

$Q_g = Q_D + Q_{Loss}$ \hspace{1cm} (2.11)

$V_i^{\text{min}} \leq V_i \leq V_i^{\text{max}}$ \hspace{1cm} (2.12)

$|I_j| \leq |I_j|^{\text{max}}$ \hspace{1cm} (2.13)

where $P_g$, $P_D$, $P_{Loss}$, and $P_{V2G}$ are total power supply, total active demand, total power loss in the grid, and power exchanged between vehicle batteries and the grid respectively. Also, $Q_g$, $Q_D$, and $Q_{Loss}$ are total reactive power supply, total reactive demand, total reactive power loss in the grid, and reactive power exchanged between vehicle batteries and the grid respectively. A multi-objective optimization can be solved using the analytical optimization algorithms [41] however, in this case, obtaining and leveraging the system model is difficult. PSO optimization based on the Pareto frontier has been used to solve Multi-objective problems [42,43]; however, this algorithm has a large computation and complexity. Due to the discrete space of this optimization problem, binary PSO algorithm is used in this work. First, the initial population of EV locations is randomly generated, and then the algorithm proceeds to move to the best solution using equations (14) and (15). $V_i$ and $X_i$ are velocity and position of $i^{th}$ solution candidate (or particle in PSO). $\omega$, $\alpha_1$, $\alpha_2$, $R_1$, and $R_2$ are converging coefficients which adjust weights for movement inertia, individual and swarm movements of particles toward the optimal solution in PSO algorithm.

$$V_i^{k+1} = \omega V_i^k + \alpha_1 R_1 (X_{pbest,i}^k - X_i^k) + \alpha_2 R_2 (X_{gbest,i}^k - X_i^k)$$ \hspace{1cm} (2.14)

$$X_i^{k+1} = X_i^k + V_i^{k+1}$$ \hspace{1cm} (2.15)

### 2.4 Simulation and Results

#### 2.4.1 Obtaining Modified Daily Load Curve Using EV Scheduling

Here hourly load values of last day of annual load model for IEEE RTS system are utilized and 100 EVs are considered. The number of available EVs parked in residential and official (non-residential) parking lots, which is obtained using MCS, is depicted in Figure 2.1. The optimized charging and discharging obtained from MCS is shown in Figure 2.2 which indeed shows the exchanged power from residential and official parking lots to the grid after the optimization.

The hourly load behavior before and after optimization is shown in Figure 2.3.
Figure 2.1: Available EVs in residential and non-residential parking in a day

Figure 2.2: Charging and discharging pattern for EVs
Since the vehicles need to continue their trips between residential and administrative areas, their SOC% must be more than 40% every time in a day. Using the proposed method, this important constraint is satisfied for all hours of the day. Figure 2.4 demonstrates SOC patterns for batteries of all EVs. Considering this figure, it is confirmed that all of the batteries have 40% of their stored energy during a day.

It is clear that the peak hour shifts from 18 to 21 after the optimization so there is a new peak hour after the optimization. Peak hour is a critical condition for distribution power grids; therefore, operation in this time is really important for utilities. Hence, the utilities should know when the peak hour for their grids occurs. In this research, it is shown that peak hour changes to the other time when charging and discharging procedure of EVs is optimized. Therefore, this new peak hour must be considered in studies related to peak hour.

### 2.4.2 Finding the Best Parking Lots Using the Proposed Methodologies

To find the best parking lot, IEEE 13 node system is simulated in MATLAB-SIMULINK. We seek to find locations of two parking lots, one residential and one administrative. The capacity of each of them is equal to 170 kilowatts. As shown in Figure 2.5, there are seven candidates of locations for each of residential and administrative parking lot. All phases for bus numbers 646, 645, 633 are considered as location candidates for the residential region. Also, all phases for bus numbers 652, 611, 684, and 680 are considered as location candidates for the administrative region.

As mentioned in the previous section, each objective function of the total power
loss and voltage unbalance is considered separately and also together as the proposed multi-objective optimization problems. Figure 2.6 compares the voltage unbalances using single-objective algorithms individually and the multi-objective algorithm. Similarly, Figure 2.7 compares the total power loss of the grid using single-objective algorithms individually and multi-objective algorithm. Power loss computation does not include loss contributions from transformers and the regulating transformer.

As seen from Figures 2.6 and 2.7, for each node and line, voltage unbalance and power loss is lower when the EV aggregators are in the locations determined by the optimization algorithms. Table 2.2 provides the proposed placement of EV aggregators, considering power loss and voltage unbalance.

As seen from Table 2.2, voltage unbalances, and power loss is lower when the optimum locations for parking lots are provided. Also, considering the problem with both objectives together that is multi-objective problem provides better solutions even though some of the locations overlap with those of single objective techniques.

### 2.5 Conclusion

This work has two parts. First part of this research is focused on finding the optimal scheme of charging and discharging for batteries of EVs. To do so, sequential MCS and an optimization algorithm are applied. At first, the stochastic behavior of daily trips of EVs is modeled, and then its chronological nature is completed using sequential MCS. The optimization algorithm is applied to provide the best pattern of charging and discharging for EVs so that peak load is shaved and the valley of that is filled. In simple terms, the objective function in the first part is smoothing out the daily load pattern. In the second part, the best parking lots are suggested using optimization algorithms, either single-objective or multi-objective based. In order
Figure 2.5: The case study; IEEE 13 node distribution system
Figure 2.6: Voltage unbalance value for all methods

Figure 2.7: Power loss values for all methods
Table 2.2: The best node candidates considering objective functions separately and as multi-objective function

<table>
<thead>
<tr>
<th></th>
<th>Residential Parking lot</th>
<th>Administrative Parking lot</th>
<th>Voltage unbalance (%)</th>
<th>Power Loss (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without EV aggregators</td>
<td>-</td>
<td>-</td>
<td>25.85</td>
<td>4.69E+04</td>
</tr>
<tr>
<td>Single-Objective based on voltage unbalance</td>
<td>5</td>
<td>5</td>
<td>24.23</td>
<td>4.37E+04</td>
</tr>
<tr>
<td>Single-Objective based on power loss</td>
<td>2</td>
<td>4</td>
<td>24.44</td>
<td>4.19E+04</td>
</tr>
<tr>
<td>Multi-Objective optimization</td>
<td>2</td>
<td>5</td>
<td>24.22</td>
<td>4.26E+04</td>
</tr>
</tbody>
</table>

To propose a good operating point, voltage unbalance and power loss during peak hour are considered as optimization objectives. The results can show that power loss and voltage unbalance are less when these algorithms are applied. Hence, it can be noted that using an optimal location of EVs; we can improve the system operation point regarding voltage unbalance and power loss problems.
Chapter 3

Artificial Intelligence-Based Control of Microgrids with Stochastic Elements

3.1 Introduction

The microgrid frequency can be controlled effectively when the generation and load are balanced. Microgrids can operate in two working modes, grid-connected and islanded. The latter has more critical Load Frequency Control (LFC) than the former because of the limited resources to fulfill demand. Also, there are many distributed generations in an islanded microgrid that have stochastic and uncertain behaviors, such as wind turbines, photovoltaic, etc. These stochastic behaviors of these sources may adversely affect the control performances since the control responses cannot track the immensely intermittent nature of such sources. Considering this uncertainty, a frequency controller that can accurately work in a small-scale power system should be designed. There are many control approaches which have been applied on the LFC process. In the literature review section, many technical papers focusing on LFC are discussed.

3.2 Literature Review

This section presents a load frequency controller review for both transmission and distribution systems. The survey of various controllers used for LFC is shown in Table 3.1 which categorizes the research based on the inclusion of renewable energy and electric vehicle, consideration of cyber anomalies in addition to regular disturbances and characteristics of the algorithm of adaptivity and robustness.

In Table 3.1, controllers can be categorized based on Artificial Intelligence (AI) based or classical (or analytical) control based. Contrary to the classical control methods, artificial intelligence methods are model-free and provide robust solutions for dynamical systems [56]. Since the systems we will be considering in this chapter are uncertain, several artificial intelligence approaches, including evolutionary opti-
Table 3.1: Load Frequency Control Tabular Survey

<table>
<thead>
<tr>
<th>System</th>
<th>Controllers</th>
<th>Renewable Energy</th>
<th>Adaptive</th>
<th>AI Approaches</th>
<th>Cyber Disruption</th>
<th>Electric Vehicle Parameter Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>[13, 44]</td>
<td>Microgrid</td>
<td>General Type II Fuzzy Logic</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>[45–50]</td>
<td>Transmission</td>
<td>Standard Fuzzy controller</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[51–56]</td>
<td>Transmission</td>
<td>Hinf &amp; Two-term controller</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>[57]</td>
<td>Transmission</td>
<td>Multi-objective GA</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[58–61]</td>
<td>Transmission</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[66–70]</td>
<td>Transmission</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>[71–73]</td>
<td>Transmission</td>
<td>Type II fuzzy</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>[74]</td>
<td>Transmission</td>
<td>Emotional learning</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>[75–79]</td>
<td>Transmission</td>
<td>Sliding mode</td>
<td></td>
<td></td>
<td></td>
<td>*</td>
</tr>
<tr>
<td>[80–84]</td>
<td>Transmission</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[85–90]</td>
<td>Transmission</td>
<td>Evolutionary-base optimization</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[91]</td>
<td>Microgrid</td>
<td>adaptive dynamic programming</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>[92]</td>
<td>Microgrid</td>
<td>observer-based sliding-mode</td>
<td>*</td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>[93]</td>
<td>Microgrid</td>
<td>Optimal LQR Controller</td>
<td>*</td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>[94]</td>
<td>Transmission</td>
<td>adaptive dynamic programming</td>
<td>*</td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>[95]</td>
<td>Transmission</td>
<td>event-triggering</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[96]</td>
<td>Microgrid</td>
<td>Multivariable Generalized Predictive</td>
<td>*</td>
<td></td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>[97]</td>
<td>Microgrid</td>
<td>Hebb Learning Control</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>
Resilient Stochastic Control Strategies in Cyber-Physical Microgrids

Figure 3.1: Simplified structure of the islanded microgrid

mization algorithms that are not adaptive or self-tuning are not applicable. We look at approaches inspired by human brain learning or neuroscience called Hebb Learning. Human brain emotional learning mimics how human brains make a decision based on their emotions, not logics. Hebb learning controller follows the adaptation of neurons in the brain during the learning process and not only is adaptive and self-tuning but also practical. In the rest of the chapter, Hebb learning and human brain emotional learning controllers are introduced and applied to control the frequency of microgrid. Then the system model is presented, and finally, simulation and results sections are obtained.

3.3 Microgrid Model

Consider an isolated microgrid, as shown in Figure 3.1, which includes a Diesel Generator (DG), a load, and two EV stations. Distribution Management System (DMS) installed at the control center supervises the microgrid and communicates with micro-Phasor Measurement Units (μPMUs) to receive state information. The DMS also sends logic processing and decisions from DMS to the microgrid actuators. A mathematical state-space model of microgrid and its controller is described in the following subsections [98].

3.3.1 The State-Space Model of Microgrid

The dynamic model of the LFC system is represented in 3.1 and expanded in (2-4) where $x(t)$ is the state variable; $u(t)$ is the control input signal; $d(t)$ is the Unknown Input (UI) which models the wind power and load perturbation; $w(t)$ and $v(t)$ are the process and measurement noises, respectively; and $y(t)$ is the measured output signal. $2H_i$ denotes the equivalent inertia. The system states are shown in (3.3), where $\Delta f$ is the frequency deviation; $\Delta P_{DG}$ is the output power of Diesel Generator
Table 3.2: The parameters of this microgrid

<table>
<thead>
<tr>
<th>Grid Parameters</th>
<th>Symbols</th>
<th>Values</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diesel Generator</td>
<td>$T_g$</td>
<td>0.1</td>
<td>s</td>
</tr>
<tr>
<td></td>
<td>$T_d$</td>
<td>8</td>
<td>s</td>
</tr>
<tr>
<td></td>
<td>$R$</td>
<td>2.5</td>
<td>Hz/pu MW</td>
</tr>
<tr>
<td></td>
<td>$\delta_{DG}$</td>
<td>0.001</td>
<td>pu MW/s</td>
</tr>
<tr>
<td></td>
<td>$\mu_{DG}$</td>
<td>0.04</td>
<td>pu MW</td>
</tr>
<tr>
<td>EV Station 1</td>
<td>$T_{e1}$</td>
<td>1</td>
<td>s</td>
</tr>
<tr>
<td></td>
<td>$\delta_{e1}$</td>
<td>0.01</td>
<td>pu MW/s</td>
</tr>
<tr>
<td></td>
<td>$\mu_{e1}$</td>
<td>0.025</td>
<td>pu MW</td>
</tr>
<tr>
<td></td>
<td>$E_{max}$</td>
<td>0.95</td>
<td>pu MWh</td>
</tr>
<tr>
<td></td>
<td>$E_{min}$</td>
<td>0.80</td>
<td>pu MWH</td>
</tr>
<tr>
<td>EV Station 2</td>
<td>$T_{e2}$</td>
<td>1</td>
<td>s</td>
</tr>
<tr>
<td></td>
<td>$\delta_{e2}$</td>
<td>0.01</td>
<td>pu MW/s</td>
</tr>
<tr>
<td></td>
<td>$\mu_{e2}$</td>
<td>0.016</td>
<td>pu MW</td>
</tr>
<tr>
<td></td>
<td>$E_{max}$</td>
<td>0.90</td>
<td>pu MWh</td>
</tr>
<tr>
<td></td>
<td>$E_{min}$</td>
<td>0.80</td>
<td>pu MWH</td>
</tr>
<tr>
<td>Grid Inertia</td>
<td>$H_t$</td>
<td>7.11</td>
<td>s</td>
</tr>
</tbody>
</table>

$\Delta X_G$ is the incremental valve position of governor, and $\Delta P_{E1}$ and $\Delta P_{E2}$ are the output powers of the first and second EV stations [98]. The relevant microgrid parameters are provided in Table 3.2.

\[
\begin{align*}
\dot{x}(t) &= A_c x(t) + B_c u(t) + Dd(t) \\
y(t) &= Cx(t) \\
A_c &= \begin{bmatrix}
0 & \frac{1}{2H_t} & 0 & \frac{1}{2H_t} & \frac{1}{2H_t} \\
0 & \frac{-1}{2T_d} & \frac{1}{T_d} & 0 & 0 \\
\frac{-1}{RT_g} & 0 & \frac{-1}{T_g} & 0 & 0 \\
0 & 0 & 0 & \frac{-1}{T_{e1}} & 0 \\
0 & 0 & 0 & 0 & \frac{-1}{T_{e2}}
\end{bmatrix} \\
B_c &= \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & \frac{1}{T_g} & 0 \\
0 & 0 & \frac{1}{T_{e1}} \\
0 & 0 & \frac{1}{T_{e2}}
\end{bmatrix} \\
C &= \begin{bmatrix}1 & 0 & 0 & 0 & 0\end{bmatrix} \\
D &= \begin{bmatrix}-\frac{1}{2H_t} & 0 & 0 & 0 & 0\end{bmatrix} \\
x(t) &= \begin{bmatrix}\Delta f & \Delta P_{DG} & \Delta X_G & \Delta P_{E1} & \Delta P_{E2}\end{bmatrix}^T \\
u &= \begin{bmatrix}\Delta u_{DG} & \Delta u_{E1} & \Delta u_{E2}\end{bmatrix}^T
\end{align*}
\]
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Figure 3.2: The diesel generator and electric vehicle model in LFC of the microgrid
derator equivalent model, as shown in Figure 3.2. Here $T_e$ denotes time constant, and
$\Delta u_E$ denotes the control inputs of the EVs with consideration of mechanical limits
of the power ramp rate $\delta_e$, power increment $\mu_e$ and maximum $E_{max}$ and minimum
$E_{min}$ controllable energy [98]. The control input $\Delta u_{DG}$ adjusts the output power
of the DG $\Delta P_{DG}$. The mechanical characteristics of the DG are given by speed
regulation coefficient $R$, the time constant $T_d$ of DG and the time constant of the
governor $T_g$, and limits of the power ramp rate $\delta_{dg}$ and the power increment $\mu_{dg}$ [99].

3.3.2 The Microgrid Control Structure

The input to LFC controller in Figure 3.3 is frequency deviation $\Delta f$, and its
outputs serve as control input $\Delta u_{DG}$ to DG and as control inputs $\Delta u_{E1}$ and $\Delta u_{E2}$ to
both EV stations. As illustrated in Figure 3.3, two control responses, primary and
secondary, are considered to mitigate the frequency deviation. The primary control
is coordinated with the governor of diesel-driven synchronous generator $\Delta X_G$ to
alter the mechanical settings and accordingly adjust the generated power of DG.
The primary control does not have a dependency on the communication network
and measuring components [100]. The secondary control in Figure 3.3 is designed
so that the frequency is driven to its nominal value by fine tuning using control
commands $\Delta u_{E1}$ and $\Delta u_{E2}$ to actuate EVs to inject or absorb restorative power. In
the next sections, two artificial intelligence control strategies are proposed to control
the microgrid frequency.
3.4 Hebb Learning Based Controller

Figure 3.4 shows the single neuron PID controller based on Hebbian learning with proportional, integral and differential errors forming the weighted input \( X = \{ x_1(k), x_2(k), x_3(k) \} \) at time instant \( k \) [101]. The weights shown as \( W_i \) in (3.5) must be normalized to avoid their infinite growth.

\[
W'_i(k) = W_i(k) / \sum_{i=1}^{3} |W_i(k)| \tag{3.5}
\]

The output of the controller is as shown in (3.6), and the input vector is the weighted sum of the errors as shown in (3.6) where \( e \) is an error due to deviation in frequency from the desired frequency. \( K \) is proportionality constant. Since the input to the neuron is the weighted sum of errors the weights have to be carefully
chosen and hence the next section discusses learning methods to select weights.

\[
    u(k) = u(k - 1) + K \sum_{i=1}^{3} W_i'(k)x_i(k) \quad (3.6)
\]

\[
    \begin{align*}
        x_1 &= e(k) - e(k - 1) \\
        x_2 &= e(k) \\
        x_3 &= e(k) - 2e(k - 1) + e(k - 2)
    \end{align*} \quad (3.7)
\]

### 3.4.1 Learning Methods for Weights

There are many weights-learning rules for training neural networks four of which are discussed in this chapter. These learning rules tune the varying weights of Proportional, Integral, and Derivative (PID) coefficients. In this manner, a self-tuning PID controller is adopted for LFC of this microgrid. These four learning rules are mentioned in (3.8-3.11) [97]:

**Non-supervised Hebb learning rule:** The controller output and the corresponding PID signals error are multiplied in this learning rule:

\[
    \begin{align*}
        W_1(k) &= W_1(k - 1) + \eta_P x_1(k - 1)u(k - 1) \\
        W_2(k) &= W_2(k - 1) + \eta_I x_2(k - 1)u(k - 1) \\
        W_3(k) &= W_3(k - 1) + \eta_D x_3(k - 1)u(k - 1)
    \end{align*} \quad (3.8)
\]

**Supervised Delta learning rule:** The controller output and the error between the reference and actual frequency \( e \) are multiplied in this learning rule:

\[
    \begin{align*}
        W_1(k) &= W_1(k - 1) + \eta_P e(k - 1)u(k - 1) \\
        W_2(k) &= W_2(k - 1) + \eta_I e(k - 1)u(k - 1) \\
        W_3(k) &= W_3(k - 1) + \eta_D e(k - 1)u(k - 1)
    \end{align*} \quad (3.9)
\]

**Supervised Hebb learning:** The controller output, the error between the reference and actual frequency \( e \), and the corresponding PID error are multiplied in this learning rule:

\[
    \begin{align*}
        W_1(k) &= W_1(k - 1) + \eta_P e(k - 1)x_1(k - 1)u(k - 1) \\
        W_2(k) &= W_2(k - 1) + \eta_I e(k - 1)x_2(k - 1)u(k - 1) \\
        W_3(k) &= W_3(k - 1) + \eta_D e(k - 1)x_3(k - 1)u(k - 1)
    \end{align*} \quad (3.10)
\]

**Improved Hebb learning:** The controller output, the error between the reference and actual frequency \( e \) and another term, which is the summation of error and error difference, are multiplied in this learning rule:

\[
    \begin{align*}
        W_1(k) &= W_1(k - 1) + \eta_P e(k - 1)u(k - 1)[e(k) + \Delta e(k)] \\
        W_2(k) &= W_2(k - 1) + \eta_I e(k - 1)u(k - 1)[e(k) + \Delta e(k)] \\
        W_3(k) &= W_3(k - 1) + \eta_D e(k - 1)u(k - 1)[e(k) + \Delta e(k)]
    \end{align*} \quad (3.11)
\]

where \( \eta_P, \eta_I \) and \( \eta_D \) are coefficients for proportional integral and differential learning speed, respectively. In all these learning rules, these coefficients are tuned based on...
their influences on the control performance. In all control processes, frequency error and its derivatives are very important. The frequency error has a higher priority than its first-order derivative and the first-order derivative have higher priority than the second-order derivative in this control mechanism. Supervised Hebb learning and Improved Hebb learning are applied to LFC in this chapter.

### 3.5 Human Brain Emotional Learning Controller

Moren and Balkenious introduced this controller for the very first time in 2000. These researchers tried to develop computational models for those parts of human brains which perform emotional decision making. In [102], a new model was introduced to carry out brain emotional processing. This model includes Amygdala, orbitofrontal cortex, thalamus, and finally, sensory cortex illustrated in Figure 3.5 and Figure 3.6. Considering this model, the Amygdala-orbitofrontal system performs the learning process in two steps. First, the input stimulant signals are assessed, and in the next step, this evaluation is used as intensifying coefficients in response to the stimulant. Amygdala is one of the main structures in brains which exists in an almost uniform way in large scale structures among different species of animals. Amygdala, which is one of the primary parts in brains, is a small part of temporal lobe which performs the emotional assessment of stimulant. These assessments are applied in emotional states and reactions, attention signals, also in long-term memory. Some of the intrinsic stimulants, including pain, hunger and some smells etc., can excite the Amygdala. The Amygdala’s response to these stimulants is ap-
plied in learning process. The scientist’s investigations show that the animals which are suffering from damaged Amygdala have difficulties in learning. Therefore, this point proves that learning occurs in Amygdala. However, the orbitofrontal cortex is used to modify unsuitable responses of Amygdala. A large number of experiments of patients with impaired orbitofrontal-cortex have shown that they cannot adapt themselves to new conditions. Ignoring the details, the diagram of the brain emotional learning system is illustrated in Figure 3.6. In following, this will be used to describe the proposed computational model for Amygdala-orbitofrontal system. The computational model output MO (the response of Amygdala-orbitofrontal structure to input stimulant SI) is equal to [103]:

\[
MO = AO - OCO
\]

where \(AO\) and \(OCO\) are the Amygdala and orbitofrontal outputs respectively and their formula are obtained in (3.13):

\[
AO = G_a \cdot SI \\
OCO = G_{oc} \cdot SI
\]

Where, \(G_a\) and \(G_{oc}\) are the corresponding gains of Amygdala and orbitofrontal parts, respectively. Learning law in orbitofrontal and Amygdala parts is demonstrated in Equation (3.14).

\[
\Delta G_a = k_1 \cdot \max(0, EC - AO) \geq 0 \\
\Delta G_{oc} = k_2 \cdot (MO - EC)
\]

Where, \(K_1, K_2\) are the learning rates for Amygdala and orbitofrontal parts,
respectively. Considering (3.14), because of using the $\max$ operator, the gain of Amygdala part is always monotonously increasing variation, and this is confirmed with physiological evidence that the Amygdala is unable to forget what it has already learned.

### 3.5.1 LFC Intelligent Control Based on Emotional Learning and its Bi-Objective Control Structure

By combining Equations (3.13) to (3.14), (3.15), we obtain:

$$MO = (G_a - G_{oc}) \cdot SI \equiv G(SI, EC, ...) \cdot SI \quad (3.15)$$

The output of Amygdala-orbitofrontal system is equal to a varying gain $G$, which depends on many factors, including emotional signal $EC$, input stimulant $SI$, etc., multiplied by input stimulant $SI$ [104]. A proper and simple idea to express stimulant input $SI$ is the familiar controller of PID:

$$SI = k_P \cdot e_f + K_I \cdot \int_0^t e_f \, dt + K_D \cdot \dot{e}_f \quad (3.16)$$

where $e_f = f_{ref} - f$ is the frequency error of the closed-loop system. The emotional signal $EC$ show how properly the LFC controller is working. Thus, $EC$ could be defined as a weighted combination of objective functions and can be described as (3.17).

$$EC = a_{ec1} \cdot e_f + a_{ec2} \cdot MO + a_{ecc3} \cdot (Other \ Control \ Objective) \quad (3.17)$$

In this equation $a_{ec1}$, $a_{ec2}$, $a_{ecc3}$ are the weight coefficients of frequency error, computational model error and other control objective, respectively. In the equation, frequency deviation signal $e_f$ is the deference between reference and real frequency signal. Computational model error is named control effort feedback signal that leads to better performance than many controllers. The proposed LFC control strategy is presented in Figure 3.7. In the next section, two AI based controllers are utilized.
3.6 Simulation and Results

In this section, LFC results of the microgrid are shown using the proposed and standard PID controllers. The results are discussed in four different scenarios to noticeably compare control response of the proposed controllers and PID controller. Figure 3.8 demonstrates wind power fluctuation and load profiles. A real data of wind fluctuation is considered to model the stochastic behavior of wind power, which is obtained from an offshore wind farm in Sweden [105]. This collected data is zero-mean profile during a period of 90 seconds. Both EV sources are modeled identical and with the same parameters. As mentioned earlier, just two of the discussed types of Hebb learning rules, Supervised Hebb learning, and Improved Hebb learning, are applied to control the frequency of this system. These control approaches are adopted to control the frequency of microgrid in Figure 3.3. They manage and control the power of sources (output power from DG and EVs) to supply the load in the presence of very intermittent behaviors of wind power and load profiles in different scenarios. Contrary to the standard PID controller, thanks to the adaptive and self-tuning mechanism, the proposed controllers can control the frequency even in very fluctuating effects of wind power energy.

3.6.1 Scenario 1

This scenario shows the effects of the load profile on LFC without wind and EVs. Frequency responses for all controllers, Emotional Learning controller, Hebb learning controller with Supervised Hebb learning and Improved Hebb learning rules and
standard PID controller, are depicted in Figure 3.9, and power output of DG is revealed in Figure 3.10. It is clear that in spite of the PID controller, which is not able to appropriately provide power from DG source (the only power source in this scenario) to control frequency, Emotional Learning and both Hebb learning controllers can control the frequency under this scenario.

3.6.2 Scenario 2

The conditions are identical to Scenario 1; but in this scenario, EV sources operate in V2G mode are included to supply the demand. Frequency responses for all controllers, Emotional Learning controller, Hebb learning controller with Supervised Hebb learning, Improved Hebb learning, and PID controller, are depicted in Figure 3.11 and DG and EV power products are demonstrated in Figure 3.12. It is observed that Emotional and Hebb Learning controllers have better control performance than the PID controller.

3.6.3 Scenario 3

The conditions are identical to Scenario 2; but in this scenario, wind power fluctuation is included. Frequency responses for all controllers, Emotional Learning controller, Hebb learning controller with Supervised Hebb learning, Improved Hebb learning and, the PID controller, are seen in Figure 3.13 and DG and EV power products are demonstrated in Figure 3.14. It is observed that although wind power profile brings very high fluctuations in this scenario, the Emotional and Hebb Learning controllers can properly control the frequency.
Figure 3.10: Power incremental output for Scenario 1

Figure 3.11: Frequency deviation in Scenario 2
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Figure 3.12: Power incremental output for Scenario 2

Figure 3.13: Frequency deviation in Scenario 3
3.6.4 Scenario 4

The conditions are identical to Scenario 3; but in this scenario, varying load profile is included. Frequency responses for all controllers, Emotional Learning controller and Hebb learning controller with Supervised Hebb learning, Improved Hebb learning, and the PID controller, are depicted in Figure 3.15 and DG and EV power products are demonstrated in Figure 3.16. It is observed that Emotional Learning and both learning trends of Hebb controllers have considerably better control responses than PID controller.

In order to present a quantitative comparison among controllers in different cases, the Integral of Time multiplied by the Absolute value of Error $ITAE$ is applied. This criterion can consider overshoot, steady-state error, and settling time [97].

$$ITAE = \int_0^T t|e_f|dt$$  \hspace{1cm} (3.18)

In Table 3.3, the controllers’ performances are quantitatively compared using the ITAE index. It is found that, in all scenarios, Improved Hebb learning controller has better control performance than Supervised Hebb learning controller. Since the frequency error signal is involved in the learning rule of improved Hebb learning controller, its performance is more effective than the performance of Supervised Hebb learning controller. Also, Supervised Hebb learning controller works significantly better than PID controller because, in spite of PID controller, Supervised Hebb learning controller has an adaptive control structure. Also, owing to the high ability of learning and adaptivity, Emotional Learning controller works considerably better than all other controllers discussed in this chapter. It is seen from Table 3.3 that due to the self-tuning structure, Neuroscience based controllers carry out their control function far superior to the standard PID controller. Without effects
Figure 3.15: Frequency deviation in Scenario 4

Figure 3.16: Power incremental output for Scenario 4
Table 3.3: ITAE Index Evaluation For All Controllers In All Four Scenarios

<table>
<thead>
<tr>
<th></th>
<th>Scenario 1</th>
<th>Scenario 2</th>
<th>Scenario 3</th>
<th>Scenario 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>PID</td>
<td>7.4135e+04</td>
<td>251.1042</td>
<td>647.9046</td>
<td>678.2314</td>
</tr>
<tr>
<td>Supervised Hebb Learning</td>
<td>3.5980e+03</td>
<td>129.5125</td>
<td>367.2134</td>
<td>472.1358</td>
</tr>
<tr>
<td>Improved Hebb Learning</td>
<td>3.6139e+03</td>
<td>65.9227</td>
<td>199.1428</td>
<td>244.7095</td>
</tr>
<tr>
<td>Emotional Learning</td>
<td>788.6041</td>
<td>47.9627</td>
<td>118.4581</td>
<td>134.2963</td>
</tr>
</tbody>
</table>

of wind fluctuation and EV sources, the frequency is controlled within limits and in case we have large deviations in load and wind power, Neuroscience based controllers restrict the frequency deviation. It is easy to see that Emotional Learning controller outperforms all other controllers, including both Hebb learning methods and standard PID controller.

3.7 Conclusion

Examining the simulation and results, we conclude that the proposed artificial intelligence methods have significantly better control responses than a standard PID controller. In this chapter, some real features in power grids, such as the stochastic behavior of wind energy and load profile, are considered. Since this system is very dynamic, and it is not simple to be accurately modeled, leveraging artificial intelligence based control methodologies are very interpretable. These control approaches do not need the accurate mathematic model of the system in their control procedure which is their main advantage.
Chapter 4

Resilient Control of Microgrids

4.1 Introduction

The interconnection of distributed generations (DGs), energy storage, Electric Vehicles (EV), loads, and communication structure results in smaller grid-like structures called microgrids. Microgrids have been increasingly deployed at educational campuses, hospitals, military sites and have been greatly utilized in remote applications such as telecom, rural households, etc. Compared to legacy distribution grids, microgrids highly rely on control configuration that involves coordination, monitoring, and integration that, in turn, leads to the more efficient, reliable and stable operation than standard distribution grids [4]. Microgrids employ Advanced Metering Infrastructure (AMI) for data collection, and hence, information exchange occurs through communication networks creating a new paradigm of energy systems called Cyber-Physical Microgrids (CPM). Since modern microgrids locally harness renewable energy sources (RES) they result in fewer power losses with the added advantage of decreased environmental pollution, unlike legacy power systems. Normally dynamic control strategy is utilized for microgrids, including hierarchical control, primary control (droop control), and secondary control. The primary control response is the immediate adjustment of power output by the governor or electronic controller to address any changes in the microgrid frequency or speed of rotating energy sources. Intermittent and low-inertia characteristics of RESs along with uncertainties in loads, can degrade the primary control of microgrid. This degradation creates an imbalance between supply and consumption leading to frequency deviations and even frequency instability which can be catastrophic for islanded microgrids since there is no frequency and voltage support from the main grid.

Additionally, to support the primary control response, a secondary control unit can be utilized specially for energy sources like batteries and electric vehicles that do not have a governor-based or droop-based control. Secondary control of microgrids is a supervisory control utilizing measurements and communication systems. Utilizing battery as storage for the control is not economically efficient hence electric vehicles in vehicle-to-grid (V2G) mode have been considered here especially due to their almost 90% availability during the day and low power loss ratio. [4,7,8,15].
Normally wireless and/or mobile communication networks are utilized for secondary control and communication of microgrids and IEEE 802.15.4x (e.g., ZigBee) or IEEE 802.11.x, a more secure protocol is employed. These protocols compromise security and enable manipulation of data by adversaries [106]-[107]. One of these cyber disruptions is Denial of Service (DoS), [108] which occurs when smart grid’s components are not available. Another cyber disruption is the Time Delay Switch (TDS) or Signal Delay Attack, which occurs when a delay is introduced in communication channels [109, 110]. Another severe cyber disruption is False Data Injection (FDI) that occurs when information is intercepted or manipulated [111] through actuators or sensors. FDI agents compromise the exchange of real-time data among µPMUs measurements, control center, and energy sources that may lead to frequency deviation and finally trigger negative defensive protection reactions, such as shedding loads or disconnecting generators [112]. The unplanned defensive protection reactions can cause permanent equipment impairment and cascading outages leading to blackouts. This, in turn, causes adverse social impact and economic losses asserting the importance of [112] resilient control, crucial for sustaining normal operations of CPM. The 2015 Ukraine Blackout events have indicated the occurrence of FDI disruptions realizing their practical occurrence and the devastating effects [113].

The identification of FDI in power grids using a reinforcement learning method has been discussed in [114], whereas [115, 116] use extreme learning machine (ELM) techniques. These techniques can detect FDI; however, the state estimation is static and not dynamic in [114]. Prediction method based on the spatial correlation of data in [115,116] is dependent on a pre-defined threshold. [117] eliminates the dependency on the threshold by using a Gaussian-Mixture detection scheme to detect stealthy manipulations and clustering. This method has a high dependency on historical adversarial data for training the model, which is difficult to obtain and moreover, large scale implementations would be challenging. Another group of researchers has utilized state estimators and observers for attack identification in smart grids [118], as not all system states can be measured due to cost [119–121]. These approaches seem to be reasonable and do not suffer the curse of dimensionality. Additionally, due to the uncertainties emerging from renewable energies and disruptions from FDIs, the measurements and system states are continually perturbed; hence, they cannot be directly utilized for feedback control. Kalman Filters have been widely utilized for state-estimations; however, their performance accuracy is restricted by a pre-defined threshold [118,122]. Traditional Leuenerberger observers do not distinguish between signals and consider signals with uncertainty as well [123]. Sliding mode observers can be utilized however they suffer from high chattering [124,125].

The distinction of uncertainties, elimination of exogenous disruptions, and chattering can be eliminated by Unknown Input Observers (UIO) [123]. [126,127] propose model-based estimation and detection of unknown input and do not address controlling and thwarting of the disruptions. In this section, an optimal UIO based controller is developed for an islanded microgrid which is not dependent on the predefined threshold and also can detect both uncertainties and FDI and mitigate them accordingly. These uncertainties and FDI are formulated as unknown inputs. The cyber disruption considered here is an intelligent stealthy FDI which affects control...
the actuator of EVS.

This section presents a two-layer augmented Linear Quadratic Regulator (LQR) with UIO for extenuating the frequency deviations while improving system adaptiveness and resilience to uncertainties from wind energy and false data injection. In order to show the scalability of the proposed methodology, this controller is implemented on a simple LFC model for a microgrid and an inverter-based microgrid model which are introduced in this chapter. The contributions of the chapter are as follows:

1. It proposes a two-layer optimal augmented controller with the observer to mitigate the cyber disruptions using two-layer controller. In the first layer, the proposed observer not only estimates the microgrid states but also detects the UIs.

2. It shows that the proposed control strategy can mitigate the frequency deviation resulted from fluctuations arising from intermittent energy resources and load changes. It also determines that the proposed two-layer controller is robust against microgrid parameter changes.

3. It proves the stability of the proposed control strategy under uncertainties using the Lyapunov stability theory. Furthermore, it identifies the necessary conditions to detect and estimate unknown inputs in real-time while the systems are under measurement noises.
4. It presents the suppression of frequency deviation using the proposed optimal controller in the second layer. The deviation is eliminated by a Linear Quadratic Regulator using the first layer detected UIs and estimated microgrid dynamics. This regulator also utilizes less energy than conventional controllers.

5. This work model an intelligent type of FDI affecting CPM. An effective manipulation considering the knowledge of control signals can deteriorate performance as seen by eigenvalue and vulnerability analysis. The magnitude and duration of FDI parameters are critically selected.

The rest of the section is organized as follows. Section 2 includes the state-space model of the CPM. Vulnerability and instability analysis is investigated in Section 3. The proposed observer and controller are described in Section 4. Simulation and results are demonstrated in Section 5, and the conclusion is presented in Section 6.

4.2 LFC Model for a Microgrid

The section considers an isolated and small microgrid as shown in Figure 4.1, which includes a Diesel Generator (DG), an AC load, and two EVS. Distribution Management System (DMS) installed at the control center supervises the microgrid and communicates with μPMUs to receive state information. The DMS also sends logic processing and decisions from DMS to actuators of energy sources like diesel generator and EV stations, thus creating a cyber infrastructure for the CPM. The substantial use of communication for information interchange surrenders the CPM to risks by providing a medium of disruptions and intrusions. To examine the CPM vulnerability, the microgrid is modeled considering its controls as described in the following subsections [119].

4.2.1 The State-Space Model of Microgrid

The dynamic model of the LFC for a microgrid is represented in (1) and expanded in (2-4) where \( x(t) \) is the state variable; \( u(t) \) is the input control signal; \( d(t) = [d_1(t) \ d_2(t)] \) is UI signal (disturbance) which models wind power perturbation \( d_1(t) = \Delta P_{w}(t) \) and FDI that compromises EVS control input \( d_2(t) \); and \( y(t) \) is the control output signal. In the state vector (3), \( \Delta f \) is the frequency deviation; \( \Delta P_{DG} \) is the output power of DG, \( \Delta X_G \) is the incremental valve position of governor, and \( \Delta P_{E1} \) and \( \Delta P_{E2} \) are the output powers of the first and second EVS, and \( 2H_t \) denotes the equivalent inertia [119]. The relevant microgrid parameters can be found in [119]. The microgrid model considers an equivalent EVS dynamic model, where \( T_e \) denotes time constant, and \( \Delta u_E \) denotes the control inputs of the EVS with consideration of mechanical limits of the power ramp rate \( \delta_e \), power increment \( \mu_e \) and maximum \( E_{max} \) and minimum \( E_{min} \) controllable energy [119]. [99] discusses the detailed information regarding EVS modeling.

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) + Dd(t) \\
y(t) &= Cx(t)
\end{align*}
\] (4.1)
\[ A = \begin{bmatrix} 0 & \frac{1}{2H_t} & 0 & \frac{1}{2H_t} & \frac{1}{2H_t} \\ 0 & \frac{1}{2T_d} & \frac{1}{T_d} & 0 & 0 \\ -\frac{1}{RT_g} & 0 & \frac{1}{T_g} & 0 & 0 \\ 0 & 0 & 0 & \frac{1}{T_{e1}} & 0 \\ 0 & 0 & 0 & 0 & \frac{1}{T_{e2}} \end{bmatrix} \]  

(4.2a)

\[ B = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ \frac{1}{T_g} & 0 & 0 \\ 0 & \frac{1}{T_{e1}} & 0 \\ 0 & 0 & \frac{1}{T_{e2}} \end{bmatrix} \]  

(4.2b)

\[ C = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix} \]  

(4.2c)

\[ D = \begin{bmatrix} -\frac{1}{2H_t} & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -\frac{1}{T_{e1}} & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix}^T \]  

(4.2d)

\[ x(t) = [\Delta f \ \Delta P_{DG} \ \Delta X_G \ \Delta P_{E1} \ \Delta P_{E2}]^T \]  

(4.3)

\[ u = [\Delta u_{DG} \ \Delta u_{E1} \ \Delta u_{E2}]^T, \]  

(4.4a)

\[ d = [d_1 \ d_2]^T \]  

(4.4b)

The DG adjusts the power output by the control input \( \Delta u_{DG} \) with mechanical characteristics, such as speed regulation coefficients \( R \), the DG time constant \( T_d \) and the governor time constant \( T_g \), and limits of the power ramp rate \( \delta_{dg} \) and the power increment \( \mu_{dg} \) [99]. The microgrid control structure is explained in the next subsection.
4.2.2 The Microgrid Control Structure

The LFC in Figure 4.2 maintains the power supply and load balance. The input of LFC controller is frequency deviation $\Delta f(k)$, and its outputs $\Delta u_{DG}(k)$, $\Delta u_{E1}(k)$ and $\Delta u_{E2}(k)$ serve as control inputs to DG and both EVS’ respectively. The updated power outputs from EVS’ and DG together with wind uncertainty $d_1(k)$ are subtracted from the demand to form the input of the swing equation whose output is the frequency deviation at each instant [119]. As illustrated in Figure 4.2, two control responses, primary and secondary, are considered to mitigate the frequency deviation. The primary control alters the mechanical settings of the governor of diesel generator $\Delta X_G(k)$ to adjust the generated power of DG. The controller has a limited dependency on cyber and communication infrastructure [100]; hence, the corresponding cyber threats are not discussed in this work. The secondary control fine-tunes the frequency utilizing EVS’. As shown in Figure 4.2, secondary control receives the system measurements from the sensory network and accordingly sends the control commands $\Delta u_{E1}(k)$ and $\Delta u_{E2}(k)$ to actuate EVS’ to inject or absorb restorative power. The detailed model for both DG and EVS is shown in Figure 4.3. If this control commands $\Delta u_E(k)$ that are delivered through cyber platforms are corrupted by FDI $d_2(k)$, the microgrid is subject of actuator disruptions whose hazardous impacts are investigated in the next section.

4.3 Vulnerability and Instability Analysis

To show that actuator disruptions in EVS control can destabilize the CPM, the following proof of instability is used. Linear Time-Invariant (LTI) system is used and its optimal controller has the form of $u(t) = -G_1x(t)$ and the disrupted form is as shown in (4.5).

$$u(t) = \begin{cases} -G_1x(t) + \delta G_1x(t) & t_a < t \leq t_b \\ -G_1x(t) & \text{Otherwise} \end{cases}$$ (4.5)
where $\delta$ is the magnitude of FDI that is occurring at time $t_a$ indicating stability issues at $t > t_a$. For simplicity, we consider $t_b = \infty$. In theorem 1, we prove that this stealthy type of FDI creates a large impact on the microgrid and degrades the stability by affecting the eigenvalues of the system.

**Theorem 1:** Cyber disruptions are modeled as $d(t)$ and adversely impact the first and fourth microgrid states, respectively. To violate the safety bounds, the disruption is crafted based on dynamic knowledge of the system; therefore, $d(t)$ is defined as a function of $x(t)$ for the most undesirable consequence. The system operates under these manipulations in $d(t)$ is not stable if the corresponding dynamic model has at least one positive eigenvalue or at least one pole in the right-half plane.

**Proof:** Consider $Dd(t)$ in (4.6) which models cyber disruption effect in the controller and can be written as:

$$\dot{x}(t) = Ax(t) + Bu(t) + D(\delta G_d u(t)) \quad (4.6)$$

Since $u(t) = -G_1 x(t)$, $d(t)$ can be written as $d(t) = \delta G_d (-G_1 x(t))$, then (4.6) can be simplified as

$$\dot{x}(t) = Ax(t) - BG_1 x(t) + D(\delta G_d (-G_1 x(t)))$$

which is expressed in (4.7):

$$\dot{x}(t) = (A - BG_1 - D\delta G_d G_1) x(t) \quad (4.7)$$

Therefore, the state dynamics in (7) for $t > t_a$ can be described by (8):

$$x(t) = e^{(A-BG_1-D\delta G_1)t} X_0 \quad (4.8)$$

where $X_0$ is a vector of the initial values for the system states. It can be noted that, if $\Re(A - BK - D\delta K) \geq 0$, the system is unstable, indicating at least one positive eigenvalue in the system. This happens when $\delta = 0.15$ to $\delta = 0.2$ as shown in Figure 4.4 and increasing magnitudes make the microgrid more unstable.

Figure 4.4: Eigenvalues of the system for normal operation and under different FDI disruptions
4.4 Inverter-Based Microgrid Model

In this section, the inverter-based microgrid model equipped with primary control is briefly introduced, the optimal secondary control implemented on this model is investigated. Finally the resiliency of the proposed UIO based controller leveraged for this model is examined in Section V.

4.4.1 The Microgrid State-Space Representation

This microgrid model consists of three main modules of inverters, network (line topology), and loads. Inverters dynamics comprises power-sharing controller, output filter, coupling inductor, and current and voltage controller. Each inverter has its own reference frame, e.g., axis \((d-q)\) for \(i\)th inverter, whose rotating frequency \(\omega_i\) is adjusted by its power-sharing controller. The loads and the networks dynamic equations are represented based on a common reference frame with axis \((d-q)\) and rotating frequency \(\omega_{com}\), which is the reference frame of one of the microgrid inverters. The other inverters’ reference frame can be translated to the common reference frame through the following transformation matrix [128].

\[
[T_i] = \begin{bmatrix}
cos(\delta_i) & -sin(\delta_i) \\
sin(\delta_i) & cos(\delta_i)
\end{bmatrix}
\]

where \(\delta_i\) is the angle of the reference frame of \(i\)th inverter with respect to the common reference frame. It is worth to note that all inverters discussed here are Voltage Source Inverters (VSI) which are often utilized to link distributed generators to the grids.

VSI State-Space Model

As Figure 4.5 shows, the DG inverter control process is divided into three different part, including power, voltage, and current control loops. The power control loop adjusts the magnitude and frequency for the fundamental component of the inverter’s voltage based on the droop features set for the real and reactive powers. Voltage and current controllers are applied to attenuate high-frequency disturbances and provide adequate damping for the output \(LC\) filter [128,129]. Since we mostly focus on frequency control of this islanded microgrid, we merely explain the VSI power controller here (not voltage and current controllers). For more information regarding the detailed model, [128,130] can be referred.

Using the droop control for DG inverters, we imitate the governor operation of synchronous generators in power grids. Once there is a load increment, the frequency of the system is decreased. Also, once there is a voltage drop, the reactive power is adjusted accordingly. The power control diagram of VSIs is shown in Figure 4.6. Examining Figure 4.6, instantaneous active \(\tilde{p}\) and reactive power \(\tilde{q}\) are obtained.
from the measured voltage and current in \((d - q)\) frame as in (4.11, 4.12).

\[
\tilde{p} = v_{od}i_{od} + v_{oq}i_{oq}
\]

\[
\tilde{q} = v_{od}i_{oq} + v_{oq}i_{od}
\]

Also, these instantaneous power components are passed through low-pass filters with \(\omega_c\) cut-off frequency to achieve the fundamental active and reactive power as in (4.13, 4.14).

\[
P = \frac{\omega_c}{s + \omega_c} \tilde{p}
\]

\[
Q = \frac{\omega_c}{s + \omega_c} \tilde{q}
\]

The artificial droop in the inverter frequency can share active and reactive powers. As seen in (4.15), the frequency \(\omega\) is set based on the droop gain \(m_p\), and the phase \(\theta\) is set by integrating the frequency. \(\omega_n\) denotes the nominal frequency set-point, and \(\alpha\) denotes the inverter reference frame angle with nominal rotating frequency \(\omega_n\) [128].

\[
\omega = \omega_n - m_p P
\]

\[
\dot{\theta} = \omega, \quad \theta = \omega_n t - \int m_p P dt
\]

\[
\alpha = - \int m_p P dt, \quad \dot{\alpha} = -m_p P
\]

Similarly, an artificial droop is introduced to share the reactive power through choosing the output voltage magnitude which is aligned to the \(d\)-axis of the inverter reference frame (the \(q\)-axis reference is set to zero) as in (4.16).
\[ v_{ad}^* = V_n - n_q Q, \quad v_{oq}^* = 0 \quad (4.16) \]

The droop gains \( m_p \) and \( n_q \) are obtained using the maximum and minimum bounds of frequency and voltage magnitude as
\[ m_p = \frac{\omega_{\text{max}} - \omega_{\text{min}}}{P_{\text{max}}} \quad n_q = \frac{V_{\text{odmax}} - V_{\text{odmin}}}{Q_{\text{max}}} \quad (4.17) \]

As mentioned earlier, one of inverters’ reference frame is considered as the common frame to obtain the complete model on a common reference frame. An angle \( \delta \) is defined for every inverter as in (4.18) to transfer the variables of the different inverter into the common reference frame.
\[ \delta_i = \int (\omega_i - \omega_{\text{com}}) \Delta \dot{\delta}_i = \Delta \dot{\omega}_i - \Delta \dot{\omega}_{\text{com}} = \Delta \omega_{ni} - \Delta \omega_{n1} - (m_i \Delta P_i - m_1 \Delta P_1) \quad (4.18) \]

where \( \omega_{ni} \) is the nominal frequency set-point for each inverter [131,132]. As seen in (4.18), all inverter angle dynamics \( \Delta \dot{\delta}_i \) are a function of the first inverter active power \( \Delta P_1 \). After considering dynamics of voltage and current controllers and rearranging all equations, the combined small-signal model for “s” number of DG inverters on a common reference frame is as in (4.19, 4.20).
\[
\begin{bmatrix} \Delta x_{\text{INV}} \end{bmatrix} = \begin{bmatrix} A_{\text{INV}} \end{bmatrix} \begin{bmatrix} \Delta x_{\text{INV}} \end{bmatrix} + \begin{bmatrix} B_{\text{INV}} \end{bmatrix} \begin{bmatrix} \Delta v_{bDQ} \end{bmatrix} + \begin{bmatrix} B_{\text{com}} \end{bmatrix} \begin{bmatrix} \Delta \omega_{\text{com}} \end{bmatrix} + \begin{bmatrix} B_n \end{bmatrix} \begin{bmatrix} \Delta \omega_n \end{bmatrix} \quad (4.19)
\]
\[
\begin{bmatrix} \Delta i_{oDQ} \end{bmatrix} = \begin{bmatrix} C_{\text{INV}} \end{bmatrix} \begin{bmatrix} \Delta x_{\text{INV}} \end{bmatrix} \quad (4.20)
\]

where \( \Delta x_{\text{INV}} = [\Delta x_{\text{inv1}} \Delta x_{\text{inv2}} \ldots \Delta x_{\text{inv_s}}] \) and \( \Delta \omega_n = [\Delta \omega_{n1} \Delta \omega_{n2} \ldots \Delta \omega_{n_s}] \).

### Network Model

Assuming the microgrid with \( n \) lines, \( m \) nodes, \( s \) inverters, and \( p \) loads shown in Figure 4.7 is the case study for this section. The dynamic equations of line current of \( i \)th line linked between nodes \( j \) and \( k \) on the common reference frame are obtained as (4.21, 4.22) [128].
\[
\begin{align*}
\frac{d i_{\text{lineDi}}}{dt} &= -r_{\text{linei}} i_{\text{lineDi}} + \omega i_{\text{lineQi}} + \frac{1}{L_{\text{linei}}} v_{bDj} - \frac{1}{L_{\text{linei}}} v_{bDk} \quad (4.21) \\
\frac{d i_{\text{lineQi}}}{dt} &= -r_{\text{linei}} i_{\text{lineQi}} - \omega i_{\text{lineDi}} + \frac{1}{L_{\text{linei}}} v_{bQj} - \frac{1}{L_{\text{linei}}} v_{bQk} \quad (4.22)
\end{align*}
\]

Therefore, the small-signal state-space model of the microgrid network can be generally obtained as in 4.23
\[
\begin{bmatrix} \Delta i_{\text{lineDQ}} \end{bmatrix} = \begin{bmatrix} A_{\text{NET}} \end{bmatrix} \begin{bmatrix} \Delta i_{\text{lineDQ}} \end{bmatrix} + \begin{bmatrix} B_{\text{1NET}} \end{bmatrix} \begin{bmatrix} \Delta v_{bDQ} \end{bmatrix} + \begin{bmatrix} B_{\text{2NET}} \end{bmatrix} \Delta \omega \quad (4.23)
\]
Load Model

The dynamic equation for the resistive and inductive load connected at the $i$th node is obtained in (4.24)

\[
\frac{d\Delta i_{loadDj}}{dt} = \frac{-R_{loadj}}{L_{loadj}} \Delta i_{loadDj} + \omega \Delta i_{loadQi} + \frac{1}{L_{loadj}} v_{bDi} \\
\frac{d\Delta i_{loadQi}}{dt} = -\frac{R_{loadj}}{L_{loadj}} \Delta i_{loadQi} - \omega \Delta i_{loadDj} + \frac{1}{L_{loadj}} v_{bQi}
\]  

(4.24) (4.25)

Therefore, the small-signal state-space model of loads can be generally obtained as in (4.26)

\[
[\Delta i_{loadDQ}] = A_{load}[\Delta i_{loadDQ}] + B_{1LOAD}[\Delta v_{bDQ}] + B_{2LOAD}\Delta \omega
\]  

(4.26)

Complete Microgrid Model

The microgrid model is obtained by merging all these modules of VSI inverters, network lines, and loads as in (4.27).

\[
\begin{bmatrix}
\Delta x_{INV} \\
\Delta x_{Net} \\
\Delta x_{Load}
\end{bmatrix} = A_{MG} \begin{bmatrix}
\Delta x_{INV} \\
\Delta x_{Net} \\
\Delta x_{Load}
\end{bmatrix} + B_{MG}[\Delta \omega_{n}]
\]  

(4.27)
where $A_{MG}, B_{MG}$ are microgrid characteristic matrices and can be found in detail in [131]. Having this state-space representation of the microgrid, we can design an optimal secondary control for this system and compare the results of secondary and primary control of the microgrid.

### 4.4.2 Secondary Control of the Inverter-based Microgrid

In order to leverage an optimal control based on Linear Quadratic Regulator (LQR), we need to make sure the pair $(A_{MG}, B_{MG})$ is controllable; otherwise, it is not possible to design such controllers for this system. However, this system is not controllable since the small-signal transient, and the steady-state responses obtained from the first state $\Delta \delta_1$ is zero ($\dot{\Delta} \delta_1 = \Delta \omega_1 - \Delta \omega_{com} = 0$) [133]. Therefore, this state must be discarded by removing the corresponding row and column in $A_{MG}$ and $B_{MG}$ or applying minimum realization technique for this system. After making the reduced-order model, we can apply the LQR controller on the microgrid model. LQR is explained in detail in the next chapter. The microgrid eigenvalues before and after removing the state corresponding to $\Delta \delta_1$ are shown in Table 4.1.

### 4.5 The Proposed Control Method

Traditional observer-based controllers for microgrids and power systems utilize all the system states for the estimation and also control process. Frequency deviation $\Delta f$ is one of the states that is distorted due to uncertainties from renewable energy sources and loads resulting in poor closed-loop control. Joint SUIO and LQR controllers contain two layers that can obtain true frequency deviation even under uncertainties. The first layer estimates the microgrid states and identifies the UIs using (4.28-4.38), as shown in Figure 4.4 and is discussed in Section III.A. The second layer suppresses the frequency excursion using (4.39-4.41) and is discussed in Section III.B.

#### 4.5.1 Design of Stochastic Unknown Input Observer

In SUIO, the states $x(k) = [x_1 \ x_2]^T$ are decoupled into those corresponding to known inputs, $x_1(k)$ and unknown inputs, $x_2(k)$ [134]. Here, $x_2(k)$ state denotes the frequency deviation $\Delta f(k)$ which is affected by the UI. Using this decoupling states, we can separately estimate the states $x_1(k)$ which are not corresponding to the uncertainties (or UI) and then estimate the state $x_2(k) = \Delta f$ which is affected by the UI and detect the UI. In this case, the frequency deviation $\Delta f(k)$ does not distort the estimation process and in turn, the frequency control of the microgrid. For decoupling the states, a non-singular matrix $\Psi = [N \ D]$ is defined where $N$ is the arbitrary matrix chosen such that $\Psi$ is non-singular ($N \in \mathbb{R}^{n-q}$) [135]. This transfer matrix $\Psi$ is multiplied to both sides of (4.1) to obtain its equivalent (4.28). For this equivalent system, we obtain a new system state representation $\bar{x} = [\bar{x}_1 \ \bar{x}_2]^T = \Psi^{-1}x = \Psi^{-1}[x_1 \ x_2]^T$ with $\bar{x}_1 \in \mathbb{R}^{n-q}$ and $\bar{x}_2 \in \mathbb{R}^q$, and new
Table 4.1: Eigenvalues of the microgrid ($A_{MG}$ matrix)

<table>
<thead>
<tr>
<th>Eigenvalues</th>
<th>Standard Inverter-Based Microgrid Model</th>
<th>Reduced-Order Inverter-Based Microgrid Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>-9.44e6 + j3.14e2</td>
<td>-9.44e6 + j3.14e2</td>
<td>-9.44e6 + j3.14e2</td>
</tr>
<tr>
<td>-9.44e6 - j3.14e2</td>
<td>-9.44e6 - j3.14e2</td>
<td>-9.44e6 - j3.14e2</td>
</tr>
<tr>
<td>-2.85e6 + j3.14e2</td>
<td>-2.85e6 + j3.14e2</td>
<td>-2.85e6 + j3.14e2</td>
</tr>
<tr>
<td>-2.85e6 - j3.14e2</td>
<td>-2.85e6 - j3.14e2</td>
<td>-2.85e6 - j3.14e2</td>
</tr>
<tr>
<td>-2.94e3 + j7.38e3</td>
<td>-2.94e3 + j7.38e3</td>
<td>-2.94e3 + j7.38e3</td>
</tr>
<tr>
<td>-2.94e3 - j7.38e3</td>
<td>-2.94e3 - j7.38e3</td>
<td>-2.94e3 - j7.38e3</td>
</tr>
<tr>
<td>-2.79e3 + j6.84e3</td>
<td>-2.79e3 + j6.84e3</td>
<td>-2.79e3 + j6.84e3</td>
</tr>
<tr>
<td>-2.79e3 - j6.84e3</td>
<td>-2.79e3 - j6.84e3</td>
<td>-2.79e3 - j6.84e3</td>
</tr>
<tr>
<td>-2.84e3 + j4.89e3</td>
<td>-2.84e3 + j4.89e3</td>
<td>-2.84e3 + j4.89e3</td>
</tr>
<tr>
<td>-2.84e3 - j4.89e3</td>
<td>-2.84e3 - j4.89e3</td>
<td>-2.84e3 - j4.89e3</td>
</tr>
<tr>
<td>-2.53e3 + j4.43e3</td>
<td>-2.53e3 + j4.43e3</td>
<td>-2.53e3 + j4.43e3</td>
</tr>
<tr>
<td>-2.53e3 - j4.43e3</td>
<td>-2.53e3 - j4.43e3</td>
<td>-2.53e3 - j4.43e3</td>
</tr>
<tr>
<td>-2.86e3 + j2.92e3</td>
<td>-2.86e3 + j2.92e3</td>
<td>-2.86e3 + j2.92e3</td>
</tr>
<tr>
<td>-2.86e3 - j2.92e3</td>
<td>-2.86e3 - j2.92e3</td>
<td>-2.86e3 - j2.92e3</td>
</tr>
<tr>
<td>-2.21e3 + j2.20e3</td>
<td>-2.21e3 + j2.20e3</td>
<td>-2.21e3 + j2.20e3</td>
</tr>
<tr>
<td>-2.21e3 - j2.20e3</td>
<td>-2.21e3 - j2.20e3</td>
<td>-2.21e3 - j2.20e3</td>
</tr>
<tr>
<td>-1.49e3 + j2.51e3</td>
<td>-1.49e3 + j2.51e3</td>
<td>-1.49e3 + j2.51e3</td>
</tr>
<tr>
<td>-1.49e3 - j2.51e3</td>
<td>-1.49e3 - j2.51e3</td>
<td>-1.49e3 - j2.51e3</td>
</tr>
<tr>
<td>-1.29e3 + j2.10e3</td>
<td>-1.29e3 + j2.10e3</td>
<td>-1.29e3 + j2.10e3</td>
</tr>
<tr>
<td>-1.29e3 - j2.10e3</td>
<td>-1.29e3 - j2.10e3</td>
<td>-1.29e3 - j2.10e3</td>
</tr>
<tr>
<td>-1.31e3 + j1.71e3</td>
<td>-1.31e3 + j1.71e3</td>
<td>-1.31e3 + j1.71e3</td>
</tr>
<tr>
<td>-1.31e3 - j1.71e3</td>
<td>-1.31e3 - j1.71e3</td>
<td>-1.31e3 - j1.71e3</td>
</tr>
<tr>
<td>-1.22e3 + j1.65e3</td>
<td>-1.22e3 + j1.65e3</td>
<td>-1.22e3 + j1.65e3</td>
</tr>
<tr>
<td>-1.22e3 - j1.65e3</td>
<td>-1.22e3 - j1.65e3</td>
<td>-1.22e3 - j1.65e3</td>
</tr>
<tr>
<td>-1.14e3 + j1.54e3</td>
<td>-1.14e3 + j1.54e3</td>
<td>-1.14e3 + j1.54e3</td>
</tr>
<tr>
<td>-1.14e3 - j1.54e3</td>
<td>-1.14e3 - j1.54e3</td>
<td>-1.14e3 - j1.54e3</td>
</tr>
<tr>
<td>-1.11e3 + j1.50e3</td>
<td>-1.11e3 + j1.50e3</td>
<td>-1.11e3 + j1.50e3</td>
</tr>
<tr>
<td>-1.11e3 - j1.50e3</td>
<td>-1.11e3 - j1.50e3</td>
<td>-1.11e3 - j1.50e3</td>
</tr>
<tr>
<td>-2.00e1 + j3.13e2</td>
<td>-2.00e1 + j3.13e2</td>
<td>-2.00e1 + j3.13e2</td>
</tr>
<tr>
<td>-2.00e1 - j3.13e2</td>
<td>-2.00e1 - j3.13e2</td>
<td>-2.00e1 - j3.13e2</td>
</tr>
<tr>
<td>-2.50e1 + j3.13e2</td>
<td>-2.50e1 + j3.13e2</td>
<td>-2.50e1 + j3.13e2</td>
</tr>
<tr>
<td>-2.50e1 - j3.13e2</td>
<td>-2.50e1 - j3.13e2</td>
<td>-2.50e1 - j3.13e2</td>
</tr>
<tr>
<td>-1.42e2 + j2.10e2</td>
<td>-1.42e2 + j2.10e2</td>
<td>-1.42e2 + j2.10e2</td>
</tr>
<tr>
<td>-1.42e2 - j2.10e2</td>
<td>-1.42e2 - j2.10e2</td>
<td>-1.42e2 - j2.10e2</td>
</tr>
<tr>
<td>-1.25e2 + j1.50e2</td>
<td>-1.25e2 + j1.50e2</td>
<td>-1.25e2 + j1.50e2</td>
</tr>
<tr>
<td>-1.25e2 - j1.50e2</td>
<td>-1.25e2 - j1.50e2</td>
<td>-1.25e2 - j1.50e2</td>
</tr>
<tr>
<td>-1.34e8 + j30.21</td>
<td>-1.34e8 + j30.21</td>
<td>-1.34e8 + j30.21</td>
</tr>
<tr>
<td>-1.34e8 - j30.21</td>
<td>-1.34e8 - j30.21</td>
<td>-1.34e8 - j30.21</td>
</tr>
<tr>
<td>-20.84</td>
<td>-20.84</td>
<td></td>
</tr>
<tr>
<td>-28.25</td>
<td>-28.25</td>
<td></td>
</tr>
<tr>
<td>-31.38</td>
<td>-31.38</td>
<td></td>
</tr>
<tr>
<td>-31.40</td>
<td>-31.40</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>Removed</td>
<td></td>
</tr>
</tbody>
</table>
constant characteristic matrices defined in (4.29).

\[
\begin{aligned}
\overline{\pi}(k + 1) &= \overline{A}\pi(k) + \overline{B}u(k) + \overline{D}d(k) + w(k) \\
y(k) &= \overline{C}\pi(k) + v(k)
\end{aligned}
\]  
(4.28)

\[
\overline{A} = \begin{bmatrix} \overline{A}_{11} & \overline{A}_{12} \\ \overline{A}_{21} & \overline{A}_{22} \end{bmatrix} = \Psi^{-1}A\Psi, \quad \overline{B} = \begin{bmatrix} \overline{B}_1 & \overline{B}_2 \end{bmatrix}^T = \Psi^{-1}B,
\]
(4.29)

Further, the states \(\pi_2(k)\) corresponding to the UI are dropped to obtain unknown input-free microgrid as in (4.30) [135,136].

\[
\begin{aligned}
\begin{bmatrix} I_{n-q} & 0 \end{bmatrix} \pi(k + 1) &= \begin{bmatrix} \overline{A}_{11} & \overline{A}_{12} \end{bmatrix} \pi(k) + \overline{B}_1u(k) + w_1(k) \\
y(k) &= \begin{bmatrix} CN & CD \end{bmatrix} \pi(k) + v(k)
\end{aligned}
\]  
(4.30)

where \(w_1(k)\) is the noise which affects \(\pi_1(k)\). Assuming \(\pi_2(k)\) can be obtained from the measurement output \(y(k)\), (4.30) will be transformed into a linear descriptor. In the transfer matrix \(U = [CD ~ I]\), \(CD\) is a full-column rank matrix and \(I \in \mathbb{R}^{n \times (m-q)}\) is an arbitrary matrix defined such that \(U\) is not a singular matrix. Hence we have \(U^{-1} = [U_1 ~ U_2]^T\) with \(U_1 \in \mathbb{R}^{n \times m}\) and \(U_2 \in \mathbb{R}^{(m-q) \times m}\). Multiplying the measurement equation in the system (4.30) by \(U^{-1}\), we obtain (4.31-4.32):

\[
\begin{aligned}
U_1y(k) &= U_1CN\pi_1(k) + \pi_2(k) \\
U_2y(k) &= U_2CN\pi_1(k)
\end{aligned}
\]  
(4.31)
(4.32)

Substituting (4.31) in (4.30) and combining it with (4.32), we get (4.33) with revised state matrix of \(\tilde{A} = \overline{A}_{11} - \overline{A}_{12}U_1CN\), revised measurement matrix \(\tilde{C} = U_2CN\), revised measurement vector \(\overline{y}(k) = U_2y(k)\), \(v_1(k)\) is the noise which affects \(\overline{y}(k) = U_2y(k)\) and \(E = \overline{A}_{12}U_1\).

\[
\begin{aligned}
\begin{bmatrix} I_{n-q} & 0 \end{bmatrix} \pi(k + 1) &= \tilde{A}\pi(k) + \tilde{B}_1u(k) + E\pi(k) + w_1(k) \\
\overline{y}(k) &= \tilde{C}\pi(k) + v_1(k)
\end{aligned}
\]  
(4.33)

If the pair \((\tilde{A}, \tilde{C})\) is observable, a Kalman filter can be designed for this system. The existence conditions for observability of system is examined in [135]. Considering the observability of the microgrid model and the noise covariance matrices \(\text{Cov}(w(k), w(k)) = Q_1\) and \(\text{Cov}(v(k), v(k)) = R_1\), Kalman filter with \(L \in \mathbb{R}^{(n-q) \times (m-q)}\) for \(\pi_1(k)\) is constructed as in (4.34) to estimate \(\hat{\pi}_1(k)\) with \(\hat{\pi}_1 \in \mathbb{R}^{n-q}:

\[
\hat{\pi}_1(k + 1 | k) = (\tilde{A} - L\tilde{C})\hat{\pi}_1(k | k - 1) + \tilde{B}u(k) + L^\star\overline{y}(k)
\]  
(4.34)

where \(L^\star = LU_2 + E\) and the Kalman filter gain matrix \(L\) is derived by solving the discrete Riccati equation \(L = (AP_1C^T)(CP_1C^T + Q_1 + R_1)\). Also, \(P_1\) solves the algebraic Riccati equation which minimizes the steady-state error covariance
\[ P_1 = \lim_{k \to \infty} E[(x_1 - \hat{x}_1)(x_1 - \hat{x}_1)^T] \] Now, the entire estimated states can be obtained in (4.35) using (4.31) and (4.34):

\[
\hat{x}(k|k) = \Psi \hat{\Psi} = \Psi \begin{bmatrix} \hat{x}_1(k|k) \\ \hat{x}_2(k|k) \end{bmatrix}
\]  (4.35)

where \( \hat{x}_2(k|k) = U_1 y(k) - U_1 C N \hat{x}_1(k|k) \). This implies that the frequency deviation \( x_2(k) = \Delta f(k) \) can be estimated from measurements and remaining estimated states \( x_1(k) \) and measurements \( y(k) \).

To identify the unknown input \( d(k) \), including wind power as well as load profiles, (4.35) is substituted in (4.28) to obtain (4.36):

\[
\begin{bmatrix} \hat{x}_1(k+1|k) \\ U_1 y(k+1) - U_1 C N \hat{x}_1(k+1|k) \end{bmatrix} = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix} \begin{bmatrix} \hat{x}_1(k|k) \\ U_1 y(k) - U_1 C N \hat{x}_1(k|k) \end{bmatrix} + \begin{bmatrix} B_1 \\ B_2 \end{bmatrix} u(k) + \begin{bmatrix} 0 \\ I_q \end{bmatrix} d(k)
\]  (4.36)

Simplifying (4.36), the UI can be detected as \( \hat{d}(k) = U_1 y(k+1) + U_1 C N \hat{x}_1(k+1|k) - A_{12} \hat{x}_1(k|k) - A_{22}(U_1 y(k) - U_1 C N \hat{x}_1(k|k)) - B_2 u(k) \). The comprehensive UI detection, uncertainties, is presented in (4.37):

\[
\hat{d}(k) = F_1 \Psi(k+1) + F_2 \hat{x}_1(k|k) + F_3 y(k) + F_4 u(k)
\]  (4.37)

where \( F_1 = U_1 \), \( F_2 = U_1 C N L U_2 C N + U_1 C N A_{12} U_1 C N - U_1 C N A_{11} - A_{21} + A_{22} U_1 C N \), \( F_3 = -U_1 C N L U_2 - U_1 C N A_{12} U_1 - A_{22} U_1 \), and \( F_4 = -U_1 C N B_1 - B_2 \). Since the first term in the right-hand side of (4.37), \( F_1 y(k+1) \), is a derivative type, it increases the noise magnitude of measurements and leads to high distortions in frequency response. Thus a moving average filter (MAF) with \( M \) windows, which is equal to 20 here, is designed to make the measurement signals \( y(k+1) \) more smooth as in (4.38).

\[
\bar{y}(k+1) = \frac{1}{M} \sum_{i=0}^{M} y(k+1 - i)
\]  (4.38)

These estimated microgrid states \( \hat{x}(k) \) and the detected UIs \( \hat{d}(k) \) are adopted in the compensating procedure of the second control layer introduced in the next subsection.

### 4.5.2 Design of Unknown Input Compensator

The optimal unknown input compensator is governed by \( \hat{u}(k) = G_1 \hat{x}(k) \) resulting in the closed-loop microgrid matrix \( A - BG_1 \). \( G_1 \) is an optimal state feedback gain which is generally chosen such that the eigenvalues of \( A - BG_1 \) are within the unit circle of the Z-plane for a stable closed-loop microgrid. For this, the pair \( (A, B) \) must be controllable that means the rank of the controllability matrix is same as the system rank, or \( \text{rank } [B \ AB \ A^2B \ A^3B \ A^4B] = \text{rank } A \). In the second layer, therefore, the optimal feedback controller gain \( G_1 \) is designed using input \( u(k) \) and
Algorithm 1 The proposed control strategy

Require: State-Space System model, Matrices $A$, $B$, $C$, and $D$

Compute: Non-singular transfer matrices $Ψ$ and $U^{-1}$ to decouple the microgrid states to those which are not affected by the UI (call them $x_1$) and affected by the UI (call them $x_2$) and the new decoupled state space model $\bar{A}, \bar{B}, \bar{C}, \bar{D}$

Initialize: All system states $x(0) = X_0$

Solve: $P_2 = A^T P_2 A - A^T P_2 B (R_2 + B^T P_2 B)^{-1} B^T P_2 A + Q_2$

Compute: $G_1 = (R_2 + B^T P_2 B)^{-1} B^T P_2 A$ $\triangleright$ Compensator gain

for $k = 1$ to $N$ do

$\bar{x}_1(k+1|k) = \bar{A} \bar{x}_1(k|k) + \bar{B}_1 u(k) + E y(k)$ $\triangleright$ time update

$\bar{x}_2(k+1|k+1) = U_1 y(k+1) - U_1 C N \bar{x}_1(k+1|k)$ Measurement update by $\mu$PMUs

$\dot{x}_1(k|k) = Ψ \hat{x}_1(k|k) = Ψ \left[ \begin{array}{c} \bar{x}_1(k|k) \\ \bar{x}_2(k|k) \end{array} \right]$ $\triangleright$ Merging all the system states

$\hat{d}(k) = F_1 \bar{y}(k+1) + F_2 \dot{x}_1(k|k) + F_3 y(k) + F_4 u(k)$ $\triangleright$ Detecting the UI, which are the uncertainties

$u^*(k + 1) = -(G_1 \dot{x}(k + 1) + G_2 \hat{d}(k + 1))$ $\triangleright$ Control law update

end for

Figure 4.8: Load variation and wind power uncertainties (UI) [105]

the estimated microgrid states $\dot{x}(k)$ in (4.35) to minimize the performance index $J$ in (4.39). $Q_2$ and $R_2$ are weighting matrices corresponding to control performance and energy consumption, respectively, in (4.39). If $\Delta f_{ref} = 0$, the full control input $u^*(k) = -\hat{u}(k) - G_2 \hat{d}(k)$ which is a linear combination of the detected UI $\hat{d}(k)$ with $G_2 = D$, and the control gain $G_1$ in (4.40). In the first term of the full control input $u^*(k), G_1$, is calculated based on (4.41), and is designed to minimize $J$ using $P_2$, the unique positive-definite solution of discrete-time algebraic Riccati equation in (4.39) expressed as $P_2 = A^T P_2 A - A^T P_2 B (R_2 + B^T P_2 B)^{-1} B^T P_2 A + Q_2$, to obtain $G_1$ and the feedback control input $\hat{u}(k)$ for infinite-horizon. In the second term of the full control input $u^*(k)$, the UI is detected as $\hat{d}(k)$ by our detector expressed in the first layer of the proposed controller and subtracted from the feedback control law..
Minimize \( J = \sum_{n=1}^{\infty} (x(k)^TQ_2x(k) + u(k)^TR_2u(k)) \) (4.39)

Subject to. \( x(k + 1) = Ax(k) + Bu(k) \)

\[ u^*(k) = -(G_1\hat{x}(k) + G_2\hat{d}(k)) \] (4.40)

\[ G_1 = (R_2 + B^TP_2B)^{-1}B^TP_2A \] (4.41)

The proposed control strategy is elaborated in Algorithm 1.

### 4.6 Stability Proof of the Proposed Methodology

Stability of the proposed resilient control is investigated for the system described in (4.42).

\[
\begin{align*}
\dot{x}(t) &= A_c x(t) + B_c u(t) + Dd(t) + w(t) \\
y(t) &= Cx(t) + v(t)
\end{align*}
\] (4.42)

**Remark 1:** The measurement noise \( v(t) \) has an upper bound:

\[ \|v(t)\| \leq L_O \]

**Remark 2:** The unknown input along with process noise \( Dd(t) + w(t) = S(t) \) is bounded by:

\[ \|S(t)\| \leq L_S \]

**Remark 3:** The symmetric matrix \( P_L \) has upper and lower limits:

\[ \lambda_{\text{min}} I_n \leq P_L \leq \lambda_{\text{max}} I_n \]

where \( \lambda_{\text{min}} \) and \( \lambda_{\text{max}} \) are positive real numbers. \( P_L \) can be found by solving the Lyapunov function:

\[ (A_c - LC)^TP_L + P_L(A_c - LC) = -Q_L \] (4.43)

where \( Q_L \) is a symmetric positive-definite matrix. Consider the observer equation as:

\[ \begin{align*}
\dot{x} &= A_c\hat{x}(t) + B_c u(t) + L(y - \hat{y}) + D\hat{d}(t) \\
\hat{y} &= C\hat{x}(t)
\end{align*} \] (4.44)

where \( L \) is the Kalman filter gain, and \( \hat{d}(t) \) is the estimated unknown input. Subtracting Equation (4.44) from the Equation (4.42), estimate error of the system \( \hat{x}(t) \) can be found as:

\[ \begin{align*}
\dot{\hat{x}}(t) &= \dot{x}(t) - \hat{x}(t) \\
&= (A_c - LC)\hat{x}(t) + S(t) - \dot{\hat{S}}(t) + w(t) + L(v(t))
\end{align*} \] (4.45)

**Corollary 1:** we can prove that, \( \|S(t) - \dot{\hat{S}}(t)\| \leq L_a\|\hat{x}(t)\| \), where \( L_a \) is finite positive constant. The proof for convergence of the parameter updating process is described in [137].
Theorem 1: The system described in (4.42) remains stable and $\dot{x}(t)$ in Equation (4.45) is bounded, if the following condition is satisfied $-\eta \min(Q_L) + 2L_a \lambda_{\text{max}} < 0$, where $\eta$ and $\lambda$ are eigenvalues of $Q_L$ and $P_L$ respectively.

Proof: Consider the following Lyapunov function

$$V(t) = \dot{x}(t)^T P_L \dot{x}(t) + \frac{1}{2} x(t)^T x(t)$$

(4.46)

Since $V(t)$ is positive definite (based on Remark 3), $\dot{V}(t)$ needs to be negative definite, so that the system will be asymptotically stable. Derivative of $V(\dot{x}, t)$ with respect to time can be written as:

$$\dot{V}(t) = \dot{x}(t)^T P_L \dot{x}(t) + \dot{x}(t)^T P_L \dot{x}(t) + x(t)^T \dot{x}(t)$$

(4.47)

Substituting $\dot{x}(t)$ in (4.45) into (4.48) results in

$$\dot{V}(t) = (A_c \dot{x}(t) - LC \ddot{x}(t) + S(t) - \dot{S}(t) + w(t) + L(v(t)))^T P_L \ddot{x}$$

$$+ \ddot{x}(t)^T P_L (A_c \dot{x}(t) - LC \ddot{x}(t) + S(t) - \dot{S}(t) + w(t) + L(v(t)))$$

$$+ x(t)^T (A_c x(t) + B \dot{\varphi}(t) - G_1 x(t) - D \ddot{x}(t) + w(t) - w(t)) + S(t))$$

$$= \ddot{x}(t)^T (A_c - LC)^T P_L \dot{x}(t) + \ddot{x}(t)^T P_L (A_c - LC) \ddot{x}(t)$$

$$+ (S(t) - \dot{S}(t) + w(t) + L(v(t)))^T P_L \ddot{x}$$

$$+ \ddot{x}(t)^T P_L (S(t) - \dot{S}(t) + w(t) + L(v(t)))$$

$$+ x(t)^T (A_c x(t) + B \dot{\varphi}(t) - G_1 x(t) - D \ddot{x}(t) + w(t) + S(t))$$

$$= -\ddot{x}(t)^T Q_L \ddot{x}(t)$$

$$+ (S(t) - \dot{S}(t) + w(t) + L(v(t)))^T P_L \ddot{x}$$

$$+ \ddot{x}(t)^T P_L (S(t) - \dot{S}(t) + w(t) + L(v(t)))$$

$$+ x(t)^T (A_c - BG_1) x(t) - \dot{S}(t) + w(t) + S(t))$$

$$\leq -Q_L \|\ddot{x}(t)\|^2 + 2P_L \|L_a \|\ddot{x}(t)\|^2$$

$$+ (A_c - BG_1) \|x(t)\|^2 + L_a \|x(t)\|^2$$

$$\leq (-\eta \min(Q_L) + 2L_a \lambda_{\text{max}}) \|\ddot{x}(t)\|^2$$

$$+(L_a + \lambda_{\text{max}}) \|x(t)\|^2$$

The following conditions should be satisfied, in order to have a stable observer

$$-\eta \min(Q_L) + 2L_a \lambda_{\text{max}} < 0$$

(4.49)

and to have a stable controller the following condition should be satisfied

$$L_a + \lambda_{\text{max}} < 0$$

(4.50)

where $\lambda_{\text{max}}$ is the maximum eigenvalue of $A_c - BG_1$.

4.7 Simulation and Results

It is important for the proposed controller to resiliently perform under uncertainties arising from renewable energies, load, and microgrid parameter changes and
cyber disruptions. Also, it must be shown that this controller is scalable to other power systems. Therefore, the numerical results associated with this proposed control strategy are separately illustrated in three following subsections to show that this controller fulfills these mentioned concerns. The first and second subsections show that the proposed method robustly addresses uncertainties and also resiliently performs under FDI, respectively. In these two subsections, the proposed controller is implemented on LFC of a microgrid which has a small state-space representation with five states. In order to show the controller’s performance in larger-scale in the third subsection, the proposed controller is utilized for an inverter-based microgrid model, which has a state-space representation with 47 states.

4.7.1 The Proposed Controller Robustness Under Uncertainties

This section presents the LFC results of the microgrid using the proposed two-layer controller designed in Section III. The performance of the proposed secondary SUIO and LQR controller is compared with that of, UIO and LQR described in our previous work [98], and Luenberger observer and LQR, as well as with results without the secondary control. These methodologies are implemented in MATLAB-SIMULINK. Three different cases are considered based on uncertainty considerations and the disconnection of EV stations. The data for the wind power fluctuation is extracted from an offshore wind farm in Sweden [105] and modeled using zero-mean profile over a period of 90 seconds as shown in Figure 4.9. The uncertainty of solar radiation in Aberdeen, UK [138] and load uncertainty considered are also shown in Figure 4.9. A measurement noise with zero-mean Gaussian and a covariance of 0.01 is considered for all measurements $y(k)$.

Case 1

In this case, the load characteristics in Figure 4.9 are considered in addition to the disconnection of EV stations at $t = 33s$. Frequency response without secondary control and with secondary control using three controllers is depicted in Figure 4.10. The control inputs (control efforts) $\Delta u_{DG}$ and $\Delta u_E$ for the DG and EV stations, is shown in Figure 4.11. It is clear that the proposed controller has a significantly
better response than the other two controllers. The controller-based on Luenberger observer does not fully compensate the frequency deviations, especially when \( t \geq 33 \text{s} \) during the disconnection of EV stations. At this time, the microgrid frequency drops by 0.224 p.u. with the Luenberger observer-based controller and by 0.016 p.u. with SUIO and the UIO-based controllers. The response of Luenberger-based controller is similar to the response without secondary control at \( t \geq 33 \text{s} \). This shows that standard optimal controllers cannot perform well under severe contingencies such as loss of power and other uncertainties. It can be examined from Figure 4.11 that The Luenberger-based controller requires the most control efforts as compared to other controllers. Also, since UIO-based controller is not inherently designed to handle the measurement noise, its corresponding control efforts are more than that of the proposed SUIO controller. The total control effort \( \Delta E_t = \Delta u_{DG}^2 + \Delta u_{E1}^2 + \Delta u_{E2}^2 \) is as shown in the fourth subplot in Figure 4.11. As seen in Figure 4.11, \( \Delta E_t = 1.5788e+03 \) obtained from SUIO is significantly lower than 2.2506e+04 obtained from UIO and LQR controller [98].

Case 2

In this case, the wind power fluctuations in Figure 4.9 are considered. Frequency responses without secondary control and with secondary control using three controllers are depicted in Figure 4.12. The control inputs (control efforts) for the DG \( \Delta u_{DG} \) and EV stations \( \Delta u_{E} \), are shown in Figure 4.13. It is clear that the proposed controller has a significantly better response than the other two controllers. The controller-based on Luenberger observer does not fully compensate the frequency deviations, and the maximum frequency deviation is 0.046 p.u.. The maximum frequency deviation is 0.0084 p.u. with SUIO and UIO-based controllers. It can be examined from Figure 4.13 that the Luenberger-based controller requires the most control efforts as compared to other controllers. The total control effort \( \Delta E_t \) is as shown in the fourth subplot in Figure 4.13. As seen in Figure 4.11, \( \Delta E_t = 1.6081e+03 \) obtained from SUIO is significantly lower than 2.2569e+04 obtained
Case 3

In this case, both wind power fluctuations and load characteristics in Figure 4.9 are considered in addition to the disconnection of one EV station at $t = 16s$. Frequency response without secondary control and with secondary control using three controllers is depicted in Figure 4.14. The control inputs (control efforts) $\Delta u_{DG}$ and $\Delta u_E$ for the DG and EV stations, are shown in Figure 4.15. It is clear that the proposed controller has a significantly better response than the other two controllers.
The controller-based on Luenberger observer has a maximum frequency deviation of 0.14 p.u. which is higher than 0.075 p.u. obtained using SUIO and UIO based controllers. Figure 4.15 shows that the Luenberger-based controller requires the most control efforts as compared to other controllers. As seen in Figure 4.11, $\Delta E_t = 1.5991e+03$ obtained from SUIO is significantly lower than $2.2524e+04$ obtained from UIO and LQR controller [98]. As seen from the estimated states in Figure 4.16, the states from SUIO match very well the original states as compared to UIO. The performance of UIO is, in turn significantly better than a Luenberger-based observer controller.
Case 4

In this case, the photovoltaic intermittencies in Figure 4.17 are considered. Frequency responses without secondary control and with secondary control using three
controllers are depicted in Figure 4.17. The control inputs (control efforts) for the DG $\Delta u_{DG}$ and EV stations $\Delta u_E$, are shown in Figure 4.18. It is clear that the proposed controller has a significantly better response than the other two controllers. The controller-based on the Luenberger observer does not fully compensate the frequency deviations, and the maximum frequency deviation is 0.0863 p.u.. The maximum frequency deviation is 0.0477 p.u. with SUIO and UIO-based controllers. It can be examined from Figure 4.18 that the Luenberger-based controller requires the most control efforts as compared to other controllers. The total control effort $\Delta E_t$ is as shown in the fourth subplot in Figure 4.18. As seen in Figure 4.11, $\Delta E_t = 1.6179e+03$ obtained from SUIO is significantly lower than $2.2581e+04$ obtained from UIO and LQR controller [98].
Case 5

In this case, both wind power fluctuations and load characteristics in Figure 4.9 are considered, and robustness of the secondary controllers against microgrid parameter changes are evaluated. To replicate the modeling uncertainty, following changes in the parameters are applied: \( T_g = +25\% \); \( T_d = -25\% \); \( R = +35\% \); \( T_{e1} = -32\% \); \( T_{e2} = -32\% \); \( H_t = +20\% \). Frequency response with secondary control is evaluated for three controllers and is depicted in Figure 4.19. The control inputs (control efforts) \( \Delta u_{DG} \) and \( \Delta u_E \) for the DG and EV stations are shown in Figure 4.20. It is clear that the proposed controller has a significantly better response than Luenberger observer and LQR. Since the SUIO based controller has better performance than UIO based controller to estimate the states and identify the UI, the upper bound value of \( L_a \) is smaller. Hence, contrary to UIO based control design, SUIO-based controller is satisfied even with having Eigenvalues of \( A - BG_1 \) not far negative (which has a direct impact on control effort). Using UIO based controller in this case causes an unstable control response. Nevertheless, the proposed controller based on SUIO is robust to the parameter changes. Figure 4.20 shows that the UIO-based controller does not have control over the control effort. Also, total power consumption corresponding to the Luenberger-based controller is significantly more than that of the SUIO-based controller.

To quantitatively compare performances of these secondary controllers in terms of control response and estimation accuracy, Integral of Absolute Error (IAE) of frequency deviation, \( IAE = \sum_{k=1}^{NS} |\Delta f(k)| \), and Mean Absolute Error between estimated states and real states \( MAE = \frac{\sum_{k=1}^{NS}|x(k) - \hat{x}(k)|}{NS} \) are utilized for each controller in Table II. \( NS \) is a number of data samples. Table II also shows that the proposed method here outweighs our previous method, Luenberger based and without secondary control in aspects of control performance, control effort, and estimation accuracy. The simulation results in this work specifically show that the proposed SUIO control method outperforms the original UIO control method in [98] since (1)
the original UIO is not robust to the microgrid parameter changes. (2) SUIO can very well address the real uncertainties, including renewable energies, load, and measurement noise, compared to the original UIO-based controller because we leverage Kalman Filter for estimating the microgrid states which are not corresponding to uncertainties. (3) SUIO has a more optimal control effort compared to the original UIO in the control procedure.

4.7.2 The Proposed Controller Resiliency Under FDI

This section presents the performance of the proposed resilient control strategy designed under three different scenarios of FDI in the presence of measurement noise and wind power uncertainty shown in Figure 4.9. This proposed SUIO-based controller has compared a joint Luenberger observer and LQR and LQG, which is joint control of Kalman Filter and LQR. Wind power uncertainty as $d_1(k)$ and affects only the first system state $x_1(k)$. First EVS control input $\Delta u_{E1}$ that corresponds to the actuator is corrupted by false data injection $d_2(k)$.

Scenario 1

In this scenario, the FDI $d_2(k) = \delta x_4(k)$ is considered for $k \geq 65$ indicating the adversary mimics the fourth system state, corresponding to the first EVS, with $\delta$ times greater magnitude for a duration of 25 seconds. As shown in Section III,
Table 4.2: Control and estimation performances of controllers

<table>
<thead>
<tr>
<th>Cases</th>
<th>Indices</th>
<th>SUIO and LQR</th>
<th>UIO and LQR</th>
<th>Luenberger and LQR</th>
<th>Without-Secondary</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>IAE</td>
<td>1.0951e+04</td>
<td>1.1047e+04</td>
<td>2.0745e+04</td>
<td>2.2592e+04</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>0.0027</td>
<td>0.0040</td>
<td>0.0125</td>
<td></td>
</tr>
<tr>
<td>#2</td>
<td>IAE</td>
<td>7.2192e+03</td>
<td>7.2504e+03</td>
<td>1.3048e+04</td>
<td>1.5357e+04</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>0.0027</td>
<td>0.0041</td>
<td>0.0098</td>
<td></td>
</tr>
<tr>
<td>#3</td>
<td>IAE</td>
<td>1.2596e+04</td>
<td>1.2691e+04</td>
<td>2.3492e+04</td>
<td>2.6259e+04</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>0.0027</td>
<td>0.0040</td>
<td>0.0163</td>
<td></td>
</tr>
<tr>
<td>#4</td>
<td>IAE</td>
<td>1.0419e+04</td>
<td>1.0617e+04</td>
<td>1.8872e+04</td>
<td>2.2234e+04</td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>0.0030</td>
<td>0.0042</td>
<td>0.0132</td>
<td></td>
</tr>
<tr>
<td>#5</td>
<td>IAE</td>
<td>1.8790e+04</td>
<td>1.4569e+06</td>
<td>1.7268e+05</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MAE</td>
<td>0.0355</td>
<td>2.0771</td>
<td>0.4369</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.21: Frequency deviation and EVS control inputs in scenario 1

the FDI destabilizes the microgrid equipped with the Luenberger-based and LQG controller, as shown in Figure 4.21. This figure illustrates that LQG and Luenberger-based controllers get unstable for $\delta \leq 4$ and $\delta \leq 4.5$ respectively although the proposed UIO controller normally operates for $\delta \leq 6$. Figure 4.21 also shows how the control input of the first EVS $\Delta u_{E1}(k)$ equipped with LQR decreases leading to a decrease in generated power, creating an imbalance in power. The proposed UIO technique is used to detect the wind power uncertainties $d_1(k)$, and the FDI $d_2(k)$ and a comparison of detected with the actual disturbances is as shown in Figure 4.22.
Scenario 2
In this scenario, the FDI consisting of constant pulse $s$ and ramp $r$ disruptions are added to the fourth microgrid state as:

$$d_2(k) = \begin{cases} x_4(k) + 0.05s(k) & 30 < k \leq 40 \\ x_4(k) + 0.04r(k) & k \geq 60 \end{cases}$$

The FDI tremendously degrades frequency control of the microgrid equipped with Luenberger based and LQG controllers as shown in Figure 4.23 where the frequency deviation increases by 0.052 p.u. for Luenberger-based controller and it increases by 0.04 p.u. during disruptive pulse injection. This figure illustrates that the proposed UIO controller maintains frequency stability in spite of Luenberger-based and LQG controllers. Figure 4.23 also shows how the control input of the first EVS $\Delta u_{E1}(k)$ equipped with Luenberger-based and LQG controllers decrease, leading to a decrease in generated power, creating an imbalance in power. The proposed UIO technique is used to detect the FDI $d_2(k)$, and a comparison of detected with the actual disturbances is as shown in Figure 4.24.

Scenario 3
In this scenario, the FDI $d_2(k)$ as shown in the equation below, is considered where the adversary injects incorrect data both momentarily and persistently. This data is a function of sinusoids with different magnitudes, phase, and frequency and affects the fourth system state, corresponding to the first EVS. The FDI creates frequency oscillations in the microgrid equipped with standard LQR controller as shown in Figure 4.25 where the frequency drops by 0.07 p.u. or 3.5 Hz for momentary injection and by 0.04 p.u. or 2.0 Hz for consistent injection. Figure 4.25 also shows the oscillatory response of the control input $\Delta u_{E1}(k)$ of the first EVS equipped with
LQR. The proposed UIO technique is used to detect the FDI $d_2(k)$, and a comparison of detected with the actual disturbances for $d_2(k)$ is as shown in Figure 4.26.

$$d_2(k) = \begin{cases} 
6\sin(0.5k + \pi) + 2.5, & 30 < t \leq 33 \\
\cos(3k)x_4(k) + 0.75\sin(2k), & 45 < t \leq 90 
\end{cases}$$

To quantitatively compare performances of these secondary controllers in terms of control response Mean Absolute Error between frequency deviation resulted from utilizing three secondary controllers under FDI and frequency deviation with the secondary controllers without FDI, known as $\Delta f_0$, $MAE = \frac{\sum_{k=1}^{NS} |\Delta f(k) - \Delta f_0(k)|}{NS}$ are utilized for each scenario in Table 4.3. $NS$ is the number of data samples. Table 4.3 also shows that the proposed UIO control method significantly outweighs LQG, Luenberger-based controllers in aspects of control performance.
Table 4.3: Control performances of controllers

<table>
<thead>
<tr>
<th>Scenario</th>
<th>UIO</th>
<th>Luenberger-based</th>
<th>LQG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>5.8438e-04</td>
<td>0.0323</td>
<td>0.0164</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>1.5810e-06</td>
<td>0.0190</td>
<td>0.0192</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>1.9339e-06</td>
<td>0.0578</td>
<td>Unstable</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>3.1831e-06</td>
<td>Unstable</td>
<td>Unstable</td>
</tr>
</tbody>
</table>

4.7.3 The Proposed Controller Resiliency and scalability Performance Under FDI

This section implements our proposed UIO-based control technique on the secondary control of an islanded inverter-based microgrid model that was presented earlier.
We show that the effect of the false data injected to the inverter angle dynamic of this system is well compensated using our proposed control methodology. In the following, the inverter-based microgrid model is briefly introduced, the secondary control implemented on this model is investigated. Finally, the resiliency of the proposed UIO based controller leveraged for this model is examined.

This microgrid model consists of three main modules of inverters, network (line topology), and loads. Inverters dynamics comprises power-sharing controller, output filter, coupling inductor, and current and voltage controller. Each inverter has its own reference frame whose rotation frequency is adjusted by its power sharing controller. This case study is a 220 V (per phase Root Mean Square), 60 Hz microgrid equipped with three inverters of equal rating (10 kVA), supplying two loads as shown in Figure 4.27. Figure 4.27 shows some of the microgrid data. These inverters supply two loads connected to the microgrid through lines 1 and 2. More information about the microgrid parameters and initial microgrid conditions are given in Tables 4.4 and 4.5.

In order to show the efficacy of the proposed UIO based secondary control, in [128].
Table 4.5: Microgrid initial conditions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{od}$</td>
<td>[380.8 381.8 380.4]</td>
<td>$V_{oq}$</td>
<td>[0 0 0]</td>
</tr>
<tr>
<td>$I_{od}$</td>
<td>[11.4 11.4 11.4]</td>
<td>$I_{oq}$</td>
<td>[0.4 -1.45 1.25]</td>
</tr>
<tr>
<td>$I_{id}$</td>
<td>[11.4 11.4 11.4]</td>
<td>$I_{iq}$</td>
<td>[-5.5 -7.3 -4.6]</td>
</tr>
<tr>
<td>$V_{bd}$</td>
<td>[379.5 380.5 379]</td>
<td>$V_{bq}$</td>
<td>[-6 -6 -5]</td>
</tr>
<tr>
<td>$\omega_0$</td>
<td>[314]</td>
<td>$\delta_0$</td>
<td>[0 1.9e-3 -0.0113]</td>
</tr>
<tr>
<td>$I_{line1d}$</td>
<td>[-3.8]</td>
<td>$I_{line1q}$</td>
<td>[0.4]</td>
</tr>
<tr>
<td>$I_{line2d}$</td>
<td>[7.6]</td>
<td>$I_{line2q}$</td>
<td>[-1.3]</td>
</tr>
</tbody>
</table>

particular, and secondary control, in general, three simulation cases for this model are shown as follows. In these simulation cases, the secondary control based on our proposed UIO is compared with the secondary control equipped with Linear Quadratic Gaussian (LQG), Luenberger based control, and the microgrid without secondary control (just primary control response).

Case 1

In this case, the effect of a step load change is investigated. The step load change occurs for load 3 at $t = 1$ s. The angles of inverter 2 and 3 for the microgrid without secondary control and with secondary control using three controllers are depicted in Figures 4.28 and 4.29. As Figures 4.28 and 4.29 displays, the primary control only is not enough to appropriately control microgrid. It is clear that the proposed UIO controller has a significantly better response than the other two controllers. Also, the inverters’ frequencies presented in Figures 4.30 shows that the proposed UIO controller compensates the inverters’ frequencies better than other secondary controllers.

Case 2

In this case, the FDI effect to one inverter angle is investigated. The FDI consisting of sinusoid functions is added to the actuator of inverter angle 2 at $t = 1.2$ s as:

$$d(t) = 2sin(t) + 1.25sin(0.75t) \quad t \geq 1.2s$$

The angles of inverter 2 and 3 for the microgrid without secondary control and with secondary control equipped with three controllers are depicted in Figures 4.32 and 4.33. It is clear that the proposed UIO controller has a significantly better response than the other two controllers. Also, the inverters’ frequencies shown in Figures 4.34 and 4.35 prove that the proposed UIO controller compensates the inverters’ frequencies better than other secondary controllers.
Case 3

In this case, the stealthy FDI effect to one inverter angle is investigated. As seen in 4.18, all inverter angle dynamics $\Delta \delta_i$ are a function of the first inverter active power $\Delta P_1$. Thus one destructive FDI can be launched once $\Delta P_1$ is stealthily disclosed and used in the data injection (as proved earlier in this chapter). The FDI is added...
Resilient Stochastic Control Strategies in Cyber-Physical Microgrids

Figure 4.30: Second inverter frequency dynamic $\Delta f_2$ in scenario 1 (Step load change)

Figure 4.31: Third inverter frequency dynamic $\Delta f_3$ in scenario 1 (Step load change)

to the actuator of inverter angle 2 at $t = 1.4s$ as:

$$d(t) = 0.5\Delta P_1(t) \quad t \geq 1.4s$$

The angles of inverter 2 and 3 for the microgrid without secondary control and with secondary control equipped with three controllers are depicted in Figures 4.36 and
4.37. It is clear that the proposed UIO controller can still resiliently control the microgrid; however, this stealthy FDI can destabilize the microgrid equipped with Luenberger and LQG based secondary control. The Luenberger-based secondary controller operates significantly more unstable compared to the LQG-based con-
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Figure 4.34: Second inverter frequency dynamic $\Delta f_2$ in scenario 2 (FDI to the second inverter’s actuator)

Figure 4.35: Third inverter frequency dynamic $\Delta f_3$ in scenario 2 (FDI to the second inverter’s actuator)

troller. Also, the inverters’ frequencies shown in Figures 4.38 and 4.39 prove that the proposed UIO controller, unlike the other secondary controllers, compensates the inverters’ frequencies. In fact, this simulation case verifies that the proposed UIO-based controller properly maintains the microgrid resiliency.
Figure 4.36: Second inverter angle $\delta_2$ in scenario 3 (Stealthy FDI to the second inverter’s actuator)

Figure 4.37: Third inverter angle $\delta_3$ in scenario 3 (Stealthy FDI to the second inverter’s actuator)

4.8 Conclusion

This section focuses on control of microgrid in the presence of renewable and load uncertainties as well as cyber manipulation effect on the microgrid actuators. At first, vulnerability analysis verifies that an intelligent, stealthy FDI can severely
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jeopardize the stability of microgrid, especially under the knowledge of real-data of control inputs. Therefore, an optimal resilient controller based on a joint UIO and LQR is proposed. This proposed two-layer control algorithm includes UI detection, microgrid state estimation, and frequency deviation mitigation for the microgrid equipped with electric vehicle charging stations and one inverter-based microgrid.
model. The simulation results verify the significant resilient and optimal performance of the proposed strategy compared to that of optimal controllers based on Luenberger observer and LQG.
Chapter 5
Conclusion

5.1 Concluding Remarks

The research work presented in this dissertation has focused on three main microgrids challenges of EV and renewable energy connection and cyber security. An account of the main contributions of this dissertation is given as follows:

1. Chapter 2 solves two important problems associated with EV integrated to microgrids. In the first problem, a combined AI-based optimization algorithm and stochastic modeling approach are leveraged to find an optimal EV charging and discharging schedule such that the daily load profile is flattened and in turn, the energy cost is minimized. The stochastic modeling approach is applied to consider uncertainties from EV travel throughout the microgrid, which is IEEE 13-node feeder system. Particle Swarm Optimization (PSO) algorithm is used to minimize the objective function regarding flattening daily load profile (peak load shaving and valley load filling) and consider the technical constraints, e.g., EV batteries’ State-of-Charging. In the second problem, a multi-objective optimization based on PSO is developed to investigate the best locations for EV parking-lots connected to the microgrid such that the microgrid has minimum power loss and voltage unbalance. It is shown that this multi-objective algorithm outweighs the single and standard optimization algorithms used for this problem. This chapter merely focuses on static analyses of EV stations affecting microgrid, including voltage drop and power loss, not the associated dynamic analyses, e.g., EV stations participation into control frequency, which is taken into account in the next chapter.

2. Chapter 3 introduces two AI-based controllers, named human brain emotional learning and Hebb learning controllers, to control frequency in microgrids equipped with EV stations. These two controllers are applied to properly actuate energy sources in the microgrid, like diesel generators, and EV stations, and mitigate frequency deviation resulted from uncertainties and perturbations of renewables and load changes. These two controllers were inspired by the human decision-making process and artificial neural networks respectively. These
controllers do not require the exact mathematical microgrid model for their control procedures, which is a great advantage for power systems with high penetration of uncertainties. In addition to their model-free operation, these controllers perform as self-tuning Proportional–Integral–Derivative (PID) regulators which appropriately respond to uncertainties and intermittencies, e.g., renewable energies and load variation, in a real-time manner. It means that these two controllers do not need to be trained similar to normal neural network techniques. The other advantage of these controllers is that they do not require microgrid information measured from the system. However, these controllers cannot optimally perform to compensate frequency deviation since they do not have enough information from the microgrid model and measured information. Furthermore, these controllers can be implemented for small systems. Hence, one analytic control approach is developed in the next chapter to overcome the weaknesses of these AI-based controllers.

3. Chapter 4 develops an analytical control method based on Unknown Input Observer (UIO) which is robust against uncertainties. Since this method adopts the measured information from the microgrid through communication links to optimally operate the microgrid, it is prone to cyber disruptions that can deteriorate the control performance and even cause instability. In this chapter, a destructive and disruptive type of cyber anomaly is investigated. This cyber disruption mainly targets the control actuators of the microgrid by manipulating the control packets sent from the controller to the energy source actuators, i.e., this cyber anomaly occurs once the energy supplies of microgrid receive false data from the control center, so-called False Data Injection (FDI) to control actuators. Our vulnerability analysis proves that this FDI can be more detrimental once the microgrid flowing information is disclosed and used in the FDI. Hence we show that the UIO based controller resiliently works under these cyber manipulation also. To prove the scalability of this controller, we applied this controller for an inverter-based microgrid model which have larger state-space representation. The simulation results show the efficacy of this controller in terms of uncertainties robustness, cyber disruption resiliency, and scalable capability.

5.2 Future Work

Based on the outcomes of this dissertation, several extensions to this work are identified to be continued in the future. These are briefly discussed as follows:

- Many challenges are not still addressed regarding EV integration into microgrids. The first challenge is the systematic and external uncertainties arising from the system model, user behavior and coordination approach. Due to the high penetration of renewable energies in microgrids, the necessity of considering the existence of these type of uncertainties along with load uncertainties is essential to perfectly model the grid. Furthermore, most of the available
methods for EV charging assume that the customers are rational and they have perfect knowledge about the system parameters and hence use stochastic methodologies for behavior modeling. An accurate stochastic model to handle uncertainties of EV users’ behaviors and mobility profile including arrival and departure time is difficult due to privacy and individual economic concerns of customers. Most of the optimization methodologies, including our method, applied in this problem do not work in an online or real-time frame. The third challenge is associated with how communications occur as centralized or decentralized. In the centralized control methods, all EVs in the system is usually controlled by a central system operator. Centralized control methods may not be practical due to: 1) the lack of global information of charging demand of EVs; 2) the computation difficulties with potentially increasing population of EVs; and 3) the reluctance of consumers to abandon the decision-making authority regarding the charging of their EVs. In Decentralized control methods, each EV usually determines its charging profile based on the local or global information. Reinforcement learning techniques can be leveraged to optimize charging and discharging schedule of EVs in real-time. The reinforcement learning part of artificial intelligence-based techniques have enabled much better solutions to large-scale sequential decision problems. Since distributed implementations are more practical, a distributed reinforcement learning methodology can be utilized for optimal charging profile of individual charging stations and broadcasting the local results to the other neighboring stations.

- Many known cyber disruptions are not studied here and can still distort or cripple microgrid control procedure, such as time-delay and Denial-of-Service (DoS). Using FDI and time-delay attack, adversaries can induce oscillatory responses in a microgrid identical to real oscillation events in power systems. In these cases, the microgrid controllers, especially those, which are based on data-driven methods, may trigger some harsh remedial actions, such as load shedding or islanding, by mistake. These actions cause huge financial loss for both utility and customers. Also, DoS can target the communication links in sensing loops of microgrids and make the exchanged data pockets temporarily unavailable, which causes unstable microgrid operation. Thus it is required to design a resilient controller based on state-estimations and/or artificial intelligence techniques to address these potential issues in communication channels.

- The inverter-based microgrid model used in this dissertation can be developed to comprehensively and accurately model a microgrid. This model should cover three-phase and unbalance characteristics of distribution grids. In order to utilize a more accurate model of microgrid, non-linear system model can be used. In this case, we do not need linear assumptions, e.g. linearizing the system around a specific operating point, etc. It should be noted that there are many papers focused on secondary control of this inverter-based microgrid model. We can work on proposing a distributed control for this
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microgrid which is resilient against cyber disruptions and computationally efficient method that facilitates its application for larger-scale microgrids.
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