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Abstract
An Empirical Analysis of the Role of Residential Real Estate Investment in the Economic Development of the Northeast Region of the United States
Praveena Rajam Jayaraman

Residential real estate investment has been recognized as an agent of economic development since the 1970s because residential real estate investment is a major economic activity with large multiplier effects. Residential real estate improvement is also linked to many external social and economic benefits. Previous studies have examined the role of residential real estate in economic development through approaches such as the effects of employment and income, household saving, labor productivity, health productivity and growth from real estate investment, as well as home ownership effects. However, recent discussions about the relationships between residential real estate investment and economic development include whether a change in residential real estate investment affects economic development of one region or also affects other neighboring regions. The main objective of this research is to estimate the impacts of residential real estate investment on the economic development of the Northeast region of the United States using a simultaneous equations 3SLS regression, and a spatial Durbin model with a spatial panel data set.

This research analyzes the relationship between residential real estate investment and economic development represented by changes in population, employment, median income, and median housing value. The interdependency among the explanatory variables is estimated by employing a system of simultaneous equations. County-level data from the U.S. Census Bureau for the period of 1980 to 2010 are used in this non-spatial model. Empirical results are expected to show whether changes in residential real estate investment can be used as a leading indicator to forecast changes in population, employment, or income in the county.

Spatial dependence is an important factor in regional economic development analysis, especially in terms of population, employment, and median income. Location is an inherent part of residential real estate, even at the county level, real estate exhibits spatial dependence. Counties that are neighbors are more alike than counties that are spatially far apart. Because of the potential for spatial dependence, this study also uses a spatial panel method to analyze the relationship between residential real estate investment and economic development represented by changes in population, employment, and median income by including spatial dependency.

This research contributes to the housing literature by investigating the simultaneous interaction of population, employment, income, and residential real estate investment decisions. This research also extends existing studies by utilizing a panel spatial Durbin model to investigate the spatial autocorrelation associated with real estate investment decisions. Spatial autocorrelation is shown to exist, and future regional development policies must account for the development policies of neighboring locations. To stimulate regional economic development, policy makers may need to have accumulated information available to ascertain whether they should pursue policies to influence the location and utility decisions of firms or people.
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Chapter 1.0 Introduction

1.1 Introduction and Problem Statement

Residential real estate investment has been recognized as an important agent of economic development since the 1970s because residential real estate investment is a major economic activity with large multiplier effects. Residential real estate improvement is also linked to many external social and economic benefits. Previous studies have examined the role of residential real estate in economic development through various approaches, including the effects of employment and income (Leung, 2004), household saving (Turner and Luea, 2009), labor productivity (Ofori and Han, 2003), health productivity and growth from real estate investment (Arku and Harris, 2005), as well as home ownership effects (Carruthers and Mulligan, 2005); (Carruthers and Mulligan, 2008)).

In the United States, real estate is an important investment for individual investors. In the Census Bureau’s Survey of Income and Program Participation (SIPP) (Census, 2000), residential real estate was the largest class of assets held by individuals, amounting to 78.7% of total household asset value. Of this, homes represented 67.2%, rental properties 4.9%, and other real estate such as vacation homes and land holdings 6.6% of total investment portfolios. By contrast, the value of commercial real estate has decreased by 40% since 2007 in the United States (Census, 2000).

Wealth is a major factor in household financial security in the U.S. Wealth increases occur in times of economic prosperity when households tend to grow their assets and decreases during economic hardships as households draw upon these accumulated financial resources. The
contribution of wealth as a major financial security in the households in the U.S. is evidenced by the pattern observed for median household net worth during the period 2000-2011. Median household net worth showed a 30% increase from 2000-2005 and then showed a decrease of 35% by 2011, consequentially showing an overall decrease of 16% between 2000 and 2011 (Gottschalck, Vornovytsky and Smith, 2013). The Northeast region showed a significant increase and decrease of median household net worth during 2000-2011, with a 7% decrease between 2000 and 2005 and a 26% decrease between 2005 and 2011 (Gottschalck, Vornovytsky and Smith, 2013). While there was no statistically significant change exhibited by median net worth excluding home equity during 2000-2005, it showed a significant decrease during 2005-2011 (Gottschalck, Vornovytsky and Smith, 2013). Therefore, the changes in overall median net worth observed over the past decade have been driven primarily by one of the major components of wealth, that is the household assets held by the American people (Gottschalck, Vornovytsky and Smith, 2013).

According to Deloitte LLP (Deloitte, 2009), loss of jobs and reductions in consumer spending negatively affected all types of real estate investment, in general, and office and retail properties in particular. Rental rates and real estate prices decreased due to high vacancy rates of properties. However, in 2010 a potential recovery in economic growth of the country was leading to increases in property values again.

Some important issues associated with real estate; population, income, cost, quality, and affordability of real estate, all influence residential real estate prices. According to the U.S. Census Bureau (Census, 2011), the population of the Northeast region is approximately 73 million, equal to 23.4% of the U.S. population. The population in urban areas in the region increased by 18%
from 1980 to 2000. At the same time the rural population decreased by 18%. One possible reason for the simultaneous increase of the urban and decrease of the rural population could be due to the migration of rural population to urban areas for employment.

After the national recession in the early 1980s, the Northeast region recovered rapidly according to the FDIC (2010). In this region, commercial and residential real estate markets grew quickly due to strong regional employment and economic growth during 1982-1988. However in the late 1980s, economic growth in the region declined due to a decrease in employment and slow personal income growth, and overbuilt real estate markets intensified the effects. Residential real estate costs and quality of life issues continued to be a problem for low-income populations especially in rural areas. More than 42% of unassisted low-income renters had severe residential problems paying for housing in the region during the same year. In spite of the problem of acquiring affordable quality housing and available credit in rural areas, ownership of real estate is one of the best methods of asset accumulation for low-income rural households.

Carlino and Mills’ (1987) simultaneous equations model estimated employment and population changes in U.S. counties and explained the migration patterns in U.S. areas with high family incomes that generate relatively higher demand for goods and services leading to higher levels of service and commercial employment but lower levels of manufacturing employment. Lower levels of manufacturing employment were likely influenced by relatively higher land prices in areas with high family income and potentially more expensive residential real estate (Carlino and Mills, 1987).
This research will further attempt to delve into the question of whether “people follow jobs” or “jobs follow people” (Carlino and Mills, 1987). Policy makers need information to stimulate regional economic growth, especially if they should pursue policies to influence the location and utility decisions of firms or of people. In conjunction with information about population and income, this research plans to identify a relationship between residential real estate as a measure of the value people place on living in a location and employment as a measure of how firms value a location.

Regional geographic variation within the U.S. influences population location decisions (Carlino and Mills, 1987). Counties in the Sunbelt region were more attractive than counties in colder regions of the U.S. Interregional differences within the U.S. were important, while intraregional differences were less important. Accordingly, there were large differences between counties located in different regions of the country, but only small differences between counties in the same region. Counties in the Northeast were statistically different from counties in the South and other regions, but counties within the Northeast region were relatively similar to each other. If counties outside the Northeast were compared to counties in the Northeast, bias reflecting amenities like climate would affect the results. This study will not directly consider the effects of amenities on housing location decisions. In order to limit the introduction of bias reflecting amenities into this study, only counties in HUD Regions I, II, and III will be utilized, as they have been shown to be statistically similar to each other.

State policy makers and local leaders need to have a full grasp of the relationship between investments in residential real estate and economic development. It will be hard to design and
follow proper state or local policy for economic development without a better understanding of what types of economic sectors and development programs are most appropriate in attracting businesses, alleviating poverty, and influencing economic development. Also, own county policy development requires knowledge about the impact of neighboring counties’ influence on economic development.

1.2 Objectives

The overall objective of this study is to provide policy makers with information on the relationship between residential real estate investment and economic growth in the Northeast of the U.S. region. The specific objectives are to:

1. Identify the spatial distribution of residential real estate investment showing development patterns across the study’s time period.
2. Identify and estimate the impacts of residential real estate investment on the economic development of the Northeast region.
3. Based on the research findings, draw policy implications for the economic development of the Northeast region of the U.S.

1.3 Study Area

This study focuses on the counties of the Northeast region and the District of Columbia of the United States for the census years between 1980 and 2010; the region is shown in Figure 1. County level data was collected for endogenous and exogenous variables from the U.S. Census Bureau, Censtats Databases and the U.S. Department of Agriculture, Economic Research Service. The study area coincides with the definition of the U.S. Department of Housing and Urban Development (HUD) Regions I, II and III.

The study area is chosen because this region is economically diverse and well developed. It is the nation’s most densely populated region. Additionally, this region also shows cultural
diversity and it is also one of the most urbanized regions of the United States with 59.6% of its 434 counties considered metro areas (USDA-ERS, 2013).

The study area comprises 434 counties of HUD regions I, II, and III, which include Connecticut, Delaware, Maryland, Maine, Massachusetts, New Hampshire, New Jersey, New York, Pennsylvania, Rhode Island, Virginia, District of Columbia, and West Virginia.

*Figure 1: Study Area*

According to the U.S. Census Bureau and Bureau of Labor Statistics, the Northeast region has diverse urban characteristics and displays spatial variations in economic growth. It also has resources and economic opportunities to enhance regional economic development. In order to develop further, policy makers need to introduce appropriate policies to improve the Northeastern environment for population growth, employment growth, income growth, and residential real estate investment.
Economic conditions in all three HUD regions have made significant progress during 2013. The New England Region I has seen a significant economic improvement led by job gains in Massachusetts, which accounted for 48% of the total nonfarm jobs and 59% of growth in the region (HUD, 2013). During 2013, every sector in New England Region I, except the manufacturing and financial sectors, gained jobs. Except for Vermont, every state in the region showed an increase in sales of single-family homes and condominiums. Also, the median sales prices and the multifamily building activity in the region showed a significant increase from the year 2012, which made this region achieve the highest growth rate compared to other regions (HUD, 2013).

The U.S. Department of Housing and Urban Development (2013) states that home sales and median home sale prices increased through most of the New England Region I. Home sales in the New England Region I increased by 4.2% during August 2013 when compared to August 2012 (HUD, 2013). Median single-family home sales prices also increased in all the states except Vermont, where they decreased by 2.3% (HUD, 2013).

Massachusetts and New Hampshire showed the highest growth in permits for single-family housing for the period 2012 to 2013 in the region with 32% and 26% increases respectively. Rhode Island showed an increase of 10%, Connecticut 7%, and Maine 4%. During the same period Vermont saw a decrease of 6% in single-family home permits (HUD, 2013).

HUD Region II (New York/New Jersey) has been showing continuous improvement in its economic conditions. The economy of the New York/New Jersey region expanded in 2013 with the region’s nonfarm payrolls showing a 1.5% job growth; the education and health sectors increased by 2.1%, and the professional and business service sector grew by 2.5% (HUD, 2013).
According to a Housing and Urban Development (HUD, 2013) report, the housing market in the New York/New Jersey region improved with an increase in home sales and prices. A total of 4,600 single-family homes permits were issued, a 30% increase over the same period in 2012. New Jersey showed a 47% increase of 47% of building permits for single-family homes. In total, the New York/ New Jersey region accounted for about 80% of the increase in homebuilding activity in the study region (Census, 2013).

Economic conditions in HUD Region III, the Mid-Atlantic region, have improved throughout the region since 2010, with an increase in job growth, home sales volume and sales prices (HUD, 2013). Maryland had the highest growth in nonfarm payrolls (1.8%), accounting for one third of the job gains in the Mid-Atlantic region. The professional and business services sector and the education and health services sector showed 3.7% and 3.2% job growth. Virginia showed a 1% nonfarm payroll growth, while Pennsylvania, Delaware, West Virginia and District of Columbia showed significant increase in job growth (Henderson, 2012).

According to a U.S. Census Bureau (2013) report, home sales prices increased throughout the Mid-Atlantic region with increases ranging from 2.4% in Virginia to 8.6% in the District of Columbia. Single-family construction activity measured by housing permits issued increased throughout the Mid-Atlantic (by 19%) region compared to 2012. Two-thirds of these permits were issued in Virginia and Pennsylvania. Maryland and Delaware had a 15% and 25% increase, respectively, while the District of Columbia added 50% more permits and West Virginia 20% (Census, 2013).
The graphs following below compare the Northeast region with the entire U.S. for the four decennial census years, using population growth, job growth, urban and rural split, single-family housing permits, and number of vacant and occupied houses (single-family).

**Figure 2: Population in the Study Area** (Data Source: U.S. Census, 2013)

![Population Graph]

Note: Percentages are absolute, and represent the total contribution of the Northeast Region towards the U.S. total population.

**Figure 3: Employment in the Study Area** (Data Source: U.S. Census, 2013)

![Employment Graph]

Note: Percentages are absolute, and represent the total contribution of the Northeast Region towards the U.S. total employment.

Figures 2 and 3 show the comparison between the Northeast region and the entire U.S. with respect to population and employment. From both figures it is clear that the Northeast region accounts
for about one-fourth of total U.S. population and also one-fourth of the total job growth in the U.S. There was significant job growth between 1980-2000 and though there was an increase in the number of jobs added during 2000-2010, the entire country showed very little employment growth due to the loss of 3.2 million jobs during the recession that started in December 2007 (Henderson, 2012).

**Figure 4: Urban Population in the Study Area** (Data Source: U.S. Census, 2013)

Note: Percentages are absolute, and represent the total contribution of the Northeast Region towards the U.S. total urban population.

**Figure 5: Rural Population in the Study Area** (Data Source: U.S. Census, 2013)

Note: Percentages are absolute, and represent the total contribution of the Northeast Region towards the U.S. total rural population.
Figures 4 and 5 show the comparison between urban and rural population in the Northeast region and the U.S. The urban population of the Northeast region contributes to about 25% of the whole U.S. population and there is a constant increase in the urban population from 1980-2010. This is because of the faster growth of metro areas during 1980-2000. Though the contribution of suburb, exurb and outer suburb growth during 2000 slowed urban population growth, data show an increase in urban population as a whole. This is because the classification is based on the U.S. Census Bureau’s Urban and Rural classification for the census years 1980, 1990, 2000 and 2010 which includes all these suburban, exurban and outer suburban areas (Frey, 2012). On the other hand the population in the Northeast region showed a decline in the rural population growth rate from 3.2% during 1980-1990 to 0.4% during 2000-2010.

*Figure 6: Building Permits in the Study Area* (Data Source: U.S. Census, 2013)

Figure 6 shows the total number of single-family housing permits for the Northeast region and the entire U.S., respectively. Permits issued in the Northeast region reflect the business cycle of the entire country during these four periods. The total number of permits increased from 1980 to 2000 and decreased in 2010, but permits issued in the Northeast during 2010 constitute a
much larger (26.97%) share than the U.S. total in previous years because of the relative strong recovery of the housing market in this region (HUD, 2013).

**Figure 7: Vacant Houses in the Study Area** (Data Source: U.S. Census, 2013)

![Vacant Houses (Single-family)](image)

Note: Percentages are absolute, and represent the total contribution of the Northeast Region towards the U.S. total vacant houses.

**Figure 7: Occupied Houses in the Study Area** (Data Source: U.S. Census, 2013)

![Occupied Houses (Single-family)](image)

Note: Percentages are absolute, and represent the total contribution of the Northeast Region towards the U.S. total occupied houses.

Figure 7 shows the vacant housing stock in the Northeast region and the U.S. as a whole for the decennial census years. Vacant single family housing increased in all years in the study
period except 2000, when it experienced a slight decrease. The proportion of vacant houses in the Northeast to the rest of the U.S. falls throughout the time period.

Figure 8 shows the occupied single family housing units in the Northeast and in the U.S. as a whole for the decennial census years. The number of occupied single family housing units increased in all years in the study period. As with vacant housing, occupied housing in the Northeast, though increasing in numbers, constitutes a declining share of the occupied housing stock for the entire U.S.

The change in spatial patterns over time in median housing values, population, employment, and median income at the county level is shown in figures 9-24 in the Appendix. The spatial pattern of changes is interesting and shows that certain areas within the study region tended to concentrate economic development gains, while other areas tended to experience less economic development, and by some measures even economic decline.

1.4 Organization

This dissertation has eight chapters. Chapter 1 is an introduction that relates the problem statement, study area, and objectives. Chapter 2 presents the review of previous research concerning residential real estate and economic development, simultaneous equations methods, and spatial panel methods. Chapter 3 provides the theoretical foundation for this dissertation, as well as the specification of variables and data used. Chapter 4 discusses the method of analysis consisting the simultaneous equations model and the spatial panel models. The empirical results and their analysis and interpretation constitute Chapter 5, and Chapter 6 concludes this
dissertation with a summary of findings, conclusions, a discussion of policy implications, and areas for future research. Chapter 7 provides references. Chapter 8 is an appendix.

Chapter 2.0 Literature Review

Introduction

This chapter provides a review of the most relevant studies on the relationship between residential real estate investment and economic development. The chapter is organized into four sections. The first section provides a review about the definition of housing and residential real estate investment. The second section provides a review about residential real estate investment and economic development. The third section reviews estimation models and their use in providing insight into the relationship between residential real estate investment and economic development. The last section summarizes past models, their shortcomings, and discusses the contribution of this research.

2.1 Defining Housing and Residential Real Estate Investment

Investing in residential real estate is both a consumption and a major investment decision (Plaut, 1987). Henderson and Ioannides (1979) designed a model of tenure choice where housing serves two purposes, a consumption good and an investment holding in a portfolio. A consumer simultaneously chooses the optimal level of housing consumption and optimal portfolio holdings. When consumption demand is less than investment demand, the consumer owner-occupies that portion of investment equaling consumption demand and rents out the remainder. If
consumption demand is greater than investment demand, the consumer cannot own part of his consumption and must rent (Henderson and Ioannides, 1979).

For middle-income households in particular, home ownership is a very one-sided investment portfolio, with substantial financial risks (Forrest and Murie, 1989). Housing remains the largest asset investment of most American families. Some studies have shown that owning a house often put households in a favorable position relative to those who remained tenants for life (Badcock, 1989, Hamnett, 1991, Kendig, 1984). Government subsidies encourage home ownership, but not everyone is in a financial position to take advantage.

Engelhardt (1995) examines how changes in housing values cause homeowners to alter their savings and consumption behavior. If residential real estate is an investment, then an increase in the value of that investment should cause owners to alter their consumption and saving behavior, likewise with a decrease. Using Panel Study of Income Dynamics (PSID) data from 1984 and 1989, Engelhardt (1995) showed that owners who experienced gains in the value of their investment in residential real estate did not tend to save more over time, while owners whose residential real estate investments lost value tended to save more income in an attempt to compensate. This behavior demonstrates that owners realize residential real estate investment is a primary savings vehicle for a large section of the U.S. population, and that when this investment decreases in value owners tend to increase savings.

An alternative view in economics is that housing prices are driven primarily by construction costs. This view was laid out by Grebler, Blank and Winnick (1956). This model considers that people did not view housing as a speculative asset: almost all of the value of
houses has been value of structure, a manufactured product. From this alternative model, buying a product and holding it for resale in order to make money makes no sense whether the product is a house or tables and chairs (Schiller, 2007).

Gyourko et al. (2006) argue that great cities will indefinitely outperform the economy in general. They found that some “superstar cities” have shown long-term, that is 50-year, appreciation above national averages (Gyourko, Mayer and Sinai, 2006). They used Census decadal owners’ evaluations of the value of their homes, but found only relatively small excess returns to homes in those cities. They reported much smaller differences across cities than people expect. Their paper found that Los Angeles grew at 2.46% a year from 1950-2000, but this is far below the kind of expectations we have seen recently (Gyourko, Mayer and Sinai, 2006). Moreover, in the decennial Census data there is no correction for quality change, and yet homes have been getting larger in the superstar cities, so the actual appreciation of existing homes was likely less (Schiller, 2007).

DiPasquale, Forslid, and Glaeser (2000) have found that homeowners tend to be more involved in local government, are more informed about their political leaders, and join more organizations than renters. This view has led to widespread political support for policies that encourage homeownership over much of the world, including the mortgage interest deduction in the U.S.

Alternately, there are many sensible reasons for people to rent rather than own. Some people who cannot currently bear the responsibilities of household management, who are likely to move soon, or who have other plans for their time, should rent rather than own. Renting rather than owning encourages a better diversification of investments; many homeowners have very
undiversified investment portfolios, and these investments are often highly leveraged (Schiller, 2007). Creating too much attention to housing as investment may encourage speculative thinking, and therefore, excessive volatility in the market for homes. Encouraging people into risky investments in housing may have bad outcomes (Schiller, 2007).

The physical nature of land and houses as forms of capital requires a different treatment than financial or human capital. This leads Mayer and Somerville (2000) to examine the effect of housing construction in the general economy of a region and how new housing construction often leads to both recessions and recoveries. Land and housing is a physical capital, and is not as mobile as other forms of capital. When sold, the capital still occupies the same location. Also, housing capital physically depreciates and can be removed from the market.

2.2 Relationship between Residential Real Estate Investment and Economic Development

According to Shaffer et al., (2006) economic growth and economic development are frequently used interchangeably. Though the concepts are related, they are different. Economic growth is the growth in employment, income, and resources of production. Economic development goes beyond economic growth to incorporate the institutional and structural change in the capacity to act, innovate, and move forward in all aspects of life. Therefore “economic growth can occur without development, and development can occur without growth” (Shaffer, Deller and Marcouiller, 2006).

An often discussed idea in the housing literature is the assertion that a long-run equilibrium relationship exists between house prices and fundamentals, such as income, population and costs associated with home ownership. The validity of this assumption has
important implications for how residential real estate dynamics are modeled. If the assumption is accurate, so that residential real estate prices are cointegrated with fundamentals, then the error-correction specifications of Abraham and Hendershott (1996), Malpezzi (1999) and Capozza et al. (2002) are appropriate. Gallin (2006) used standard tests to show that there is little evidence for cointegration of house prices and various fundamentals at the national level. In addition, Gallin (2006) showed that bootstrapped versions of more powerful panel-data tests, applied to a panel of 95 U.S. metropolitan areas over 23 years, also do not find evidence for cointegration. This shows that the level of residential real estate investment does not appear to have a stable long run equilibrium relationship with the level of fundamentals such as income or population.

Whether house prices are cointegrated with economic fundamentals such as income or employment was investigated by Zhou (2010). The existence of cointegration would imply that a reduction in the price of housing was caused by market forces. More specifically, cointegration means that there is a long run equilibrium relationship between residential real estate investment and economic fundamentals (Zhou, 2010). Conversely, failure to find cointegration suggests that a reduction in the price of housing would be random. Zhou (2010) selected ten cities (Boston, Chicago, Cleveland, Dallas, Los Angeles, New York, Philadelphia, Richmond, Seattle and St. Louis), and tested first for linear cointegration, then for nonlinear cointegration. Cleveland showed evidence of linear cointegration. Six of the nine remaining cities (Chicago, Dallas, Philadelphia, Richmond, Seattle and St. Louis) and the country as a whole showed evidence of nonlinear cointegration leaving three cities (Boston, Los Angeles and New York) with no evidence of linear or nonlinear cointegration (Zhou, 2010). These results show that the fundamentals of
residential real estate investment are diverse at the city level, reflecting the local nature of the housing market. Local conditions including employment and income affect residential real estate investment decisions.

Using U.S. post-war data for empirical analysis, Wen (2001) investigated the relationship between economic growth and fixed capital formation. The results showed that differentiating residential investment from business investment is important in analyzing the relationship between capital formation and economic growth. Most household savings are in the form of real estate, and economic booms often follow real estate booms and economic recessions follow real estate declines. He also showed that capital formation in the household sector unambiguously and unilaterally affects the growth of GDP, which in turn affects capital formation in the business sector.

Housing demand and population growth are also interconnected (Frame, 2008). Economic theory suggests that an increase in population should increase demand for housing, which can be measured as increases in the value of residential real estate. Although strong evidence of endogeneity problems hampered his research, Frame (2008) showed that changes in median aggregate income have a negative relationship with returns to housing and local population growth. This result is important because it illustrates the interaction between population and residential real estate investment and shows that the relationship is more complicated than traditional microeconomic theory suggests.

Using an error correction model, Johnes and Hyclak (1999) investigated potentially significant interactions between housing and labor markets to explain the average wage, unemployment rate, labor force, and average house prices in urban areas, using quarterly data
from four cities, (Fort Lauderdale, FL, Hartford, CT, Houston, TX, and Milwaukee, WI) for the 1980s. Unemployment and labor force changes affect house prices which have a significant effect on the size of the labor force. Labor markets are important both to potential jobseekers and employers. A deeper labor pool increases the probability that employers find qualified workers and increases the probability that job seekers become employed. The attractiveness of the labor market can be expected to be capitalized into housing prices.

Saks (2008) argues that the large variation in house prices across the U.S. is due to the differences in the supply of housing. The elasticity of housing supply impacts local labor markets due to the influence of house prices on migration. Because of this influence on migration, local employment depends critically on the construction industry to accommodate increases in housing demand. The elasticity of housing supply affects the increase in labor demand on employment, wages and house prices. These predictions are assessed empirically by tracing out the effect of an increase in labor demand on metropolitan area housing and labor markets (Saks, 2008). A three variable Vector Auto-Regression (VAR) is used to estimate the shocks on the dynamics of housing prices, employment and wages. The results showed that locations with higher housing regulations led to lower residential construction and larger increase in housing prices in response to labor demand (Saks, 2008). Also, in the long run an increase in labor demand results in lower employment in metropolitan areas, resulting in lower elasticity of housing supply. These results showed that interactions between local labor markets and the housing supply play an important role in the employment development of a particular region.

Another approach to explain the changes in migration, housing market and labor market in response to employment shocks was examined by Zabel (2012). He explains that the
households’ decision to move not only depends on job prospects but also on the relative cost of housing. Household mobility in turn is significantly affected by the housing market as the ability to move depends on the relative cost of housing across metropolitan statistical areas. The housing market affects households through two channels. First, homeowners are less likely to move than renters due to their higher mobility cost as selling a home and buying a new one takes time and financial resources. Secondly, the relative cost of housing across markets and the likelihood that a household would move from one MSA to another depends on the relative cost of residing in each city.

Quigley (1999) evaluates the relationship between U.S. economic cycles and housing prices. He indicates that few studies have explored the causal role between outcomes in the real estate market and the overall economy. Quigley blames this lack of research on the lack of an empirical model. Without an empirical model to test the relationship between real estate outcomes and economic development, any theoretical relationship remains unverified. This research will attempt to fill in that particular gap, utilizing an empirical model to test the relationship that Quigley identified.

Home ownership may be associated with higher rates of unemployment (Oswald, 1996). The theory advocates that home ownership reduces labor mobility as the costs associated with the sale of physical housing increases costs related to relocation in search of new jobs. This creates labor market inefficiency and higher unemployment rates. Regional unemployment may also be affected by homeownership (Coulson, 2009, Munch, Rosholm and Svarer, 2006).

A decline in housing values may also attribute to reduced geographic mobility (Chan, 2001, Engelhardt, 2003, Ferreira, Gyourko and Tracy, 2010). Valletta (2013) investigates if this
reduced mobility contributed to higher unemployment. Using a maximum likelihood estimation technique, he finds that homeowners in areas with large price declines had longer periods of unemployment than those in areas with more limited price declines, but this experience is also applied to renters who lived in the same areas (Valleta, 2013). This result is supported by other research that also discounts spatial house lock caused by declines in housing values (Donovan and Schnure, 2011, Farber, 2012, Modestino and Dennett, 2013, Schmitt and Warner, 2011).

Battacharya and Kim (2010) use panel data for 20 MSA’s in the U.S. to show that employment, real construction cost and the real user cost of housing have a significant impact on real housing prices. Over the 2003–2005 period when subprime lending soared, all 20 MSAs experienced a rapid appreciation in real price (Battacharya and Kim, 2010). They employed a panel fixed effects model and found that there was no long run equilibrium relationship between housing prices and economic fundamentals such as employment, or mortgage rates. Local policy makers should beware of a sudden surge in housing prices that is not sustained by economic fundamentals, especially since the magnitude and effect of such shocks can vary considerably across regions (Battacharya and Kim, 2010).

The economic stability of a household is important for residential real estate investment, as are household income level and income expectations (Goodman, 1988, Haurin and Gill, 1987, Rosenthal, 1989). Homeownership is positively related to income, and the greater the present proportion of income versus future income expectations, the more people move from renting to owning a house (Henderson and Ioannides, 1987). Clark et al. (1994) showed that many first-time buyers have recently experienced a positive income change. Permanency of income is also an important aspect of the decision to buy a house and housing economists have tried to estimate
this part of the household income in models of housing and tenure consumption (Dieleman and Everaers, 1994).

Changes in population and in tastes and preferences also affect residential real estate investment decisions (Green, 1997). Beyond simple population increases or decreases affecting the demand for housing, the population composition is also important. Green (1997) used 1980 and 1990 census data to estimate changes in housing affordability, household type, and tenure choices by household type. The actual results were compared with estimates to show that while housing did become less affordable during his study’s time period, changes in household type were also responsible for changes in consumers’ residential real estate investment decisions. During the study period, the number of households headed by single and divorced persons increased. These household types were less likely to invest in housing, partly because of affordability and partly because of labor mobility concerns (Green, 1997).

Expectations and uncertainty about income potential can also affect residential real estate investment choices and housing tenure. Robst et al. (Robst, Deitz and McGoldbrick, 1999) used data from the University of Michigan’s Panel Study of Income Dynamics to estimate the effects of income uncertainty and its effect on housing decisions. The results showed that homeowners are less uncertain about future earnings, and that renters and owners should therefore be treated as separate groups (Robst, Deitz and McGoldbrick, 1999). Whites are significantly more likely to own than rent, and men are more likely to own than rent (Robst, Deitz and McGoldbrick, 1999). Income uncertainty reduced residential real estate investments for all groups. The greater the income uncertainty, the greater is the reduction in investment.
2.3 Residential Real Estate Investment and Economic Development Models

2.3.1 Simultaneous Equations Models

Carlino and Mills’ (1987) simultaneous two-equations model estimated employment and population changes in U.S. counties and explained the migration patterns in the U.S. Additionally, a simultaneous equations approach is used to investigate the impact of population, employment and median income on median housing value. The authors found that areas with high family incomes have relatively higher demand for goods and services, leading to higher levels of service and commercial employment, but lower levels of manufacturing employment. Lower levels of manufacturing employment were likely influenced by relatively higher land prices in areas with high family income and potentially more expensive residential real estate (Carlino and Mills, 1987).

Using a three-equation model, Deller et al. (2001) expanded the work of Carlino and Mills (1987) by adding non-market amenities like natural resources to the analysis. They found that rural areas in the U.S. can capitalize on resource endowments. By effectively managing natural resources, rural areas can promote economic development. Recreational use of natural resource amenities also provided economic benefits (Deller, Tsai, Marcouiller and English, 2001).

Deller and Lledo (2007) estimate population, employment, and income in their simultaneous equations model in attempt to better analyze amenities’ role in economic development for rural regions in the U.S. The authors’ goals included: expanding the Carlino-Mills model to capture greater dimensions of growth than what is commonly found in the amenity-growth literature, a statistical approach to modeling amenities lends a greater degree of objectivity to what is commonly found in the amenity-growth literature, and investigating
whether the U.S. is sufficiently heterogeneous that impact of amenities or other policy variables may be significantly different depending on location (Deller and Lledo, 2007).

The empirical model of Deller et al. (2001) has been extended to estimate simultaneous relationships of economic development with entrepreneurship (Bashir, 2011, Mojica, 2009), amenities (Kahsai, 2009), environmental regulation (Nondo, 2009), and has been used to model small business growth, migration behavior, local public services and median household income (Gebremeriam, 2006).

A system of simultaneous equations with random effects was used in Robbins et al., (2000) to analyze the relationship between the proportion of small businesses and four determinants of economic growth: productivity, gross state product (GSP), unemployment, and wage inflation at the state level in the U.S. using panel data from 48 states from 1986 to 1995. The study showed that very small businesses provided economic benefits at a macro level. They concluded that as the number of small businesses (20 employees or less) increased, the level of productivity and GSP growth increased at a state level. At the same wages, inflation and unemployment rates were reduced. Therefore, macroeconomic policies were more beneficial to the states that were rich in small businesses.

Previous studies have used regional simultaneous equation models to address the relationship between amenities and economic growth. Rudzitis (1999) examined growth in and around counties with federally designated wilderness and found that employment did not explain migration, while migration did explain employment. Vias (1999) also looked at 254 non-metropolitan counties in the Rocky Mountain West for three time periods, the 1970s, 1980s and
1980-1995 and found that population was the driving force for employment growth, but found an inverse relationship between employment and population. When employment declined, population increased. These studies demonstrated the validity of the simultaneous equations approach, and the relationships between employment and population.

2.3.2 Spatial Econometric Models

The effect of spatial autocorrelation and spatial heterogeneity in housing markets in Dijon, France was investigated by Baumont (2007). Using a hedonic price function to account for spatial effects, neighborhood attributes, and accessibility, a spatial error model showed that lower income areas within Dijon affected surrounding areas. Housing prices are autocorrelated due to their nature as a durable good in a fixed location. In cities and suburbs, houses within a neighborhood are often built at the same time and with similar structural features (Baumont, 2007). Neighborhoods draw from similar labor markets and amenities like schools and parks as well.

Employment, income, net migration, and government expenditures in Appalachia have been shown to be spatially correlated (Gebremeriam, et al., 2007). Utilizing panel data and a spatial approach to generalized Three-Stage Least Squares (3SLS), the authors showed the existence of feedback simultaneities between employment, income, migration, and government expenditures. Additionally, growth rates in one county were affected by the growth rates of the neighboring counties (Gebremeriam, et al., 2007).

Teen employment and wages are investigated using a spatial panel approach by Kalenkoski and Lacombe (2011). Since minimum wage laws vary among the states in the U.S.,
there exist neighboring counties with different minimum wage rates. The authors examined the economic effects of this disparity on teens who earn these wages by looking at their incomes and employment. Since employment is also correlated across states, a spatial panel approach is the correct tool for this analysis. Decreases in teen employment caused by increases in the minimum wage are greater when accounting for spatial dependence than in previous studies (Kalenkoski and Lacombe, 2011).

Mayer and Somerville (2000) discussed the spatial role of housing in a metropolitan area. Their results indicated that as housing prices rise, the boundary of a city may increase and houses at the fringe should have the same value as houses that were at the fringe before the expansion of the city boundary. Thus, the general value of housing itself has not changed, but instead the boundary of the city has expanded.

By including a Bayesian component, Deller, Lledo, and Marcouiller, (2008), created a method for choosing variables for their study on the effects of amenities on regional economic growth. The traditional empirical growth literature has been criticized as being ad hoc in the selection of right-hand-side control variables (Deller, Lledo and Marcouiller, 2008). After the Bayesian step, the authors then used spatial error, spatial autoregressive, and spatial Durbin models for estimation.

Jeanty, Partridge, and Irwin (2010) used Michigan Census tract-level data, to estimate a spatial simultaneous equations model that jointly models population change and housing values. The model explicitly considered the spatial interactions between housing price and population change within and across neighborhoods, while also controlling for spurious correlations (Jeanty,
Partridge and Irwin, 2010). The model is estimated using a generalized spatial two-stage (GS2SLS)
procedure based on the work of Kelejian and Prucha (2004). Their results demonstrated the
significance of substantive spatial interactions with neighboring census tracts. Average tract-level
housing values are positively associated with average housing values of neighboring tracts.
Population gains in neighboring tracts have a positive influence on population gains in the original
tract. In addition, the coefficient estimates provided evidence of feedback simultaneity;
neighborhoods are likely to experience an increase in their housing values if they gain population
and they are more likely to lose population if they experience an increase in housing values. In
decomposing the interactions of population change and housing values into direct (the “own”
effect), indirect (spatial spillover effect) and total impacts, the authors found that housing value
in a census tract is affected by a change in population growth in both the own and neighboring
tracts, while population growth in a tract is only affected by changes in housing values in the
same tract. Strong evidence of spatial spillovers in both population and housing values indicate
that research models should account for spatial interaction of these variables.

2.4 Summary of Past Models and Shortcoming of Past Studies

Previous studies have contributed to our understanding of the concept of housing,
homeowner’s behavior, and the reason for housing as a major household investment. Many
studies analyzed the simultaneous relationship between incomes, population, and employment
and made an assertion on the existence of long-run equilibrium relationship between housing
prices, income, and population.
In reality endogenous variables like employment, income and population will affect housing prices while simultaneously affecting each other. This can be shown by a system of simultaneous equations which incorporates all these important variables as endogenous variables along with housing prices.

Previous studies showed a theoretical relationship between increases in population, employment, income, and residential real estate investment, but the simultaneous effects of all the fours endogenous variables (housing prices, income, employment and population) has been ignored by previous studies. This research will explore the simultaneous relationship between these variables, and their interaction in the process of economic development using 3SLS estimation of a simultaneous system of equations.

Another important factor to be considered in studies is the spillover effect or neighbors’ interaction. Because homeowner’s are mobile, they may choose to own a house in one county and commute to a neighboring county for work. Homeowner preferences can put large spatial distances between work and employment locations. This effect will be neglected if spatial effects are not taken into consideration.

Also, previous studies have ignored the indirect effects of the housing investments from the surrounding and thus making it difficult to assess the overall effects of housing investments on the regional economic development. OLS analyses ignore spatial autocorrelation and leads to inefficient standard errors and estimators. Policies based on OLS data may be misleading, with undesired and inefficient effects. This study also uses a spatial panel technique to extend past studies further by considering spatial spill-over effects from the neighboring counties. This will
capture not only the direct and indirect effects, but also the total effects which helps in the estimation of the impact of the surrounding counties on the regional economic development.

**Chapter 3.0 Theoretical Model**

**Introduction**

Housing is a major investment for many households in the U.S (Brueckner and Pereira, 1997). However, unlike other financial investments, housing also provides significant consumption benefits. Residential real estate investment is driven by dual consumption and investment motives (Henderson and Ioannides, 1983). This research assumes that the consumption of housing is primarily a function of the location of the residential real estate investment, and that consumers choose to invest based in that location due to the bundle of investment and consumption goods that housing at that location provides.

This chapter is organized into three sections. The first section provides a theoretical model of residential real estate investment based on the choice of location. The second section specifies the variables used in this research. The third section lists the types and sources of the data.

**3.1 Residential Real Estate Location Decisions**

Location decisions of firms and households serves as one of the driving forces for regional development. The behavior of firms and households impacts the regional labor market by demanding and supplying labor. The housing market and housing value in turn are affected by the behavior of firms and households and also influenced by the regional labor market’s
behavior. This section presents a model to analyze the interaction between the location decisions of firms and their effect of spatial variation in the economic development. The model was developed by Roback (1982) and is discussed with some minor changes. It is a general equilibrium model which allows for wages and land rents to interact in the location decision of households and firms. Firms and individuals simultaneously choose where to locate based upon the costs and benefits of the qualities of each location (Roback, 1982).

The basic assumptions for a simplified model include: both capital and labor are completely mobile across cities; the quantity of land is fixed for cities, but allowed to be change between commercial and residential land uses; workers ignore leisure, have homogeneous preferences, and supply one unit of labor independent of the wage rate. If every location has a vector of characteristics \( s \) and each worker can only produce and consume a good \( x \), then each worker will attempt to maximize their utility with respect to their consumption of \( x \), and the amount of residential land consumed \( F \) with respect to their budget constraint. That is:

\[
\text{(1) max} \ U(x, F; s) \text{ subject to } w + I = x + rF,
\]

where wage and rental payments are \( w \) and \( r \), respectively, and non-labor income is \( I \) (\( I \) does not depend on location), and \( s \) is a level of amenities at each location.

The indirect utility function \( V \) associated with equation (1) is:

\[
\text{(2) } V(w, r; s) = k,
\]

where \( k \) is a constant utility level, exogenous to individual locations. The equilibrium condition implies that utility at all locations is equalized in an interregional equilibrium at some constant \( k \). If this doesn’t happen, some workers would have an incentive to move to maximize their utility.
Wages and rents across locations must be equal, or else workers will move to where they can have a higher utility. Households choose locations by considering the trade-offs between wages ($w$), the residential land price ($r$), and amenities provided at each location ($s$).

Firms face a similar location choice. Firms use land, $lp$, and the number of workers, $n$, to produce good $x$. Firms face constant returns to scale, and choose locations to minimize the cost of producing good $x$. Firms choose production locations to minimize total cost of producing the composite good $X = f(n, lp, s)$ by considering the tradeoff between input prices, given the quantity of $s$ ($s$ can be productive or unproductive in the production process) in the location. The production function is assumed to exhibit constant returns to scale and diminishing marginal returns to each factor. So, at any given location, a firm chooses the best combination of labor ($n$) and land used in production ($lp$) to minimize the total production cost ($r$ and $w$ are the price of land and wage rate respectively):

$$\text{(3) } \min wn + rl^p \text{ subject to } X = f(n, lp, s).$$

Costless mobility and open entry assures that firms everywhere produce at a minimum cost and that marginal cost equals unit price. The optimal solution of equation 3 yields the demand functions for land in production and labor:

$$\text{(4a) } l^p = l^p (w, r; s),$$
$$\text{(4b) } n^d = n^d (w, r; s).$$

By assumption, firms reach their equilibrium when average cost equals price, assumed to be 1:

$$\text{(5) } C(w, r, s) = 1.$$
If average cost exceeds price, firms can choose to move to other cities where profits are higher. Conversely, if average costs is below price, the city may attract firms from places with lower profits. In order to fully describe the problem, the wages and rents must be at equilibrium within both labor and real estate markets.

Regions working towards attracting new firms and households should insure that the production cost per unit is below unity \( C(w, r; s) \leq 1 \) and the indirect utility should be above the region’s eventually desired equilibrium \( V(w, r; s, l) \geq k \). This will give the region a comparative advantage in cost and quality of life to attract new firms and households until it is eventually equalized. At any location, an increase in land price must be offset by an increase in wages to maintain consumer indifference. Increases in wages must be offset by reductions in rent to maintain average cost equal to unity. The equilibrium conditions for firms and households together determine the equilibrium levels of wage and land price. Roback (1982) uses a simplified model to show that wages, the number of employees per city, land rents, and amenities all combine in equilibrium to describe cities. This research will attempt to utilize this theoretical relationship among these variables.

Key assumptions of the Roback (1982) model are relaxed when dealing with empirical econometric models. Roback assumes that every worker has a job and housing, but both unemployment and homelessness exist within the study area. Since census data are used for this study, both unemployed persons and homeless persons will be included in the population variable. Additionally, Roback assumes that workers have homogenous preferences, no leisure time, and supply the same amount of labor regardless of the wage rate. These assumptions are also relaxed for the empirical estimations presented in chapter 5.
### 3.2 Specification of Variables

The empirical models are used to analyze the effect of residential real estate investment in regional economic development using changes in population, employment, and median income. The model will be explained as a system of equations with endogenous variables as a function of residential real estate, human capital, economic, and demographic variables. All endogenous and exogenous variables are defined in Table 1. The natural logarithms of all variables that are not equal to zero are used for estimation. Due to the nature of the variables collected there are no negative values.

The median housing value (HVM) in each county, measured in dollars, is the residential real estate dependent variable. Explanatory variables for residential real estate investment include the number of banks divided by the population in each county (BNK), the number of new building permits divided by the population (PER), the number of vacant housing units divided by the population (VAC), and the number of occupied housing units divided by the population (OCC). Banks and permits relate the availability of financing and new housing constructions, while vacancy and households relate the supply of vacant housing and the potential demand for housing respectively.

The population dependent variable is population per county (POP). This variable is directly related to HVM, as areas with an increase in population during the study period should have an increase in the demand for residential real estate. Government expenditures per county (GOV) and the number of occupied houses in a county (OCC) are used to explain population. Government spending and occupied houses are scaled by county population.
The employment dependent variable is employment per county (EMP). This variable is directly related to HVM, as areas with an increase in employment during the study period should have an increase in the demand for residential real estate. The explanatory variable for employment is number of businesses per county (BUS), as areas with more businesses, may have increased demand for housing for workers, increasing residential housing values. The business variable is scaled by population per county.

The dependent variable change in median income per county is INC. INC is directly related to HVM, as an increase in the median income per county means an increase in the demand for residential real estate, leading to a higher value for residential real estate. Explanatory variables for income include families living in poverty per county (POV) and people 25 years or older with a college degree per county (EDU). Poverty is a reflection of the standard of living in the surrounding area. Education is an instrument for the ability of workers to earn a good wage. Poverty and education are scaled by population per county.

Explanatory variables used as instruments for every equation include the population above 65 (P65), and population that is under 18 (P18). These variables relate segments of the population that are generally not in the labor force, and affect the amount of housing that must be purchased by households. Additionally, the P65 group generally has a lower income than the working age population (population between ages 18 and 65), also affecting residential real estate. A dummy variable denoting metropolitan counties is also included in every equation. The metropolitan designation is taken from and follows the USDA Economic Research Service definition of metropolitan counties (USDA-ERS, 2013). Some counties in the 1980 and 1990 time periods are not designated metropolitan counties, but become metropolitan in later time periods.
due to population growth. The urban rural continuum codes are aggregated from nine categories into a binary dummy variable. Originally all nine categories were considered, but they resulting matrix was nonsingular. Schaeffer, Kahsai, and Jackson (2013) provides insight into the idea that rural and urban are not a strict dichotomy, but instead that issues which affect one invariably affect the other.

**Table 1: Definition of Variables**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Endogenous variables</td>
<td>Per county</td>
</tr>
<tr>
<td>POP</td>
<td>Population</td>
</tr>
<tr>
<td>EMP</td>
<td>Employment</td>
</tr>
<tr>
<td>INC</td>
<td>Median income</td>
</tr>
<tr>
<td>HVM</td>
<td>Median housing value</td>
</tr>
<tr>
<td>Exogenous variables</td>
<td></td>
</tr>
<tr>
<td>P18</td>
<td>Number of people below the age of 18</td>
</tr>
<tr>
<td>P65</td>
<td>Number of people above the age of 65</td>
</tr>
<tr>
<td>MET</td>
<td>Dummy variable denoting metropolitan county</td>
</tr>
<tr>
<td>GOV</td>
<td>Federal government expenditure / population</td>
</tr>
<tr>
<td>BUS</td>
<td>Number of businesses / population</td>
</tr>
<tr>
<td>POV</td>
<td>Families below the poverty line / population</td>
</tr>
<tr>
<td>EDU</td>
<td>People 25 years+ with college degree / population</td>
</tr>
<tr>
<td>BNK</td>
<td>Number of banks / population</td>
</tr>
<tr>
<td>PER</td>
<td>Number of new housing permits / population</td>
</tr>
<tr>
<td>VAC</td>
<td>Number of vacant houses / population</td>
</tr>
<tr>
<td>OCC</td>
<td>Number of occupied houses / population</td>
</tr>
</tbody>
</table>

The natural logarithms of all variables are used for estimation except for GOV, EDU, PER, and MET as these variables contain zero as the values for some counties.

**3.3 Data Types and Sources**

The empirical model analyzes the effects of residential real estate investment on regional economic development using changes in population, employment, median income and median housing value. This study focuses on 434 counties of the Northeast region of the U.S. This study
uses a panel data set for the period 1980-2010. County-level data for endogenous and exogenous variables were collected from the U.S. Census Bureau, and the Economic Research Service of the U.S. Department of Agriculture.

Chapter 4.0 Methodology

Introduction

Chapter 3 examined the theoretical link between residential real estate investment and economic development. Chapter 4 develops the empirical models. The chapter is organized into two sections. Section 4.1 explores the non-spatial simultaneous equations 3SLS model. Section 4.2 justifies, describes and presents the spatial Durbin model.

4.1 Simultaneous Equations 3SLS Model

As indicated earlier, the focus of this study is to analyze the relationship between residential real estate investment and economic development represented by changes in population, employment, median income and median housing value. The empirical model for the study is derived from the two-equation non-spatial simultaneous equation model of Carlino and Mills (1987) who formulated their model by modifying Steinnes’ model (1982). Deller et al. (2001) extended Carlino and Mills’ framework to three simultaneous equations, which allowed them to incorporate interdependencies among income, population and employment change. Deller et al. (2001) has been extended to estimate simultaneous relationships of economic development with entrepreneurship (Bashir, 2011, Mojica, 2009), amenities (Kahsai, 2009), environmental regulation (Nondo, 2009), and modeling small business growth, migration behavior, local public
services and median household income (Gebremeriam, 2006). This study will further extend the model of Deller et al. (2001) by estimating the simultaneous relationship between residential real estate investment and economic development.

The estimation methods are described and explained in Greene (2002) and Wooldridge (2010). The system of simultaneous equations is a complete system of equations since the number of equations is equal to the number of endogenous variables. The reduced form implies that the model can be solved equation by equation given there are no restrictions on parameter space and that orthogonality holds for the error terms. However, to guarantee that the system of equations has unique solutions, the conditions for identification must be satisfied. These include the rank and order conditions. To satisfy the rank condition, the number of exogenous variables excluded from an equation should be equal to or greater than the number of endogenous variables included in the equation. This is a necessary condition to ensure that the system has at least one solution. The rank condition requires that there is at least one non-zero determinant in the array of coefficients of the excluded variables which appears in the other equations. The rank condition ensures that there is exactly one solution for the structural parameters. In the model, there are more than one excluded variable in each equation, hence, both the order and rank conditions hold.

Ordinary least square (OLS) gives a biased and inconsistent estimate of the structural model if independent variables include endogenous variables. The simultaneity bias comes from the correlation between the right-hand side endogenous variable with the error terms. The models presented below imply simultaneity or reverse causation between dependent variables.
Therefore, the estimation is done using three stage least squares (3SLS) regression, which is used frequently to deal with endogenous variables. 3SLS first calculates the two stage least squares (2SLS) estimates of the identified equations. Then it uses the 2SLS estimates to estimate the structural equations’ errors, and uses these errors to estimate the contemporaneous variance-covariance matrix of the errors of the structural equations. Finally, the generalized least squares method is applied to the large equation that represents all the identified equations of the system. 3SLS estimators are consistent and are generally asymptotically more efficient than 2SLS estimators (Kennedy, 2008). The method uses instrumental variables that are uncorrelated with the error terms to compute estimated values of the problematic predictors in the first stage and then uses those computed values to estimate a linear regression model of the dependent variable in the second stage. Since the computed values are based on variables that are uncorrelated with the errors, the result of the two-stage estimation is optimal.

The general form of a four simultaneous equations model defining the interaction between population (\(P\)), employment (\(E\)), median income (\(Y\)), and residential real estate (\(R\)) (measured as median housing value) is specified as:

\[
\begin{align*}
(6a) \quad P^* &= f (E^*, Y^*, R^* / X^P), \\
(6b) \quad E^* &= f (P^*, Y^*, R^* / X^E), \\
(6c) \quad Y^* &= f (P^*, E^*, R^* / X^Y), \\
(6d) \quad R^* &= f (P^*, E^*, Y^* / X^R),
\end{align*}
\]

where \(P^*, E^*, Y^*, \) and \(R^*\) represent equilibrium levels of population, employment, median income, and median housing value, respectively, in the \(ith\) county; \(X^P, X^E, X^Y, \) and \(X^R\) are a
set of exogenous variables that have either direct or indirect effects on population, employment, median income, and median housing value.

Equations (6a) to (6d) represent population, employment, median income, median housing value, and exogenous variables in \( X \) that determine the equilibriums of population, employment, income, and residential real estate. The general equilibrium conditions specified in equations (6a) to (6d) expressed as a linear relationship can be explained as:

\[
(7a) \quad P^* = \alpha_{0P} + \beta_{1P} E^* + \beta_{2P} Y^* + \beta_{3P} R^* + \sum \delta_{1P} X^P + \mu_P, \\
(7b) \quad E^* = \alpha_{0E} + \beta_{1E} P^* + \beta_{2E} Y^* + \beta_{3E} R^* + \sum \delta_{2E} X^E + \mu_E, \\
(7c) \quad Y^* = \alpha_{0Y} + \beta_{1Y} P^* + \beta_{2Y} E^* + \beta_{3Y} R^* + \sum \delta_{3Y} X^Y + \mu_Y, \\
(7d) \quad R^* = \alpha_{0R} + \beta_{1R} P^* + \beta_{2R} E^* + \beta_{3R} Y^* + \sum \delta_{4R} X^R + \mu_R.
\]

The endogenous variables \( P, E, Y, \) and \( R \) indicate a county’s population, employment, median income, and median housing value. Error terms are shown by \( u_p, u_e, u_y, \) and \( u_r \); and the exogenous variable vector is represented by \( X \). A panel data set is used with four time periods, 1980, 1990, 2000, and 2010. These years are chosen because of the availability of data due to the census being conducted in those years. Deller and Lledo (2007) and Deller et al. (2001) identified that the speed-of-adjustment coefficients are embedded in the coefficients \( \alpha, \beta, \) and \( \delta \). This framework permits one to estimate structural relationships while simultaneously isolating the effects of real estate investment measured in terms of median housing value on regional economic development. Thus, the estimation of equations (7a) to (7d) is from short-run adjustments of population, employment, median income, and median housing value to long-run equilibriums (\( P^*, E^*, Y^*, \) and \( R^* \)).
4.2 Spatial Model

The model described in the previous section ignores the role of space. However, regions are made of multiple counties that influence one another’s activities. These interdependent economic activities are likely to show spatial correlation. Consequently, specifying and estimating models without accounting for the spatial correlation results in biased estimators. Additionally, the spatial distribution of the endogenous variables described in the previous section may not be dependent on county level political jurisdiction, the unit for which data are reported. A possible mismatch between the geographical units and the spatial distribution of the variables being studied may result in misspecification problems and misleading policy implications (Anselin, 1988, Anselin and Bera, 1998, Doreian, 1980, 1981, LeSage, 1997). Furthermore, most socioeconomic and demographic variables also tend to have spatial dependence (Doreian, 1980, 1981). For this reason it is necessary to investigate spatial dependence in the data.

4.2.1 Moran’s I

To investigate spatial dependence in the data, a global Moran’s I test is performed. Moran’s I is a measure of spatial autocorrelation. The spatial autocorrelation of the endogenous variables (population, employment, median income, and median housing value) for the Northeast region of the United States can be measured by Moran’s I index. It is calculated by using the formula:

\[
(8) I = \frac{N}{\sum_i \sum_j w_{ij}} \frac{\sum_i \sum_j (X_i - \bar{X})(X_j - \bar{X})}{\sum_i (X_i - \bar{X})^2}
\]
Where \( N \) is the number of spatial units indexed by \( i \) and \( j \), \( X \) is the variable of interest (population, employment, median income, median housing value), and \( w_{ij} \) is an element in the \( i^{th} \) row and \( j^{th} \) column of the spatial weight matrix where \( w_{ij} \) represents the geographic relationship between different counties in the Northeast region of the U.S. The spatial weight matrix used for this analysis is a row-normalized (LeSage and Pace, 2009) 5 nearest neighbor weight matrix based on the physical centroids for the 434 counties in the study area.

Moran’s I is a statistical test that can determine if a spatial pattern is the result of clustering, or a random distribution through space. A random distribution will show no spatial pattern, and spatial statistical models may not be required for estimation of parameters of interest.

Moran’s I index is defined over the interval \([-1, 1]\) and the significance of Moran’s I is tested using Z-statistics. A positive Moran’s I value indicates positive spatial autocorrelation or spatial dependence, and a value of one indicates perfect correlation. A negative Moran’s I value implies negative spatial correlation or no spatial dependency and the value of negative one indicates perfect dispersion. The value of zero indicates random spatial pattern.

ArcGIS 10.1 was used to run a Moran’s I test for the four primary variables of interest. The results of the Moran’s I tests are shown in Figures 25 through 28 in the appendix. A clustered spatial pattern shows that data is correlated with location.

The spatial dispersion of median housing value, population, employment, and median income per county are shown to have a positive Moran’s I value and are significant at a 1% level. The results shows that the endogenous variables of interest (population, employment, median
income, and median housing value) are not randomly distributed throughout the study area, but are instead clustered and display spatial autocorrelation. Despite the findings that there is a spatial autocorrelation of the four primary variables in the chosen study area, the Moran’s I test is only effective when the spatial patterns are consistent across the counties in Northeast region of the U.S. This is due to the reason that the Moran’s I assesses the overall spatial pattern and trend and any inconsistent variation across the counties could offset one another and the Moran’s I test may reveal non-spatial autocorrelation.

This statistically significant, spatial autocorrelation among the county level data for the four primary variables of population, employment, median income, and median housing value imply that non-spatial regression results may be biased by not including location information in the regression analysis. These results show that the four primary variables of interest are spatially correlated, and suggest that a spatial econometric model may be used in their estimation.

4.2.2 Spatial Panel Model

The focus of this study is to analyze the relationship between residential real estate investment and economic development represented by changes in population, employment, and median income. In cases of simultaneous equations, spatial dependencies appear due to two reasons (Kelejian and Prucha, 1999, 2004). The first reason is that error terms are not only assumed to be spatially correlated but also correlated across equations. The second reason is that the value of the endogenous variables in a given equation is assumed to depend upon a weighted sum of those endogenous variables over neighboring regions.

Spatial dependence is an important factor in regional economic development analysis, especially in terms of population, employment, and per capita income (LeSage and Fischer, 2009).
Spatial panel models allow explanatory variables in neighboring locations in previous or contemporaneous time periods to affect dependent variables (Debarsy, Ertur and LeSage, 2012). This is easily described as economic actors in one county are likely to be aware of potential job opportunities, incomes, and living conditions in neighboring counties, and this awareness likely decreases with distance from their current location. A spatial weight matrix will capture this knowledge, and a spatial panel model will account for the ability of economic actors to move from one county to another within the time frame of the panel data set.

The study is derived from a spatial autoregressive model with autoregressive disturbances for the simultaneous equations of Kelejian and Prucha (2004). They built this model by extending Cliff-Ord’s single equation model (Cliff and Ord, 1973, 1981). Kelejian and Prucha (2004) extended the model into a simultaneous system to estimate a simultaneous system of cross-sectional equations with spatial dependencies.

Anselin (1988) argued that in the presence of spillover effects, estimation of the econometric model will be biased or inefficient if spatial dependencies are ignored in the model. Anselin (1988) also showed that OLS estimation results are inconsistent.

This means that the non-spatial simultaneous equations should be estimated by incorporating spatial dependency. One approach, which incorporates spatial dependencies, is the spatial Durbin model (SDM). The SDM model nests both the spatial error model (SEM) and spatial autoregressive model (SAR), two other commonly used spatial econometric models. LeSage and Pace (2009) explained that SDM incorporates not only spatial lag of dependent variables but also independent variables. LeSage and Pace (2009) also shows that the SDM model is a superior model choice to either the SEM or SAR models, because in cases of misspecification
about the true data generating process that is being modeled, the SDM model will produce unbiased (but perhaps inefficient) coefficient estimates. Both the SAR and SEM models produce biased coefficient estimates, or the SDM model produces coefficient estimates that are at least as good as SEM or SAR in cases of misspecification (LeSage and Pace, 2009).

Omitted variable bias is a common occurrence in regression models. LeSage and Pace (2009) shows that when an omitted variable in the regressors or disturbances is also spatially dependent, the effect of the bias in the OLS regression is amplified. Omitted variable bias in the presence of spatial dependence may produce greater bias than omitted variable bias in OLS alone. LeSage and Fischer (2009) indicated that SDM also deals with omitted variable bias.

For these reasons this research utilizes a panel spatial Durbin model for estimation. A derivation of the model follows. A simple pooled linear regression model with spatial and temporal specific effects is considered, but without spatial interaction effects,

\[ y_{it} = x_{it}' \beta + \mu_i + \eta_t + \epsilon_{it}, \]

where \( i \) is an index for the cross-sectional dimension (spatial units), with \( i=1,...,N \), and \( t \) is an index for the time dimension (time periods), with \( t=1,...,T \). \( y_{it} \) is an observation on the dependent variable at \( i \) and \( t \), \( x_{it} \) an \((1,K)\) row vector of observations on the independent variables, and \( \beta \) a matching \((K,1)\) vector of fixed but unknown parameters. \( \epsilon_{it} \) is an independently and identically distributed error term for \( i \) and \( t \) with zero mean and variance \( \sigma^2 \), while \( \mu_i \) denotes a spatial specific effect and \( \eta_t \) denotes a time specific effect. The standard reasoning behind spatial specific effect is that they control for all space-specific time-invariant variables whose omission could bias the estimates in a typical cross sectional study (Elhorst, 2010). The standard reasoning behind a
temporal specific effect is that they control for all time-specific space-invariant variables whose omission could bias the estimates in a typical cross sectional study (Elhorst, 2010).

When specifying interaction between spatial units, the model may contain a spatially lagged dependent variable or a spatial autoregressive process in the error term, known as the spatial lag and the spatial error model, respectively. The spatial lag model posits that the dependent variable depends on the dependent variable observed in neighboring units and on a set of observed local characteristics

\[ y_{it} = \delta \sum_{j=1}^{N} w_{ij} y_{jt} + x_{it} \beta + \mu_i + \eta_i + \varepsilon_{it}, \]

where \( \delta \) is called the spatial autoregressive coefficient and \( w_{ij} \) is an element of a spatial weights matrix \( W \) describing the spatial arrangement of the units in the sample (Elhorst, 2010). It is assumed that \( W \) is a pre-specified non-negative matrix of order \( N \).

The spatial error model, on the other hand, posits that the dependent variable depends on a set of observed local characteristics and that the error terms are correlated across space

\[ y_{it} = x_{it} \beta + \mu_i + \eta_i + \phi_{it}, \]

\[ \phi_{it} = \rho \sum_{j=1}^{N} w_{ij} \phi_{jt} + \varepsilon_{it}, \]

where \( \phi_{it} \) reflects the spatially autocorrelated error term and \( \rho \) is called the spatial autocorrelation coefficient.

In both the spatial lag and the spatial error model, stationarity requires that \( 1/\omega_{min} < \delta < 1/\omega_{max} \) and \( 1/\omega_{min} < \rho < 1/\omega_{max} \), where \( \omega_{min} \) and \( \omega_{max} \) denote the smallest (i.e., most negative)
and largest characteristic roots of the matrix $W$. While it is often suggested in the literature to constrain $\delta$ or $\rho$ to the interval $(-1, +1)$, this may be unnecessarily restrictive (Elhorst, 2010).

An unconstrained spatial Durbin model with spatial and temporal fixed effects looks like

$$
(13) \quad y_{it} = \delta \sum_{j=1}^{N} W_{ij} y_{jt} + x_{it} \beta + \sum_{j=1}^{N} W_{ij} x_{ijt} \gamma + \mu_i + \eta_t + \epsilon_{it},
$$

where $i$ is an index for the cross-sectional dimension (spatial units), with $i=1,..., N$, and $t$ is an index for the time dimension (time periods), with $t=1,..., T$. $y_{it}$ is an observation on the dependent variable at $i$ and $t$, $x_{it}$ an $(1, K)$ row vector of observations on the independent variables, and $\beta$ a matching $(K, 1)$ vector of fixed but unknown parameters. The variable $\epsilon_{it}$ is an independently and identically distributed error term for $i$ and $t$ with zero mean and variance $\sigma^2$, while $\mu_i$ denotes a spatial specific effect and $\eta_t$ denotes a time specific effect. The variable $\gamma$, just as $\beta$, is a $(K, 1)$ vector of fixed but unknown parameters.

The term $\sum_{j=1}^{N} W_{ij} y_{jt}$ denotes the interaction effect of the dependent variable $y_{it}$ with the dependent variables $y_{jt}$ in the neighboring counties, where $w_{ij}$ is the $i, j$-th element of a (NxN) spatial weigh matrix $W$. The term $\sum_{j=1}^{N} W_{ij} x_{ijt} \gamma$ denotes the interaction effect of the dependent variable $y_{it}$ with the weighted average effects of the neighboring counties on the independent variable $x_{ijt}$.

The hypothesis $H_0: \gamma=0$ can be tested to investigate whether this model can be simplified to the spatial lag model and the hypothesis $H_0: \gamma+\delta\beta=0$ whether it can be simplified to the spatial...
error model (Elhorst, 2010). This research will utilize the spatial Durbin model, as LeSage and Pace (2009) show that in cases of misdiagnosis of the true data generating process, SDM will produce unbiased coefficient estimates. Additionally, the SDM is better at providing unbiased coefficient estimates in the presence of omitted variables (LeSage and Fischer, 2009).

Chapter 5.0 Empirical Analysis and Results

Introduction

This chapter concentrates on estimation of the empirical models for determining the relationship between residential real estate investment and regional economic development. Regional economic development is indicated by growth in population density, employment, and median income per county. The empirical models are estimated using the 3SLS method and the spatial Durbin model with a panel data set. This chapter consists of two sections. Section 5.1 presents the results of the 3SLS simultaneous equations model. Section 5.2 presents the results of the spatial Durbin model.

5.1 Simultaneous Equations Model Results

This section concentrates on estimation of the empirical models for determining the relationship between residential real estate investment and regional economic development. The simultaneous equation empirical model is estimated using the three stage least squares (3SLS) method and the statistical package Stata version 12. 3SLS is used to overcome the problem of correlation of the error terms of each equation, especially the population and employment equations. 3SLS also accounts for all restrictions on parameters in the system of simultaneous
equations. The endogeneity of the four variables, population, employment, median income, and median housing value is tested with a Hausman test and found to be endogenous. A strongly balanced panel data set with 1736 observations for all the counties in the Northeast region is used to estimate a fixed effects model using 3SLS via Stata.

There are problems attempting to split the panel into rural and urban counties for separate estimation. Due to the transition of some counties from rural to urban throughout the time period, the urban and rural panels become unbalanced. Fixed effects estimation eliminates these counties from the regressions.

5.1.1 Population Equation

The results of the population growth equation for the Northeast region using 3SLS are presented in Table 2. The population growth equation is estimated against endogenous variables of employment (EMP), median household income (INC), and residential real estate investment as measured by median housing values (HVM); and control variables are included to measure economic effects. The overall fit ($R^2$) of the empirical population equation is 92%. This is likely due to correlation between the population, population under the age of 18, population over the age of 65, and employment variables.

The empirical results show that population is positively and significantly related to employment at the 1% level which explains that an increase in the number of jobs also increases population. An increase in jobs in a region or county brings in more people and their families for employment or in search of employment. This in turn increases the population. Thus, the increase in population requires more government personnel like police, fire fighters, and teachers, creating an overall net gain of jobs in a county.
A significant and negative relationship (at the 1% level) between population and median household income indicates that population decreases as median household income increases. This implies when income increases people tend to move away from densely populated regions and towards less densely populated regions. This could be evidence of suburbanization, but may not make sense at the county level. Alternately this may be evidence of a general demographic transition, where rising incomes are responsible for falling fertility rates and population increasing at a decreasing rate in developed countries (Sinding, 2009).

The relationship between median housing value and population is positive and significant at the 1% level. The results show that as the residential real estate investment measured by median housing value increases, population will also increase. The increase in population may be attributed to migration from other counties or increases in the household population. Also, the increase in housing value is a potential measure of improved amenities, like school districts and attractive neighborhoods. This shows the preferences of people who choose to live in areas with more or better amenities even if it costs more money.

P18 and P65 are both positively related to population and are significant at the 1% level. This shows that when both P18 and P65 increase population in a county also increases. This is obvious because both P18 and P65 are part of the population.

Government spending programs include amenities that improve living conditions within a county, but are not statistically significant. This might be due to the reason that the variable used here is federal expenditures and may not capture the effects of improvements in amenities due to local government spending. Occupied houses within a county is positive and significant at the 1% level, showing that an increase in number of occupied houses in a county increases the
population. This result is as expected as we expect the population of a county to grow when a new household moves into a county.

The dummy variable denoting metropolitan counties is not statistically significant. The metropolitan counties variable is expected to be significant as metropolitan counties include both suburbs and exurbs and captures the migration of people between cities, suburbs and exurbs. The variables occupied houses and metropolitan counties are both correlated with population, these variables were included because a Wald test showed that they were jointly significant.

**Table 2: Three Stage Least Square Results of Population Equation**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>z statistic</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ln EMP</td>
<td>0.5118157*</td>
<td>23.22</td>
<td>0.000</td>
</tr>
<tr>
<td>Ln INC</td>
<td>-0.211198*</td>
<td>-11.97</td>
<td>0.000</td>
</tr>
<tr>
<td>Ln HVM</td>
<td>0.2045593*</td>
<td>16.36</td>
<td>0.000</td>
</tr>
<tr>
<td>Ln P18</td>
<td>0.2552898*</td>
<td>18.54</td>
<td>0.000</td>
</tr>
<tr>
<td>Ln P65</td>
<td>0.1080035*</td>
<td>17.67</td>
<td>0.000</td>
</tr>
<tr>
<td>GOV</td>
<td>0.0000941</td>
<td>0.98</td>
<td>0.328</td>
</tr>
<tr>
<td>Ln OCC</td>
<td>0.0263798*</td>
<td>3.55</td>
<td>0.000</td>
</tr>
<tr>
<td>MET</td>
<td>0.0058699</td>
<td>1.5</td>
<td>0.133</td>
</tr>
<tr>
<td>CONST</td>
<td>2.175779*</td>
<td>38.94</td>
<td>0.000</td>
</tr>
<tr>
<td>N</td>
<td>1736</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>0.9289</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*, **, and *** denote significance at 1%, 5%, and 10% respectively

**5.1.2 Employment Equation**

The employment growth equation is estimated against endogenous variables of population (POP), median income (INC), and residential real estate investment as measured by median housing values (HVM); and control variables are included to measure economic effects. The results of the employment growth equation for the Northeast region using 3SLS are presented in Table 3. The overall fit (R²) of the empirical employment equation is 79%.
The empirical results show that employment is positively and significantly related to population at the 1% level. This explains that an increase in the number of people also increases employment which agrees with the theory “jobs follow people” which is also supported by the results of Steinnes and Fischer (1982). This makes sense because an increase in population increases the demand for goods and services. More people require at least basic services, and jobs providing basic services increase the employment in a county and a region.

A significant (at the 1% level) and positive relationship between employment and median income indicates that employment increases as median income increases. As incomes increase, consumers spend more on goods and services. This increased spending leads to employment. This results supports Deller’s (2001) extension of Carlino and Mill’s (1987) model where per capita income is hypothesized to positively affect employment.

The relationship between median housing value and employment is negative and significant at the 1% level. Counties with higher median housing values have low employment. This may be caused by housing markets that are highly segmented and the high value housing might be totally separated from the other lower value housing markets within a county. Alternately, this result may be an illustration of residential land uses outbidding commercial land uses for locations. Areas with significant residential amenities may not be conducive to commercial use, and vice versa.

The number of businesses in a county is negatively and significantly related to employment at the 5% level. This is an unexpected result since all businesses should have at least one, and probably more than one, employee. Again, this may be attributed to the reason that businesses might just congregate on large cities in a county. So the overall effect of these
businesses is not properly captured when the employment for the whole county is considered. Metropolitan counties are not significant. Metropolitan counties have relatively higher populations and businesses, both variables should affect employment.

**Table 3: Three Stage Least Square Results of Employment Equation**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>z statistic</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ln POP</td>
<td>1.113938*</td>
<td>76.66</td>
<td>0.000</td>
</tr>
<tr>
<td>Ln INC</td>
<td>0.5278751*</td>
<td>24.2</td>
<td>0.000</td>
</tr>
<tr>
<td>Ln HVM</td>
<td>-0.433919*</td>
<td>-23.75</td>
<td>0.000</td>
</tr>
<tr>
<td>Ln BUS</td>
<td>-0.00768***</td>
<td>-1.85</td>
<td>0.064</td>
</tr>
<tr>
<td>MET</td>
<td>0.005063</td>
<td>0.58</td>
<td>0.562</td>
</tr>
<tr>
<td>CONST</td>
<td>-2.595718*</td>
<td>-17.53</td>
<td>0.000</td>
</tr>
<tr>
<td>N</td>
<td>1736</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>0.7853</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*, **, and *** denote significance at 1%, 5%, and 10% respectively.

### 5.1.3 Income Equation

The median income equation is estimated against the endogenous variables population (POP), employment (EMP), and residential real estate investment as measured by median house values (HVM) and control variables are included to measure economic effects. The overall fit (R²) of the empirical median income equation is 93%. The results of the median income equation for the Northeast region using 3SLS are presented in Table 4.

Population is not significantly related to median income. As with the income result from the population equation, a large increase in the population of any county is likely to decrease the median income. Firstly, more workers earn low wages than high wages, so any increase of population without specifically targeting high wage earners should have the effect of decreasing the median income in a county. Secondly, the easiest source of population growth is through having children. Children are counted as people in the population variable, but they generally
earn no wage at all. This will also result in decreasing the median income of a county.

Employment is positively and significantly related to median income at the 1% level. This shows that counties with higher levels of employment have higher median incomes. This makes sense, as wage income is the primary source of income for most people in the U.S. and in the Northeast region.

The relationship between residential real estate investment and median household income is positive and significant at the 1% level. As housing values increase, the median income of the residents of those houses should also increase in order to maintain equilibrium rents. If incomes do not rise, owners will potentially sell the homes to capture the increase in value and move to a new location with a housing consumption investment bundle more closely aligned with their original preferences.

The poverty rate is not statistically significant. Poverty is generally defined by having a low income, and so this result is surprising. Negative externalities from living in areas with high rates of poverty can negatively impact consumer’s levels of residential real estate investment. Additionally depreciation of the physical capital of housing stock is associated with lower rents. This allows families in poverty to have a place to live and not be forced into homelessness, but does discourage reinvestment in the depreciating housing assets.

The education rate is significantly (at the 5% level) and positively related to median income. This result is as expected. A higher proportion of educated people in a county increase median income in that county. Population under 18 and population over 65 are negatively and significantly related to median income at the 1% level. The signs for these two coefficients were expected to be negative, as these segments of the population are generally not in the workforce
and so do not earn a large income. Metropolitan counties are not statistically significant. Counties with more residents may have a higher median income, potentially to offset higher costs of living.

Table 4: Three Stage Least Square Results of Income Equation

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>z statistic</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ln POP</td>
<td>-0.2453314</td>
<td>-1.35</td>
<td>0.177</td>
</tr>
<tr>
<td>Ln EMP</td>
<td>1.389655*</td>
<td>11.54</td>
<td>0.000</td>
</tr>
<tr>
<td>Ln HVM</td>
<td>0.6690106*</td>
<td>32.74</td>
<td>0.000</td>
</tr>
<tr>
<td>Ln POV</td>
<td>-0.0206902</td>
<td>-0.78</td>
<td>0.433</td>
</tr>
<tr>
<td>EDU</td>
<td>0.054521**</td>
<td>2.01</td>
<td>0.045</td>
</tr>
<tr>
<td>Ln P18</td>
<td>-0.792454*</td>
<td>-6.07</td>
<td>0.000</td>
</tr>
<tr>
<td>Ln P65</td>
<td>-0.279165*</td>
<td>-4.64</td>
<td>0.000</td>
</tr>
<tr>
<td>MET</td>
<td>-0.028838</td>
<td>-1.36</td>
<td>0.175</td>
</tr>
<tr>
<td>CONST</td>
<td>1.42174***</td>
<td>1.75</td>
<td>0.079</td>
</tr>
<tr>
<td>N</td>
<td>1736</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>0.9267</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*, **, and *** denote significance at 1%, 5%, and 10% respectively

5.1.4 Residential Real Estate Equation

The residential real estate equation is estimated against the endogenous variables population (POP), employment (EMP), and median income (INC) and control variables are included to measure economic effects. The overall fit ($R^2$) of the empirical Residential Real Estate equation is 92%. The results of the residential real estate equation for the Northeast region using 3SLS are presented in Table 5.

Population is positively and significantly related to residential real estate investment at the 1% level. This shows that a large population positively impacts residential real estate prices. People need housing, and the demand for housing spurs investment in the residential real estate sector. Increased demand for housing will increase the levels of residential real estate investment in the county.

Employment per county has a significant (at the 1% level) and negative relationship with
residential real estate investment as measured by median housing value. This may be a reflection of the effect of commuting behavior, where consumers live in one county, but drive to work in another (Jeanty, Partridge and Irwin, 2010). Also, considering this research uses county level data, this negative result may be applicable only when people choose to live near the county boundaries, like when large cities are located close to state borders. Alternately, this result may arise because of the prevalence of rental housing units in areas of high employment. The significant rental markets of the large cities within the study area may be responsible for the negative relationship.

A significant (at the 1% level) and positive relationship between residential real estate and median income indicates that residential real estate investment is positively affected by areas with high median incomes. As incomes increase, consumers invest some of their income in housing. This can take the form of purchases of higher quality housing, or renovations and additions to existing housing that lead to higher median values.

The proportion of banks to population per county is negatively and significantly related (at the 1% level) to housing value. This variable serves as a measure of the availability of financing in each county. Most home owners in the U.S. finance their home purchases or renovations through the banking sector. The ability to acquire a local source of lending for residential real estate investment should lower the transactional costs of that investment.

Number of new building permits (scaled by population) issued in each county is positively related to median housing value and is significant at the 5% level. Theoretically, an increase in building permits signals a future increase in the supply of housing available. This should lead to the price of the current supply of housing decreasing, as future demand will be met with new
construction and not just bidding up the price of current housing.

The number of vacant houses per county (scaled by population) is positively and significantly related to median housing value at the 1% level. The number of vacancies is an indication of the demand for housing, with a low number of vacancies demonstrating a high demand for housing in an area, so an increase in median housing value makes sense.

The number of occupied housing units per county (scaled by population) is negative and significant at the 1% level. This is also a measure of the demand for housing, as each household theoretically needs housing in which to live. The number of occupied households is correlated with population, with areas of high population also having a high number of households so people tend to move away from high populated areas to suburbs or exurbs which have better amenities and thus higher median housing value. Metropolitan counties are not statistically significant. Metropolitan counties have more people by definition, and the demand for housing should lead to an increase in residential real estate investment.

Table 5: Three Stage Least Square Results of Residential Real Estate Investment Equation

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>z statistic</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ln POP</td>
<td>2.325384*</td>
<td>27.76</td>
<td>0.000</td>
</tr>
<tr>
<td>Ln EMP</td>
<td>-2.07463*</td>
<td>-24.83</td>
<td>0.000</td>
</tr>
<tr>
<td>Ln INC</td>
<td>1.21961*</td>
<td>86.25</td>
<td>0.000</td>
</tr>
<tr>
<td>Ln BNK</td>
<td>-50.03298*</td>
<td>-3.22</td>
<td>0.001</td>
</tr>
<tr>
<td>PER</td>
<td>0.355919**</td>
<td>2.02</td>
<td>0.044</td>
</tr>
<tr>
<td>Ln VAC</td>
<td>0.0492293*</td>
<td>3.58</td>
<td>0.000</td>
</tr>
<tr>
<td>Ln OCC</td>
<td>-0.181652*</td>
<td>-2.62</td>
<td>0.009</td>
</tr>
<tr>
<td>MET</td>
<td>0.0123771</td>
<td>0.71</td>
<td>0.479</td>
</tr>
<tr>
<td>CONST</td>
<td>-5.647077*</td>
<td>-19.41</td>
<td>0.000</td>
</tr>
<tr>
<td>N</td>
<td>1736</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>0.9166</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*, **, and *** denote significance at 1%, 5%, and 10% respectively.
5.2 Spatial Panel Results

The empirical results presented in the previous section were established upon an assumption of no spatial dependence among the endogenous variables. A residential real estate investment choice is inherently spatial in nature. Every house exists in a location, and the combined bundle of investment and consumption goods that arise from owning the house is also spatial. The empirical results discussed above are biased and inconsistent without considering spatial dependence. This section provides estimation results of the spatial model developed in Chapter 4. The spatial Durbin model (SDM) analyzes that spillover effects by including spatial lags for dependent and independent variables and is used as a method of spatial analysis. This model captures the direct and indirect effects of residential real estate investment on neighboring counties in regional economic development.

Interpretation of the coefficients in spatial model is important. Kirby and Lesage (2009) stated that in spatial models changes in the independent variables \( x_i \) are represented by a direct effect on the county’s median residential real estate investment as measured by the median housing value and a spatial spillover (indirect) effect on neighboring county’s median residential real estate investment.

5.2.1 Spatial Durbin Model Results

The results of the SDM model including both county and year fixed effects are given in Table 6. The spatial weight matrix used for this analysis is a row-normalized 5 nearest neighbor weight matrix (434 * 434) based on the physical centroids for the 434 counties in the study area. Splitting the sample into rural and urban counties creates problems with the dimensions of the
weight matrix. Estimation of only rural counties does not consider the spatial spillovers of nearby urban counties. Additionally, the weight matrix is no longer a matrix of the five nearest neighbors. Attempts to use the original weight matrix will result in incompatible matrix algebra. Urban only estimates experience the same problems.

The overall fit can be measured by the $R^2$ of 0.99 which is initially viewed as very high. Elhorst (2010) recommended that squared correlation coefficient be used as an alternative measure of goodness-of-fit because of the nature of fixed effects. The squared correlation coefficient for this model is 0.69. The difference between the $R^2$ and the squared correlation coefficient indicates how much of the variation in the dependent variable is explained by the fixed effects. The fixed effects portion of this model explains approximately 30% of the variation in the dependent variable.

The results from this SDM model indicate that there is a significant level of spatial autocorrelation in the dependent variable, with the $\delta$ parameter equal to 0.76 and significant at the 1% level. This result confirms the usage of the SDM model as appropriate to deal with the spatial autocorrelation. This result is also used to calculate the proper marginal effects. LeSage and Pace (2009) show that the marginal effect of a change in an explanatory variable depends on both the direct and indirect effects which depend on the value of $\delta$.

The primary focus of this research is to determine the effects of changes in county level median income, population density, and employment on residential real estate investment as measured by median housing value. The theory states that increases in these three explanatory variables should increase median housing values, as they should cause increases in the demand for housing.
The direct effect of a change in a county’s income measures how a change in a particular county’s income affects median housing value in that same county. From Table 6, the direct effect of a change in a county’s median income on the median housing value is 0.67 and is significant at the 1% level. The indirect effect is 1.35, and the total effect is 2.02 and both are significant at the 1% level. This means that an increase in the median income in a county will increase the median housing values within the same county, and will increase the median housing values in neighboring counties. This follows from economic theory that an increase in income leads to an increase in the consumption of all goods including an increase in the consumption of housing, and some of this increase can occur in neighboring counties through leakages via migration of people and firms across the time periods in the study.

The total effect shows that changes in the median income affects median housing value, considering own-county and neighboring county spillover effects. The total effect estimate shows that, as the median income increases by 10%, median housing value increases by 20.15%. An increase in income leads to an increase in residential real estate investment. As consumers spend more income on housing, the demand for housing increases.

The direct effect of a change in a county’s population measures how a change in population affects median housing value in that same county. From Table 6, the direct effect of a change in a county’s population on the median housing value is -0.10 and is significant at the 5% level. The indirect effect estimate is 0.75, and the total effect is 0.65 with both significant at the 5% level. As a county increases its population, median housing value in neighboring counties (as defined by the 5 nearest neighbors weight matrix) also increases while the median housing value in the same county decreases. The total effect estimate shows that, as the population
increases by 10%, median housing value increases by 6.5%. An increase in population leads to an overall increase in residential real estate investment, as demand for housing increases.

The direct effect of a change in a county’s employment measures how a change in employment affects median housing value in that same county. From Table 6, the direct effect of a change in a county’s employment on the median housing value is 0.18 and is significant at the 1% level. This means that as a county increases its own employment by 10%, median housing value in that same county increases by 1.8%. This might be because an increase in employment in a county will lead to more people earning a wage, a portion of which can be invested in residential real estate. Since most of the people in U.S. consider housing a good long term investment, people with jobs and incomes tend to invest in housing and thus there is increase in median housing value.

The indirect effect estimate is -0.47, and is significant at the 1% level. As a county increases its employment, median housing value in neighboring counties (as defined by the 5 nearest neighbors’ weight matrix) decreases. This might be because counties are a large geographic area and for someone employed in the interior of a county, investing in housing in the neighboring county might be a bad idea considering the commuting distance. The total effect of a change in employment is -0.31 and is not statistically significant. The total effect estimate shows that employment as measured by the number of jobs in each county is not a significant factor in determining the level of residential real estate investment in counties in the Northeast region of the U.S.

Of the three primary explanatory variables, the median income of a county had the greatest effect on residential real estate investment in own and neighboring counties. The next
most influential variable is population per county. While employment is not statistically significant in the total effect this lends support to the “jobs follow people” hypothesis. Regional economic development policies should favor enticing population growth through migration. Additionally, policies to improve the income of residents in each county will have a beneficial impact on residential real estate investment in own and surrounding counties.

The direct effect of the ratio of businesses per population in each county is 0.04 and is significant at the 1% level and shows that increase in business in a county increases the employment of the own county. The indirect effect is 0.08 and is not significant. The total effect is 0.13 and is not significant. The number of firms located in each county affects own county residential real estate investment, but does not affect the neighboring counties. Policies to encourage firms to locate within a particular county benefit only the county itself and not the surrounding neighbors with regard to residential real estate investment. This lends some support for policies to bring firms to a county as means of economic development, but if the firms are leaving a neighboring county there is no overall gain to the region as a whole, just a movement of resources from one county within the study area to another county within the same study area.

The direct effect of the number of families in poverty divided by the population per county is 0.03 and is significant at the 10% level. The indirect effect is 0.09 and the total effect is 0.13 and both are not significant. Poverty increases residential real estate investment in own counties, but does not influence surrounding counties. It may be an issue of data aggregation, since both rich counties and poor counties in the study area can have similar poverty rates, but different
median housing values. The aggregation of poverty into counties instead of cities may be biasing the results.

The effect of the number of building permits issued (scaled by population) per county is 0.32 and significant at the 1% level. The indirect effect is -2.00 and is significant at the 10% level. The total effect is -1.68 and is not significant. Building permits in own county have a positive effect on housing prices, while permits in neighboring counties have a larger, negative effect. An increase in the supply of housing in own county may signify that own county is an attractive location, and thus a small positive effect on price makes sense. An increase in neighboring county permits increases the future supply of housing in neighboring locales. This may signify that neighboring counties are attractive locations and competition for location may reduce own county housing prices. Also increased building permits in neighboring counties may signal an increase in the future supply of housing, leading to a decrease in current housing prices.

The direct effect of the ratio of college educated population to total population per county is 0.38 and is significant at the 1% level. The indirect effect is 0.78 and is not significant. The total effect is 1.16 and is significant at the 1% level. A higher proportion of educated individuals in a county increases residential real estate investment, potentially through factors not captured via the income variable.

From Table 6, the direct effect of a change in the number of vacant single family housing units (scaled by population) per county on the median housing value is 0.07 and is significant at the 1% level. The indirect effect estimate is 0.34, and the total effect estimate is 0.41. Both are significant at the 1% level. This means that as the number of vacant houses per county increases by 1%, median housing value in that same county increases by 4.1%. Vacant houses per county
have a positive impact on housing prices. This may be a measure of the demand for housing, as housing must be vacant in the transitional state between first building and purchase or between owners. A high enough price for housing may entice owners to sell and move elsewhere to maximize their housing consumption and investment bundle.

The direct effect of the number of occupied housing units (scaled by population) per county on residential real estate investment is -0.21 and is significant at the 1% level. The indirect effect is 0.11 and the total effect is -0.10; both not significant. Occupied housing units have a negative effect on residential real estate investment in own county, a surprising result. This result is similar to the population result, as occupied housing units are correlated with population. An increase in occupied housing decreases own county median housing prices. This may be another result of data aggregation at the county level.

The direct effect of a metropolitan county on residential real estate investment is 0.017 and is significant at the 10% level. The indirect effect is 0.08 and the total effect is 0.10; both not significant. Metropolitan counties have a positive effect on residential real estate investment on its own county but are not significant with the neighboring counties. Counties with more people experience more residential real estate investment, but being a neighbor to urban counties has no effect.

The differential between the direct effects and the total effects for all of the coefficients again shows that controlling for spatial dependence is important. Any research that neglects spatial dependence potentially drastically underestimates the effects of change in income, population density, and employment on housing values.
For the SDM model, the total effect of each primary explanatory variable shows that the full impact of any development policy will not only be felt in the own county, but will also affect neighboring counties. This research shows that policies to increase own county median income, population, and improve employment opportunities are effective for economic development. Additionally, the population, employment, and income of neighboring counties will partly determine own county development strategy.

Table 6: Spatial Durbin Model Spatial Panel Results

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Direct</th>
<th>Indirect</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ln INC</td>
<td>0.578285*</td>
<td>0.665843*</td>
<td>1.349659*</td>
<td>2.015503*</td>
</tr>
<tr>
<td>Ln POP</td>
<td>-0.149744*</td>
<td>-0.100341**</td>
<td>0.749848**</td>
<td>0.649507**</td>
</tr>
<tr>
<td>Ln EMP</td>
<td>0.184949*</td>
<td>0.153524*</td>
<td>-0.47094*</td>
<td>-0.317416</td>
</tr>
<tr>
<td>Ln BUS</td>
<td>0.036154*</td>
<td>0.041449**</td>
<td>0.085544</td>
<td>0.126993</td>
</tr>
<tr>
<td>Ln POV</td>
<td>0.02799***</td>
<td>0.033637***</td>
<td>0.092066</td>
<td>0.125703</td>
</tr>
<tr>
<td>PER</td>
<td>0.454632*</td>
<td>0.322963*</td>
<td>-2.004355***</td>
<td>-1.681392</td>
</tr>
<tr>
<td>EDU</td>
<td>0.326146*</td>
<td>0.377718*</td>
<td>0.777712</td>
<td>1.15543*</td>
</tr>
<tr>
<td>Ln VAC</td>
<td>0.04841*</td>
<td>0.07054*</td>
<td>0.341947*</td>
<td>0.412487*</td>
</tr>
<tr>
<td>Ln OCC</td>
<td>-0.221214*</td>
<td>-0.213168*</td>
<td>0.110637</td>
<td>-0.102531</td>
</tr>
<tr>
<td>MET</td>
<td>0.011333</td>
<td>0.017315***</td>
<td>0.08466</td>
<td>0.101976</td>
</tr>
<tr>
<td>W Ln INC</td>
<td>-0.087366</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W Ln POP</td>
<td>0.306852</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W Ln EMP</td>
<td>-0.261494</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W Ln BUS</td>
<td>-0.005469</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W Ln POV</td>
<td>0.00301</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W EDU</td>
<td>-0.048009</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W PER</td>
<td>-0.852956</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W Ln VAC</td>
<td>0.052345</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W Ln OCC</td>
<td>0.192546</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>W MET</td>
<td>0.013307</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>δ</td>
<td>0.756984</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>σ²</td>
<td>0.6889</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>0.9919</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*, **, and *** denote significance at 1%, 5%, and 10% respectively
Chapter 6.0 Summary and Conclusions

The main objective of this research is to analyze the role of residential real estate investments in the economic development of the Northeast region of the United States. The general conclusion of the study is that investment in residential real estate shows positive and significant effects on economic development of the Northeast region of the United States during the period of 1980-2010. The results from both simultaneous equations (non-spatial) and spatial panel models provide policy makers with information on how the investments in residential real estate in the Northeast regions affect the economic development of the region. The spatial clusters of the residential real estate investments across the region during different time periods show how investment changes over time and how that variation over the region requires different policies to enhance economic development in different regions within the study area.

Two econometric models were used for estimation. First, a system of four simultaneous equations model using three-stage least squares (3SLS) is used to estimate the results. Second to estimate the spatial dependency and spatial clustering of the economic development a spatial panel model was used with a five nearest neighbor contiguity weight matrix. A panel dataset comprising demographic and economic variables for the period of 1980-2010 is used for both the models.

The general conclusion of the study is that residential real estate investment is positively associated with regional economic development during the 1980-2010 period. Based on the empirical analyses this study provides policy makers with information on the role of residential real estate investment in the economic development of the Northeast region.
6.1 3SLS Simultaneous Equations Model Conclusions

In the simultaneous equations method, a 3SLS regression was used to study the interactions between population, employment, median income and residential real estate investment as measured by median housing values at the county level. A panel data set of decennial census years was collected for the 434 counties in the Northeast U.S. A four equation system of simultaneous equations was solved using 3SLS and fixed effects. The general conclusion of the 3SLS estimation is that residential real estate investment as measured by median housing values does affect economic development in the region, but the results are mixed.

Population growth had a significant and positive effect on employment and median housing value, but a negative effect on median income. This shows that growth in population leads to growth in employment, as population demands goods and services leading to employment; and that population growth leads to increases in the value of residential real estate investments. A growing population demands more or better housing, leading to price increases. Population growth has a negative effect on median incomes. This may be because population growth may occur in demographic ranges that do not earn income (population under the age of 18 that cannot earn a high wage).

Employment growth had a positive and significant effect on population and median income, but a negative and significant effect on median housing value. Employment growth in a region may lead to migration into that region, increasing the population and presumably the incomes of those workers who get new jobs. Lower median housing values in higher employment
counties may be an example of commuting behavior around major metropolitan areas where jobs are concentrated in one location and many workers commute from outside the county.

Incomes negatively and significantly affect population, but positively and significantly affect employment and housing values. Incomes positively affecting employment and housing values is predicted by economic theory, as higher wages can buy more goods and services, and one of those goods is increased consumption of housing. When income increases people tend to shift their household away from densely populated regions and towards less densely populated regions. This is a demonstration of suburbanization, but may not make sense at the county level.

Median housing values are positively and significantly related to population and incomes, but negatively and significantly related to employment. This shows that areas with relatively high investment in residential real estate attract consumers with relatively more money to spend. Employment in these counties can be negatively affected, as lower wage workers get pushed out to the periphery. The mixed results reveal that the effect of residential real estate investment on the region is generally positive, as expressed by increases in population and income, but the negative effect on employment may arise because the proportion of lower paying jobs is larger than higher paying jobs.

6.2 Spatial Panel Model Conclusions

In the spatial Durbin model estimation, median housing price per county as a measure of residential real estate investment for the Northeast region is estimated. The spatial panel method divides the effect of any change in an exogenous variable into the direct effect, which affects own
county, and the indirect effect, which affects neighboring counties. 434 counties in the Northeast region are estimated using the same dataset as used in the previous 3SLS estimation.

The spatial Durbin model shows that changes in own county’s median income and employment have larger positive effects on residential real estate investment than the negative effects that changes in population bring. Additionally, increasing the number of businesses within a county or the number of people with a college degree also have significant own county effects on residential real estate investment.

The actions of neighbors can greatly influence own county’s economic development as well. The SDM analysis shows that residential real estate investment in own county is positively influenced by the population and the median income levels of neighboring counties, but that neighboring levels of employment have a negative effect. The indirect effect of neighboring counties is larger than the direct effect for own county measures of economic development. Any individual county within the study area must consider the strengths and weaknesses of its own economic position, as well as the strengths and weaknesses of its neighbors when formulating economic policy. The total effect of any policy change may cause benefit to neighboring counties, while the cost is borne by the own county taxpayers.

6.3 Policy Implications

The mixed results from the 3SLS and the results from the SDM model show that residential real estate investment is an important component of regional economic development. Any economic development plan attempting to increase the levels of residential real estate investment should focus on increasing the population, the number of available jobs in a county,
and on income growth, attracting educated residents or educating residents that already live within the location is another good strategy for economic growth supported by these results.

Spatial panel methods show that any attempt to improve the economic development in a county is greatly influenced by the behavior of their neighboring counties. The total effect of any policy change can be decomposed into the direct effect that affects own county, and the indirect effect that affects neighboring counties through spillovers and linkages. A regional economic development may have a better chance of cooperation and success than any local or county level development plan.

The effect of neighboring counties can be statistically measured, and economic development plans that do not consider the actions of neighboring counties will not achieve their desired results. Regional planning methods will allow for counties to pool resources, absorb costs, and reap the benefits of economic development. Regional planning will prevent counties from potentially free riding on the development plans of their neighbors. Taxpayers in one county will not be unknowingly subsidizing development in other neighboring counties. Instead these costs and benefits will be discussed in open forums with public input. Regional economic development plans will help better inform the citizens, and reach better development outcomes than a piecemeal approach.

6.4 Limitations and Future Work

The study has expanded the examination of economic impacts caused by investments in residential real estate by using a simultaneous equations method and spatial panel method. However, the study has certain limitations. The first limitation of the study is the data set. This
study uses a county level panel data set for the census years 1980, 1990, 2000, 2010. Better results can be obtained by using a continuous panel data set for a period of 10-20 years. Unavailability of the county level panel data set for the region was a limitation to the study. Census tract panel data set instead of county level data set also may give more precise and reliable results, as the smaller geographic area may allow for commuting behavior or other small scale geographic factors to be more accurately modeled. This helps in designing specific policies to the targeted areas rather than designing for a larger groups with regards to economic development.

Another limitation is the choice of variables included in the analysis. Additional data and variables may improve the results. For example, zoning data at the county level would enable a better understanding of the residential construction/permit regulations of each county. The impact of these zoning regulations on residential real estate investments would also provide better insight into county level economic development.

Also, zoning information will often be most powerful when it is examined along with data which might influence policy decisions. For example, in urban/big cities zoning is an issue that attracts lobbying. Adding both a zoning and a lobbying data set for the analysis might help to analyze the power effects in politics by studying the policy changes/decision makings.

A spatial panel analysis comparing the three regions (Region I, II, III) with the other regions in the U.S. (IV, V, VI, VII, VIII, IX, X) could be an interesting study as this can compare and differentiate the Northeast region with other regions and also see what policy decisions might favor the Northeast regions when compared to the other regions.
The 3SLS model demonstrates that population, employment, median income, and median housing value are endogenously related to each other. The 3SLS model uses this relationship to estimate a system of simultaneous equations that describes the equilibrium location choice of households and firms. Unfortunately, the 3SLS model does not account for spatial autocorrelation. Geographic information is an integral part of any location choice, so a model that utilizes geographic information may also do a good job explaining location choices.

The spatial Durbin model can utilize geographic information by utilizing a spatial weights matrix that indicates which counties are neighbors and which counties are not neighbors. This information follows Tobler’s (1970) first law of geography, “Everything is related to everything else, but near things are more related than distant things.” Counties that are neighbors will have a stronger effect on each other than counties that are not neighbors. The spatial Durbin model deals with spatial autocorrelation very well, but it does not include the simultaneous relationship demonstrated from the 3SLS model. The empirical disconnect between the two models used in this dissertation remains a limitation of the study. Further research into this problem will attempt to incorporate the nature of the simultaneous relationship between the four primary endogenous variables of population, employment, median income, and median housing value with the spatial econometric models that account for the spatial autocorrelation of the same variables.
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Appendix

Figures 9-12 show the county level change in median housing value from 1980 to 2010. Figures 13-16 show the county level change in population from 1980 to 2010. Figures 17-20 show the county level change in employment from 1980 to 2010. Figures 21-24 show the county level change in median income from 1980 to 2010. All data used from the figures is from decennial census surveys in 1980, 1990, 2000, and 2010.

Figures 9 through 24 all use quintiles to display the spatial pattern of change over time. Figures 9-12 show that the bottom quintile for median housing value tend to be rural counties in Pennsylvania, New York, and West Virginia. Eastern urban counties are predominantly in the highest quintile for median home value. Population, employment, and median income follow similar trends, but metropolitan counties that include cities like Pittsburgh Pennsylvania, and Buffalo New York remain higher quintile counties in lower quintile regions.
Figure 8. Median Housing Value per County 1980 (Data Source: U.S. Census, 1980)
Figure 9. Median Housing Value per County 1990 (Data Source: U.S. Census, 1990)
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