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Abstract

LACE: Supporting Privacy-Preserving Data Sharing in Transfer Defect Learning

Cross Project Defect Prediction (CPDP) is a field of study where an organization lacking enough local data can use data from other organizations or projects for building defect predictors. Research in CPDP has shown challenges in using “other” data, therefore transfer defect learning has emerged to improve on the quality of CPDP results. With this new found success in CPDP, it is now increasingly important to focus on the privacy concerns of data owners.

To support CPDP, data must be shared. There are many privacy threats that inhibit data sharing. We focus on sensitive attribute disclosure threats or attacks, where an attacker seeks to associate a record(s) in a data set to its sensitive information. Solutions to this sharing problem comes from the field of Privacy Preserving Data Publishing (PPDP) which has emerged as a means to confuse the efforts of sensitive attribute disclosure attacks and therefore reduce privacy concerns. PPDP covers methods and tools used to disguise raw data for publishing. However, prior work warned that increasing data privacy decreases the efficacy of data mining on privatized data.

The goal of this research is to help encourage organizations and individuals to share their data publicly and/or with each other for research purposes and/or improving the quality of their software product through defect prediction. The contributions of this work allow three benefits for data owners willing to share privatized data: 1) that they are fully aware of the sensitive attribute disclosure risks involved so they can make an informed decision about what to share, 2) they are provided with the ability to privatize their data and have it remain useful, and 3) the ability to work with others to share their data based on what they learn from each others data. We call this private multiparty data sharing.

To achieve these benefits, this dissertation presents LACE (Large-scale Assurance of Confidentiality Environment). LACE incorporates a privacy metric called IPR (Increased Privacy Ratio) which calculates the risk of sensitive attribute disclosure of data through comparing results of queries (attacks) on the original data and a privatized version of that data. LACE also includes a privacy algorithm which uses intelligent instance selection to prune the data to as low as 10% of the original data (thus offering complete privacy to the other 90%). It then mutates the remaining data making it possible that over 70% of sensitive attribute disclosure attacks are unsuccessful. Finally, LACE can facilitate private multiparty data sharing via a unique leader-follower algorithm (developed for this dissertation). The algorithm allows data owners to serially build a privatized data set, by allowing them to only contribute data that are not already in the private cache. In this scenario, each data owner shares even less of their data, some as low as 2%.

The experiments of this thesis, lead to the following conclusion: at least for the defect data studied here, data can be minimized, privatized and shared without a significant degradation in utility. Specifically, in comparative studies with standard privacy models ($k$-anonymity and data swapping), applied to 10 open-source data sets and 3 proprietary data sets, LACE produces privatized data sets that are significantly smaller than the original data (as low as 2%). As a result LACE offers better protection against sensitive attribute disclosure attacks than other methods.
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Chapter 1

Introduction

Previously, research into software engineering was hampered by a lack of data. That era is over. Recent advances in the mining of software repositories has created tremendous opportunities to identify interesting trends and patterns about the process of software development. For example, in the field of Cross Project Defect Prediction (CPDP), researchers have found it possible to predict defects for software projects with insufficient data by using data from other projects [16–29]. Considering that inadequate software testing costs the US economy $59.5 billion per year, even though 50% to 80% of development budgets go toward testing [30], this result in CPDP can contribute to improved software inspection efficiency [31] and improved software quality. However although the field of CPDP is useful and active, it’s main component is data sharing which brings up privacy concerns.

Very few studies in CPDP focus on privacy [11, 12]. Instead, more attention is paid to other issues such as: finding or creating viable data for building quality defect predictors and doing so with little computational expense. In the future as the number and size of software products increase and we seek to find out what we can learn from each other, addressing privacy will become even more important. This is evident by the release of the privatized Google data set of testing results. These contain 3.5 Million test suite execution results. When questioned about sharing the
source code being tested and details on the failures, data owners responded with:

*Sharing industrial datasets with the research community is extremely valuable, but also extremely challenging as it needs to balance the usefulness of the dataset with the industry’s concerns for privacy and competition [32].*

Research has successfully expanded to show that cross project defect prediction is now possible between open source and proprietary projects [28]. Hence, if we can address privacy concerns, there is much the open source community and proprietary developers can learn from each other.

As cross project research moves in this new direction it is now extremely vital for new studies to focus on maintaining the confidentiality\(^1\) [11, 12] of data with privacy-preserving methods. Failure in this regard would mean that even with the successes of cross project defect prediction [18, 20, 24, 28], this promising field of research can be stalled.

Privacy-Preserving Data Publishing (PPDP) also referred to as *data sharing* in this dissertation, has emerged as a means to minimize the problems that can be caused by attackers (those seeking to gain confidential knowledge from published data) and therefore reduce privacy concerns. PPDP covers methods and tools used to disguise raw data for publishing.

Research in PPDP has two key goals: 1) to publish data that are private such that little or no knowledge is gained about the original data, and 2) useful for tasks such as classification or aggregate querying answering. As a result of these goals, there are many components to privacy research. These are: privacy threats, privacy models, privacy techniques, privacy algorithms, privacy measures and utility (Chapter 2 explains the details of these components). First researchers determined the possible privacy threat(s), then decide on a definition for privacy (model), this in turn determines the techniques to use and algorithms are then created. In some cases the model also determines how privacy is measured. Finally utility is a measure of the usefulness of the shared data.

\(^1\)The term *confidentiality* in this dissertation refers to maintaining privacy of data by limiting access to data through methods that minimize and obfuscate data making it distinguishable from the original.
Many of the privacy tools focus on protecting the sensitive personal data of an individual, such as social security numbers or a health diagnosis. While the data we study in this dissertation are code metrics extracted from source code at the granularity level of classes. All the values are numeric except for the class label. A successful attack on this data can expose the complexity of the source code for a particular class which can lead the attacker to infer the effort and cost required to maintain said code. Such a breach can have negative effects particularly in cases where software engineering companies are engaged in competitive bidding for contracts.

Sensitive attribute disclosure is the privacy threat we focus on in this dissertation. To carry out this threat *background knowledge* about a specific record in the data are required. With this knowledge the record can be found as well as the sensitive information associated with that record. Standard methods for privacy-preserving data sharing like \(k\)-anonymity [33, 34] do not protect against any background knowledge used to gain information from privatized data, and so may still reveal the sensitive attribute of a record. Moreover, two reports concluded that the *more* we privatize data, the *less* useful it becomes for the utility of certain tasks, for example, *classification*. Grechanik et al. and Brickell et al. [3,35] reported that the application of standard privacy methods such as \(k\)-anonymity [33,34], \(l\)-diversity [36], and \(t\)-closeness [37] damages inference power as the privacy of the data increases.

The above motivates a need for privacy-preserving data sharing solutions for cross project defect prediction to encourage data sharing for research in detecting useful trends and patterns in software engineering and the improvement of inspection efficiency and software quality. This dissertation presents one such solution.
1.1 LACE: Supporting Privacy-Preserving Data Sharing in Transfer Defect Learning

This dissertation presents and evaluates LACE, a tool that facilitates privacy-preserving data sharing for two scenarios:

1. The case where one data owner wants to share their data, and;

2. The case where multiple data owners want to collaborate with each other and share their data collectively.

LACE combines data minimization and constrained obfuscation algorithms to produce privatized data candidates that are both private and useful for data sharing (publication). The main goal of LACE is to prevent or lower the risk of a sensitive attribute disclosure attack (explained in Section 2.1). As a result, LACE also includes a means to measure the level of sensitive attribute disclosure of a privatized data candidate. This is called IPR, the Increased Privacy Ratio. We cannot claim absolute data privacy with LACE, however, with IPR we can show a data owner how protected the sensitive attribute values of their data will be against a sensitive attribute disclosure attack. It is then up to them to decide whether or not to share their data based on the IPR.

Our approach to privacy-preserving data sharing relies on two key insights to achieve a balance between privacy and utility. First, only a subset of the data is required to get comparable utility with the original data. Research in minimization techniques yielded algorithms that avoid the drawbacks of large data set analysis such as large storage requirements and high computational expense. This is accomplished by selecting exemplars (instances that best describe the data) from the data and using only these exemplars in analysis. An additional benefit is that in the context of privacy, since only the exemplars are used for analysis, data that are not exemplars are kept private by the data owner. We apply a minimization algorithm called CLIFF (Section 4.2.1) which determines these exemplars by ranking the values based on how well they predict for a class value.
in the data and selecting only those instances that have the highest ranks.

The second insight is: Providing that noise does not drive data across classification boundaries, adding noise to the independent variables of a minimized data set has minimal effect on classification. As evidence for this claim, in the experiments of this dissertation, we explore “constrained obfuscation”; i.e. we find the hyperspace classification boundary and mutate by a random amount up to, but not more than, the distance to that boundary, then we can successfully obfuscate the data without damaging data mining efficacy. This insight is crucial in creating a privacy algorithm for defect data that respects class boundaries. Therefore we propose MORPH (Section 4.2.2), an algorithm that takes advantage of this insight and randomly changes the data values up to the point of class boundaries where class values change.

1.2 Thesis Statement

Preliminary work [11, 12] has shown promise with CLIFF&MORPH. These algorithms created privatized data candidates that are both private (protects against sensitive attribute disclosure attacks) and useful for cross project defect prediction. With these insights and results in mind, we make the following claim:

**Thesis Statement:** Privacy-Preserving Data Sharing in Transfer Defect Learning can be accomplished by the Minimization and then Constrained Obfuscation of data.

1.3 Contributions and Outline

The main contributions of this dissertation are:

1. **Minimizing and Obfuscating Data:** A tool which we call LACE (Large-scale Assurance of Confidentiality Environment) which consists of two algorithms for privacy: CLIFF and MORPH. We use CLIFF to find exemplars and therefore mitigate against the drawbacks
of poor data quality and MORPH changes the values of exemplars found by CLIFF while keeping them in behind class boundaries (Section 4.2).

2. **Increased Privacy Ratio (IPR):** LACE also includes IPR, a means to measure the level of protection offered against sensitive attribute disclosure attacks (Section 4.3).

3. **Locating Optimized Privatized Data Candidates:** A means to obtain improved privacy algorithms via parameter tuning thereby removing the burden of parameter value decisions from the data owner (Chapter 5).

4. **Private Multiparty Data Sharing:** LACE facilitates multiparty data sharing where multiple data owners can collaborate to create a collective privatized data candidate. In this scenario each data owner uses output (shared data) from another in order to privatize their own data (Chapter 6).

5. **Proprietary Predicts for Open Source:** Empirical evidence that it is possible for proprietary project defect data to build defect predictors for open source projects.

6. **Better CPDP:** Later work in this dissertation solves a problem of high false alarm rates found in an earlier publication from this work (Section 6.3.2).

7. **Functional Programming for Privacy:** A lesser contribution of this work is that all code used to build LACE are done in a functional language called Clojure [38]. Clojure targets the Java Virtual Machine and provides easy access to the Java frameworks. As a result of this, LACE was faster to code in Clojure than Java. LACE can easily be extended with either Java or Clojure libraries.

We begin with background and related work for privacy preserving data publishing and defect prediction in Chapter 2 and Chapter 3 respectively. Next, we explain the design and operation of LACE in Chapter 4, followed by experiments in Chapter 5 and Chapter 6. Finally, we end this
dissertation with threats to validity in Chapter 7 and conclusions in Chapter 8. We have a total of five research questions (RQ1 to RQ5) and will briefly describe our approaches to answering each in the following sections. We then conclude this chapter with publications that support this dissertation.

1.4 Minimizing and Obfuscating Data

In the literature, minimizing data has many synonyms; data summary, instance-based selection, exemplar-based learning, relevancy filtering, prototype learning and so on. It is seen as a means to solve some of the drawbacks of analyzing large data sets, such as high storage and computation requirements. In addition, if data is noisy, this can have an effect on inference [39, 40] and minimizing data has proven to be an effective immunization solution to noise. In Section 4.2.1 we present a minimization technique called CLIFF which avoids the drawbacks for analyzing data and also seeks those data points that best predict for a target class in order to maintain comparable utility with the original data. For clarity, we refer to data resulting from a minimization technique as exemplars.

In addition to minimizing data, we seek to further protect the data by obfuscating the exemplars. There are a plethora of privacy algorithms available to accomplish this task, however many share the problem of reducing the usefulness of data as privacy increases [3, 35]. In Section 4.2.2 we present MOPRH, a privacy algorithm that is designed to maintain the structure of the data in order to maintain the usefulness of the data. In combination, CLIFF&MORPH represent the privacy algorithm in LACE. We benchmark its performance with other state-of-the-art privacy algorithms in Chapter 5 and answer the following research question.

RQ1: Does CLIFF&MORPH provide better balance between privacy and utility than other state-of-the-art privacy algorithms?

CLIFF&MORPH like other privacy algorithms relies on a set of “magic parameters” that con-
trol certain engineering decisions within that system. Different parameter values can lead to different privatized data candidates with varying results for privacy and utility. Therefore, to better answer this question (RQ1) we perform a parameter tuning experiment with different parameter values for the privacy algorithms studied here. This approach extends on previous work [11, 12] which uses a narrow range of parameter values. This experimental approach raises the next two research questions.

**RQ2:** How hard is parameter tuning for privacy algorithms?

With multiple privacy algorithms and even more possible parameter vectors, our tunings require multiple runs of the systems to assess the impact of a particular range of the magic parameters. We found that in the privacy domain, a large number of tunings or search budget is unnecessary. We were able to find good privatized data candidates in as little as eight runs for each privacy algorithm studied.

**RQ3:** Are the results for parameter tuning for privacy algorithms useful for reducing the search budget (multiple system runs)?

Here we investigate if the parameter vectors found from answering RQ2 can work well for other problems and reduce the search budget? Since the data owners’ search ends when they are satisfied with a particular result, the ability to transfer parameter knowledge would reduce any search budget. We found that we could successfully transfer parameters learned from one data set to another.

### 1.5 Private Multiparty Data Sharing

Beyond data privacy for a single data set, LACE extends to facilitate data privacy for multiple data owners based on the following scenario. Consider the problem of \( l \) parties (data owners) \( P_0 \ldots P_{l-1} \), each with local data, \( x_i \). They want to securely work together to create a private cache containing pooled minimized and obfuscated data from all parties involved. Each data owner \( P_i \) determines
what data to add to the private cache based on what others have added previously. The final private cache can then be shared for cross project defect prediction. According to Lindell et al. [41], this problem is a special case in cryptography where a set of parties with private data wishes to jointly compute some function of their data. This joint computation should have the property that the parties learn the correct output and nothing else, even if some of the parties maliciously collude to obtain more information.

Given that our aim is to share data for the purpose of cross project defect prediction, we incorporate a unique leader-follower algorithm (developed for this dissertation) with LACE which determines what sub-set of data each data owner can add to the private cache.

In Chapter 6, we evaluate private multiparty data sharing with LACE using two research questions:

**RQ4:** Does private multiparty data sharing with LACE offer protection against sensitive attribute disclosure for each data owner?

Prior to submitting exemplars to the private cache, each data owner calculates the increased privacy ratio (IPR) [12] of the exemplars to determine how much of the sensitive information in the original data are revealed by the exemplars. IPR is discussed in Section 4.3.

**RQ5:** Are the data resulting from private multiparty data sharing i.e. the private cache, useful for cross project defect prediction?

Recent results in cross project defect prediction have improved due to transfer learning techniques [18, 24, 27, 28]. We therefore measure usefulness by finding out if there is a significant difference in the performance of defect predictors built with all the original data from the data owner vs. LACEd data. For each test set used, we apply the transfer learning technique of Turhan et al. [18] by finding a sub-set of the private cache that are most similar to the test set.
1.6 Publications Supporting Thesis

Table 1.1 shows that the primary findings of our work thus far that have been published at major software engineering research venues or are currently under review. Some of the content appear in this dissertation.

Table 1.1: Publications supporting this research.

<table>
<thead>
<tr>
<th>Contributions</th>
<th>Venue</th>
<th>Year</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>TSE</td>
<td>2013</td>
<td>Balancing Privacy and Utility in Cross-Company Defect Prediction [12]</td>
</tr>
<tr>
<td>1</td>
<td>ESEM</td>
<td>2013</td>
<td>Learning from Open-Source Projects: An Empirical Study on Defect Prediction [28]</td>
</tr>
<tr>
<td>2</td>
<td>ASE Journal</td>
<td>under review</td>
<td>Parameter Tuning for Balancing Privacy and Utility in Cross Defect Prediction</td>
</tr>
</tbody>
</table>
Chapter 2

Privacy Preserving Data Publishing

Our objective for this work is to encourage data sharing. We seek to give data owners the means to maintain the confidentiality stipulations of their data by producing privatized data candidate(s) for publication. These privatized data candidates are disguised versions of the original data. Ideally these disguised data are useful for research purposes and do not reveal any information about the original data.

In this chapter we elaborate on the major components that are involved in data privacy research, namely: 1) privacy threats, 2) privacy models (definitions), 3) privacy techniques, 4) privacy algorithms and finally 5) the utility of the privatized data candidates. In addition, we explain how to evaluate privacy in Section 2.5 and we also look at data privacy research in another area of software engineering, i.e. testing and debugging software artifacts (Section 2.6). Finally we deal with utility in Chapter 3 where we focus on the utility measure used in this dissertation, i.e. cross project defect prediction with transfer learning.

Before elaborating on these five major components, it is important to know how data is considered in privacy-preserving data publishing. More specifically, we focus on the software defect data studied in this work. Defect data consists of a set of classes which we refer to as targets \( T = \{ t_1, t_2, ..., t_1|T| \} \). Each target \( t \in T \) is a tuple of attribute values representing the individual
target class. Each attribute in the set of attributes ($A$) could have one or more of the following definitions:

- **Direct-identifiers** are attributes that explicitly identifies an individual or project such as a social security number or filename.

- **Quasi-identifiers (QIDs)** are attributes, $QID \in A$, that in combination, can be used to re-identify an individual target in a data set.

- **Sensitive Attributes ($S$)** are attributes, $S \in A$, that we do not want an attacker (adversary) to associate with a target, $t$ in a data set.

- **Dependent Attributes** are attributes used when evaluating the utility of data via classification. In this work, utility is measured via *cross project defect prediction*. In other words for targets with unknown dependent attribute values, we predict those values.

Privacy threats represent the different attacks data can face. Threats are based on the top three attributes described above and are classified as *identity disclosure or re-identification, membership disclosure*, and *attribute disclosure or sensitive attribute disclosure* [35, 42, 43]. We expand on these in the following section.

### 2.1 Privacy Threats

Most of the research done in data privacy focuses on protecting micro data, that is, the data of a person. In our work we seek to protect project defect data of software projects. Here instead of persons we have *classes* which we also refer to as targets, and the data about each class includes metrics such as WMC (weighted methods per class) or DIT (depth of inheritance tree) which are indicators of the complexity of the code in each target and what effort is required for maintaining the code. For instance with both WMC and DIT, the higher these values are the more complex the code. Details about these attributes and others used in this dissertation are shown in Table 2.1.
Table 2.1: Description of the Static Code Metrics Used For Defect Prediction. Jureczko et al. [14, 15] provide more information on these metrics.

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Symbols</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>average method complexity</td>
<td>amc</td>
<td>e.g., number of JAVA byte codes</td>
</tr>
<tr>
<td>average McCabe</td>
<td>avg.cc</td>
<td>average McCabe’s cyclomatic complexity seen in class</td>
</tr>
<tr>
<td>afferent couplings</td>
<td>ca</td>
<td>how many other classes use the specific class</td>
</tr>
<tr>
<td>cohesion amongst classes</td>
<td>cam</td>
<td>summation of number of different types of method parameters in every method divided by a multiplication of number of different method parameter types in whole class and number of methods</td>
</tr>
<tr>
<td>coupling between methods</td>
<td>cbm</td>
<td>total number of new/redefined methods to which all the inherited methods are coupled</td>
</tr>
<tr>
<td>coupling between objects</td>
<td>cbo</td>
<td>increased when the methods of one class access services of another</td>
</tr>
<tr>
<td>efferent couplings</td>
<td>ce</td>
<td>how many other classes is used by the specific class</td>
</tr>
<tr>
<td>data access</td>
<td>dam</td>
<td>ratio of the number of private (protected) attributes to the total number of attributes</td>
</tr>
<tr>
<td>depth of inheritance tree</td>
<td>dit</td>
<td>provides the position of the class in the inheritance tree</td>
</tr>
<tr>
<td>inheritance coupling</td>
<td>ic</td>
<td>number of parent classes to which a given class is coupled (includes counts of methods and variables inherited)</td>
</tr>
<tr>
<td>lack of cohesion in methods</td>
<td>lcom</td>
<td>number of pairs of methods that do not share a reference to an instance variable</td>
</tr>
<tr>
<td>another lack of cohesion meas-</td>
<td>lcom3</td>
<td>if ( m, a ) are the number of methods, attributes in a class number and ( \mu(a) ) is the number of methods accessing an attribute, then ( lcom3 = \left( \frac{\left( \frac{1}{a} \sum_{a} \mu(a_j) - m \right)}{1 - m} \right) )</td>
</tr>
<tr>
<td>sure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>lines of code</td>
<td>loc</td>
<td>measures the volume of code</td>
</tr>
<tr>
<td>maximum McCabe</td>
<td>max.cc</td>
<td>maximum McCabe’s cyclomatic complexity seen in class</td>
</tr>
<tr>
<td>functional abstraction</td>
<td>mfa</td>
<td>number of methods inherited by a class plus number of methods accessible by member methods of the class</td>
</tr>
<tr>
<td>aggregation</td>
<td>moa</td>
<td>count of the number of data declarations (class fields) whose types are user defined classes</td>
</tr>
<tr>
<td>number of children</td>
<td>noc</td>
<td>measures the number of immediate descendants of the class.</td>
</tr>
<tr>
<td>number of public methods</td>
<td>npm</td>
<td>counts all the methods in a class that are declared as public. The metric is known also as Class Interface Size (CIS)</td>
</tr>
<tr>
<td>response for a class</td>
<td>rfc</td>
<td>number of methods invoked in response to a message to the object</td>
</tr>
<tr>
<td>weighted methods per class</td>
<td>wmc</td>
<td>the number of methods in the class (assuming unity weights for all methods).</td>
</tr>
<tr>
<td>number of bugs</td>
<td>bug</td>
<td>number of bugs detected in the class.</td>
</tr>
</tbody>
</table>
When protecting a person’s data from privacy threats, the goal is to avoid re-identification and block malicious intruders from trying to uncover private data. Re-identification occurs when an intruder with external information such as a voters list, can re-identify an individual from data that has been stripped of personally identifiable information such as a social security number. Popular examples of this are the re-identification of William Weld from released health-care data [33] and Thelma Arnold from the AOL search data [44].

Membership disclosure is another privacy threat that focuses on protecting a person’s micro data. It can happen if an attacker is able to confirm that the target’s data is contained in a particular data set. For example, if the data set contains information only on HIV patients, then the attacker can infer that the target is HIV-positive [43].

In this dissertation, the data are aggregated at the project level and do not contain personnel or specific company information. Hence, re-identification or membership disclosure are not explored further in this work. Instead, we protect the project data for the final privacy threat: attribute disclosure or sensitive attribute disclosure. Sensitive attribute disclosure occurs when a target is associated with information about their sensitive attributes, such as software code complexity. The defect data used in this work contains a few attributes that can be considered as sensitive, some of these are:

- Weighted Methods Complexity (WMC): WMC is the number of methods in a class (assuming unity weights for all methods). Therefore, larger values of WMC mean large complexity as well.

- Depth of Inheritance Hierarchy (DIT): DIT provides the position of the class in the inheritance tree. This is an indicator of the number of ancestors of a class. Developers and testers may need to understand all ancestors in order to know all the specializations of a class. This is necessary to maintain the software product or to uncover defects.

- Number of Child Classes (NOC): NOC measures the number of immediate descendants of
the class. The number of children represents the number of uses of a class. Therefore, understanding all children is important to understanding the parent. A large number of children increases the burden on developers and testers in understanding, maintaining, and finding defects.

- **Response for Class (RFC):** The size of the response set for the class includes methods in the class inheritance hierarchy and methods that can be invoked on other objects. The RFC metric counts the number of methods in the response set for a class, which includes the number of local methods and the number of remote methods invoked by local methods. The class that has a large number of responsibilities tends to be large and has many interactions with other classes. Such classes are complex and take more time and effort to maintain and test than smaller classes.

- **Coupling between Objects (CBO):** the CBO metric counts the number of other classes to which a class is coupled. Larger values of CBO metrics mean that the class is highly coupled. The developers and testers can infer that the maintainability and testability of highly coupled classes is difficult. This makes the process of maintaining and finding defects difficult as well.

- **Lines of Code (LOC):** Measures the volume of code. It is also seen as a function of code complexity where higher LOC indicate higher complexity. High LOC also make understanding and maintaining code more difficult for developers and testers to find defects.

### 2.2 Privacy Models

A privacy requirement or goal seeks to avoid privacy breaches or disclosure. In order to realize privacy breaches, one needs to define what constitutes a privacy breach for a particular data set. There are different levels of privacy. Some levels are determined by individuals in the data set or
by the creators of a privacy policy or laws.

An optimal result of a privacy model is defined by Dalenius [45] where he states that access to published data should not enable the attacker to learn anything extra about any target victim, compared to no access to the database, even with the presence of any attacker’s background knowledge obtained from other sources [42].

Fung [42], considers two categories of privacy models:

1. A privacy threat occurs when an attacker is able to link a record owner to a sensitive attribute in a published data table. These are specified as, record linkage, attribute linkage and table linkage respectively.

2. The published data should provide the attacker with little additional information beyond their background knowledge.

Brickell [35], defines a privacy model based on sensitive attribute disclosure which occurs when the attacker learns information about an individual’s sensitive attributes. In other words, it captures the gain in the attackers’ knowledge due to his/her observations of the disguised data set. Also “Microdata privacy can be understood as prevention of membership disclosure” where the attacker should not learn whether a particular individual is included in the database.

In 2007, Wang [46] put forward other definitions of privacy. The article explains:

*There have been two types of privacy concerning data mining. The first type of privacy, called output privacy, is that the data is minimally altered so that the mining result will not disclose certain privacy. The second type of privacy, called input privacy, is that the data is manipulated so that the mining result is not affected or minimally affected.*

One of the earliest privacy models is $k$-anonymity [33, 34]. This model is widely studied and understood. It requires that for each target in a data set, it’s quasi-identifiers must be the same as $k-1$ others. For this dissertation, we consider the privacy model based on sensitive attribute
disclosure as described by Brickell et al. [35], where an attacker is unsuccessful at gaining more information from a privatized data candidate. Our measure of gain is IPR (Section 4.3) based on the privacy measures explained by Brickell et al. [35].

Once a decision is made on the privacy threat to protect their data against, its time to determine what privacy techniques will help accomplish this and create privacy algorithms based on these techniques.

### 2.3 Privacy Techniques

The idea of disguising a data set is known as anonymization. Since the data used in this dissertation is software defect data and not personal data, we use the term privatization. This is performed on the original data set to “satisfy a specified privacy requirement” [42] resulting in a modified data set being published. There are six general categories for anonymization, 1) generalization, 2) suppression, 3) bucketization 4) anatomization, 5) permutation, and 6) perturbation. Most methods and tools created for preserving privacy fall into one or more of these categories and have some drawbacks.

#### 2.3.1 Generalization and Suppression

Many researchers comment on how privatization algorithms can distort data. For example, consider privatization via generalization and suppression. Generalization can be done by replacing exact numeric values with intervals that cover a sub-range of values; e.g., 17 might become 15..20 or by replacing symbols with more general terms; e.g., “date of birth” becomes “month of birth”. Suppression can be done by replacing exact values with symbols such as a star or a phrase like “don’t know” [47].

According to Fung et al. [42], generalization and suppression, hide potentially important details in the quasi-identifiers that can confuse classification. Worse, these transforms may not guarantee
privacy.

Widely-used generalization and suppression approaches are used of privacy models such as \( k \)-anonymity, \( l \)-diversity, and, \( t \)-closeness. \( K \)-anonymity [34] makes each record in the table indistinguishable with \( k-1 \) other records by suppression or generalization [34,48,49]. The limitations of \( k \)-anonymity, as listed by Brickell et al. [35] are many fold. They state that \( k \)-anonymity does not hide whether a given individual is in the database. Also, in theory, \( k \)-anonymity hides uniqueness (and hence identity) in a data set, thus reducing the certainty that an attacker has uncovered sensitive information. However, in practice, \( k \)-anonymity does not ensure privacy if the attacker has background knowledge of the domain. An example of \( k \)-anonymity in action and how background knowledge of an attacker can affect privacy is shown in Figure 2.1.

Machanavajjhala et al. [36] proposed \( l \)-diversity. The aim of \( l \)-diversity is to address the limitations of \( k \)-anonymity by requiring that for each QID group,\(^1\) there are at least \( l \) distinct values for each sensitive attribute value. In this way an attacker is less likely to “guess” the sensitive attribute value of any member of a QID group.

Work by Li et al. [37], later showed that \( l \)-diversity was vulnerable to skewness and similarity attacks, making it insufficient to prevent attribute disclosure. Hence, Li et al. proposed \( t \)-closeness to address this problem. \( t \)-closeness focuses on keeping the distance between the distributions of a sensitive attribute in a QID group and that of the whole table no more than a threshold \( t \) apart. The intuition is that even if an attacker can locate the QID group of the target record, as long as the distribution of the sensitive attribute are similar to the distribution in the whole table, any knowledge gained by the attacker cannot be considered as a privacy breach because the information is already public. However, with \( t \)-closeness, information about the correlation between QIDs and sensitive attributes is limited [37] and so causes degradation of data utility.

\(^1\)A QID group is a set of instances whose quasi-identifier values are the same because of generalization or suppression.
Consider the abbreviated *ant-1.3* data shown in the following table from the PROMISE data repository [50]. We assume that we want to share this data.

<table>
<thead>
<tr>
<th>ID</th>
<th>QIDs</th>
</tr>
</thead>
<tbody>
<tr>
<td>name</td>
<td>wmc dit noc cbo rfc lcom ca ce loc*</td>
</tr>
<tr>
<td>taskdefs.ExecuteOn</td>
<td>11 4 2 14 42 29 2 12 395</td>
</tr>
<tr>
<td>DefaultLogger</td>
<td>14 1 1 8 32 49 4 4 257</td>
</tr>
<tr>
<td>taskdefs.TaskOut-putStream</td>
<td>3 2 0 1 9 0 0 1 58</td>
</tr>
<tr>
<td>taskdefs.Cvs</td>
<td>12 3 0 12 37 32 0 12 310</td>
</tr>
<tr>
<td>taskdefs.Copyfile</td>
<td>6 3 0 4 21 1 0 4 136</td>
</tr>
<tr>
<td>types.Enumerated-Attribute</td>
<td>5 1 5 12 11 8 11 1 59</td>
</tr>
<tr>
<td>NoBannerLogger</td>
<td>4 2 0 3 16 0 0 3 59</td>
</tr>
</tbody>
</table>

The ten attributes of this table divide into two categories: *Identifier* ID and *Quasi-Identifiers* QIDs. Note that the sensitive QID is indicated by a superscript "*", in this case it’s lines of code (loc). An ID could be anything that specifically identifies an individual or thing such as a social security number, first and last names or a filename. Unlike an ID, QIDs are not specific to a particular individual or thing. However, they can be used to re-identify an individual record in a database.

The first step in privatizing this data-set is to de-identify the table i.e., remove the identity attribute “name” (but note that for the ease of explanation, we leave the ID for the example). One might think that removing the ID column should be enough to protect individual privacy, however, research has shown that this is not the case [33,35,42,51]. In fact, using external public databases and/or personal background knowledge, an attacker can re-identify an individual record and associate that record with a sensitive attribute. For example, suppose the attacker has the following background knowledge.

\[
r_{fc} = 11 \land l_{com} = 0
\]

On the data with deleted IDs, this attacker might use this knowledge to select the rows containing *type.EnumeratedAttribute*, *taskdefs.TaskOutputStream*, and *NoBannerLogger*, thereby learning with 100% certainty that there are 58 or 59 lines of code in the target file.

Even after applying a privacy algorithm, that background knowledge can still be used to violate privacy. Suppose this attacker studies the following \(k=2\)-anonymous version of the above data:

<table>
<thead>
<tr>
<th>ID</th>
<th>QIDs</th>
</tr>
</thead>
<tbody>
<tr>
<td>name</td>
<td>wmc dit noc cbo rfc lcom ca ce loc*</td>
</tr>
<tr>
<td>taskdefs.ExecuteOn</td>
<td>11-14 &lt;5 ≤ 5 8-14 32-42 29-49 * * 395</td>
</tr>
<tr>
<td>taskdefs.Cvs</td>
<td>11-14 &lt;5 ≤ 5 8-14 32-42 29-49 * * 310</td>
</tr>
<tr>
<td>Default Logger</td>
<td>11-14 &lt;5 ≤ 5 8-14 32-42 29-49 * * 257</td>
</tr>
<tr>
<td>taskdefs.TaskOut-putStream</td>
<td>&lt;? &lt;5 ≤ 5 1-4 * ≤ 8 0 ≤ 4 58</td>
</tr>
<tr>
<td>taskdefs.Copyfile</td>
<td>&lt;? &lt;5 ≤ 5 1-4 * ≤ 8 0 ≤ 4 136</td>
</tr>
<tr>
<td>types.Enumerated-Attribute</td>
<td>&lt;? &lt;5 ≤ 5 * 11-16 ≤ 8 * ≤ 4 59</td>
</tr>
<tr>
<td>NoBannerLogger</td>
<td>&lt;? &lt;5 ≤ 5 * 11-16 ≤ 8 * ≤ 4 59</td>
</tr>
</tbody>
</table>

The background knowledge that \(rfc = 11\) and \(lcom = 0\) will result in 4 records being returned (the last four rows). With this result, because of the lack of diversity in the sensitive attribute of the result, an attacker will know with 75% certainty that the target has 58 or 59 lines of code.
2.3.2 Bucketization

Bucketization arose as a way to handle high dimensional data, which cannot be handled by generalization. This is due to the “curse of dimensionality” [52]. Martin et al. [53] describes bucketization as follows:

1. Partition tuples or instances in a data set into “buckets”;
2. Separate sensitive attributes from non-sensitive ones by randomly permuting the sensitive attribute values within each bucket.

The result is a sanitized data set that consists of the buckets with permuted sensitive values.

2.3.3 Anatomization and permutation

Anatomization and permutation both accomplish a similar task, that is, the de-association of the relationship between quasi-identifiers and sensitive attributes. However, anatomization does it by releasing “the data on QID and the data on the sensitive attribute in two separate tables...” with “one common attribute, GroupID” [42]. On the other hand, permutation de-associates the relationship between a QID and a numerical sensitive attribute. This is done by partitioning a set of data records into groups and shuffling the sensitive values within each group [54].

2.3.4 Perturbation

A precise definition of perturbation is put forward by Fung et al. [42]:

*The general idea is to replace the original data values with some synthetic data values, so that the statistical information computed from the perturbed data does not differ significantly from the statistical information computed from the original data.*

It is important to note that the perturbed data records do not correspond to real world record owners. Also, methods used for perturbation include, additive noise, data swapping and synthetic...
data generation. The drawback of these transforms is that they may not guarantee privacy. For example, suppose an attacker has access to multiple independent samples from the same distribution from which the original data was drawn. In that case, a principal component analysis could reconstruct the transform from the original to privatized data [55]. Here the attacker’s goal is to estimate the matrix $M_T$ used to transform the original data to its privatized version. $M_T$ is then used to undo the data perturbation applied to the original data. According to Giannella et al. [55], $M_T = WD_0Z'$, where $W$ is the eigenvector matrix of the covariance matrix of the privatized data, $Z'$ is the transform of the eigenvector matrix of the covariance matrix of the independent samples. Finally, $D_o$ is an identity matrix.

### 2.3.5 Output Perturbation

Different to perturbation where the data is transformed to maintain its privacy, output perturbation maintains the original data in a database and instead adds noise to the output of a query [56]. Differential privacy falls into the category of output perturbation. Work by Dinur and Nissim [56] also fall into this category and forms the basis of Dwork’s work on differential privacy [57, 58] ($\varepsilon$-differential).

According to Fung et al. [42], $\varepsilon$-differential privacy is based on the idea that the risk to the record owner’s privacy should not substantially increase as a result of participating in a statistical database. So, instead of comparing the prior probability and the posterior probability before and after accessing the published data, Dwork et al. [57, 58] proposed to compare the risk with and without the record owner’s data in the published data.

Dwork [57, 58] defines $\varepsilon$-differential privacy as follows:

We say databases $D_1$ and $D_2$ differ in at most one element if one is a proper subset of the other and the larger database contains just one additional row.

Although $\varepsilon$-differential privacy assures record owners that they may submit their personal infor-
information to the database securely, it does not prevent membership disclosure and sensitive attribute
disclosure studied in this work. This is shown in an example from Chin and Klinefelter [59] in a
Facebook advertiser case study. Through reverse-engineering, Chin and Klinefelter [59] inferred
that Facebook uses differential privacy for its targeted advertising system. To illustrate the prob-
lem of membership and sensitive attribute disclosure, the authors described Jane's curiosity about
her neighbor John’s HIV status when she learned that he was on the finisher’s list for the 2011
Asheville AIDS Walk and 5K Run. So armed with John’s age and zip code, she went to Face-
book’s targeted advertising area and found that there was exactly one male Facebook user age 36
from zip code 27514 who listed the “2011 Asheville AIDS Walk and 5K Run” as an interest. At
this point, Jane placed a targeted advertisement offering free information to HIV-positive patients
about a new antiretroviral treatment. If charged by Facebook for having her ad clicked, Jane can
assume with some level of certainty that John is HIV positive.

In practice, the above issues with privacy models and techniques are very real problems. Grechanik et al. [3] found that $k$-anonymity greatly degraded the test-coverage of data-centric
applications. Furthermore, Brickell and Shmatikov [35] reported experiments where achieving
privacy using the above methods “requires almost complete destruction of the data mining capa-
bility”. They concluded that depending on the privatization parameter, the privatized data pro-
vided no additional utility vs. trivial privatization which privatizes data by simply removing all
the sensitive attributes or all the other quasi-identifiers. Worse, they also reported that simplistic
trivial privatization provides better privacy results than supposedly better methods like $l$-diversity,
$t$-closeness and $k$-anonymity.

### 2.4 Privacy Algorithms

Fung et al. provided an excellent survey for privacy preserving data publishing [42]. In it they
characterize 28 privacy algorithms. In this dissertation we focus on algorithms that change quasi-
identifiers of data in order to prevent sensitive attribute disclosure attacks. In the previous section we discussed some techniques that accomplish this, namely generalization and suppression, and perturbation. In this section, we will therefore focus on the algorithms that are based on these techniques.

2.4.1 Datafly for $k$-anonymity

Datafly [34, 60] uses generalization and suppression techniques to achieve the $k$-anonymity model of the quasi-identifiers of each target in a data set being indistinguishable from $k - 1$ others. The core Datafly algorithm starts with the input of a set of quasi-identifiers, $k$, and a generalization hierarchy. An example of a hierarchy is shown in the tree below. Values at the leaves are generalized by replacing them with the sub-ranges [3-6] or (6-14]. These in turn can be replaced by [3-14]. Or the leaf values can be suppressed by replacing them with a symbol such as the stars at the top of the tree.

```
******
|   |
[3-14]
[3-6] (6-14)
3 4 5 6 11 12 14
```

Datafly then replaces values in the quasi-identifiers according to the hierarchy. This generalization continues until there are $k$ or fewer distinct instances. These instances are suppressed.

In software engineering, the Datafly algorithm for $k$-anonymity has been explored by Grechanik et al. [3]. Therefore we use it in this dissertation as a benchmark for CLIFF&MORPH, the privacy algorithm included in LACE.
2.4.2 Incognito for \( k \)-anonymity

Incognito is a suite of optimal bottom-up generalization algorithms presented by LeFevre et al. [42, 61, 62], to generate all possible \( k \)-anonymous full-domain generalizations. According to Ciriani et al. [62], Incognito follows a bottom-up breadth-first search strategy on the domain generalization hierarchy. They state that first (iteration 1), Incognito checks \( k \)-anonymity for each single quasi-identifier, discarding those generalizations that do not satisfy \( k \)-anonymity for the single attribute. Then, it combines the remaining generalizations in pairs performing the same control on pairs of attributes (iteration 2); then in triples (iteration 3), and so on, until all the quasi-identifiers are considered. In other words, for each combination, Incognito checks the satisfaction of the \( k \)-anonymity constraint with a bottom-up approach; when a generalization satisfies \( k \)-anonymity, all its direct generalizations also certainly satisfy \( k \)-anonymity and therefore the algorithm terminates.

2.4.3 PriestPrivacy for Data Swapping

In software engineering, Taneja et al. [5] use data swapping to privatize databases for database-centric applications. Their algorithm is called PriestPrivacy. Data swapping is a standard perturbation technique used for privacy [5, 42, 63]. This is a permutation approach which preserves the original values of data as it de-associates the relationship between a non-sensitive quasi-identifier and a numerical sensitive attribute.

As described by Taneja et al. [5], the PriestPrivacy algorithm takes as its inputs the matrix of quasi-identifiers and their values, and the value of the probability that the original data will remain unchanged in the privatized data set. The output is a privatized matrix that has the same dimensions and semantics as the quasi-identifier matrix.

To get this privatized matrix, PriestPrivacy iterates through the attributes in the quasi-identifier matrix computing the distinct values for each quasi-identifier. Next, the algorithm iterates through all the rows for the given quasi-identifier and randomly replaces the original value in a cell with
one of the original distinct values for the given quasi-identifier. We also use PriestPrivacy in this dissertation as a benchmark for CLIFF&MORPH.

2.5 Evaluating Privacy

Three privacy evaluation methods are outlined in work by Torra et al. [64]. These measures are 1) Information loss measures, 2) Disclosure risk measures and 3) Scores. Information loss measures are designed to establish in which extent published data is still valid for carrying out the experiments planned on the original data. They take into account the similarity between the original data set and the protected one, as well as the differences between the results that would be obtained with the original data set and the results that would be obtained from the disguised data set. Torra et al. [64] further explains that disclosure risk measures are used to evaluate the extent in which the protected data ensures privacy and that scores, is a summary both information loss and disclosure risk, that is, when these two measures are commensurate, it is possible just to combine them using the average.

2.5.1 Privacy Metrics

Privacy is not a binary step function where something is either 100% private or 100% disclosed. Rather it is a probabilistic process where we strive to decrease the likelihood that an attacker can uncover something that they should not know. The rest of this section reviews some privacy metrics used in testing and debugging research and finally defines privacy using a probabilistic increased privacy ratio (IPR), of privatized data sets.

Privacy metrics allows you to know how private the disguised version of your data is. There are two categories of privacy metrics in the literature: syntactic and semantic [35]. The syntactic measures considers the distribution of attribute values in the privatized data set and are used by algorithms such as $k$-anonymity and $l$-diversity. In comparison, the semantic metrics measures
what an attacker may learn or the incremental gain in knowledge caused by the privatized data set [35] and use distance measures such as the Earth Movers Distance, KL-divergence and JS-divergence to quantify this difference in the attackers knowledge. Other methods in the software engineering literature include Increased Privacy Ratio (IPR) [11, 12], entropy [7, 8] and guessing anonymity [5, 6, 65].

Previous privacy studies in software engineering [7, 8] have used entropy to measure privacy. Entropy (H) measures the level of uncertainty an attacker will have in trying to associate a target to a sensitive attribute. For example, if querying a data set produces two instances with the same sensitive attribute value then the attacker’s uncertainty level or entropy is zero. However, if the sensitive attribute values are different, the attacker has a \( \frac{1}{2} \) chance of associating the target with the correct sensitive attribute value. The entropy here is 1 bit, assuming that there are only two possible sensitive values. In general, the entropy of a data set is, 

\[
H = \sum_{i=1}^{\mid S \mid} p(s_i) \mid \log_2 p(s_i) \mid \text{bits}
\]

which corresponds to the number of bits needed to describe the outcome. Here \( S \) is the set of sensitive attribute values and \( s_i \) is the probability that \( S = s_i \).

Guessing anonymity was introduced by Rachlin et al. [65] and it is describe as a privacy definition for noise perturbation methods. Guessing anonymity of a privatized record in a data set is the number of guesses that the optimal guessing strategy of the attacker requires to correctly guess the record used to generate the privatized record [5, 6, 65].

We introduced Increased Privacy Ratio (IPR) in previous work [11]. It is based on the adversarial accuracy gain, \( A_{acc} \) from the work of Brickell and Shamtikov [35]. According to the authors definition of \( A_{acc} \), it quantifies an attacker’s ability to predict the sensitive attribute value of a target \( t \). \( A_{acc} \) measures the increase in the attacker’s accuracy after he observes a privatized data set and compares it to the baseline from a trivially privatized data set which offers perfect privacy by removing either all sensitive attribute values or all the other QIDs.
2.6 Privacy for Testing and Debugging

LACE is designed based on the privacy needs of cross project defect prediction. Other researchers in SE focus on privacy in software testing and debugging [4–8], This becomes an issue when it involves:

- Collecting user information after a software system has been deployed [7, 8];
- Or outsourcing the software testing to third parties (e.g. see Budi et al. [4], Taneja et al. [5] and Li et al [6]). In this case, companies do not wish to release actual cases for testing. Hence, they anonymize the test cases before releasing them to testers.

Work published by Castro et al. in 2008 [7], sought to provide a solution to the problem of software vendors who need to include sensitive user information in error reports in order to reproduce a bug. To protect sensitive user information, Castro et al. [7] used symbolic execution along the path followed by a failed execution to compute path conditions. Their goal was to compute new input values unrelated to the original input. These new input values satisfied the path conditions required to make the software follow the same execution path until it failed.

As a follow-up to the Castro et al. [7] paper, Clause et al. [8] presented an algorithm which anonymized input sent from users to developers for debugging. Like Castro et al. [7], the aim of Clause et al. was to supply the developer with anonymized input which causes the same failure as the original input. To accomplish this, they first used a novel “path condition relaxation” technique to relax the constraints in path conditions thereby increasing the number of solutions for computed conditions.

In contrast to the work done Castro [7] and Clause [8], Taneja et al. [5] proposed PRIEST, a privacy framework. Unlike our work, which privatizes data randomly within “nearest unlike neighbor” border constraints, the privacy algorithm in PRIEST is based on data-swapping where each value in a data set is replaced by another distinct value of the same attribute. This is done according to some probability that the original value will remain unchanged.
Work by Taneja et al. [5], followed work done by Budi et al. [4]. Similarly, their work focused on providing privatized data for testing and debugging. They were able to accomplish this with a novel privacy algorithm called $kb$-anonymity. This algorithm combined $k$-anonymity with the concept of program behavior preservation which guide the generation of new test cases based on known ones and make sure the new test cases satisfy certain properties [4]. The difference with the follow-up work by Taneja et al [5], is that while Budi et al. [4] replaces the original data with new data, in Taneja’s work [5], the data-swapping algorithm maintains the original data and offers individual privacy by swapping values.

Software test outsourcing work by Li et al. [6], follows a similar approach to our work in privacy for cross project defect prediction (CLIFF&MORPH [12] and now LACE): 1) Don’t use all the data (minimize), and 2) obfuscate data that are used. Li et al. accomplish this through the process of securing centroids using a novel combination of data mining approaches, program analysis, and privacy constraints.

### 2.7 Summary

Research in privacy preserving data publishing focuses on accomplishing two goals, i.e., the privacy and utility of the data to be shared (published). The privacy algorithms that make up LACE (CLIFF&MORPH) are designed to balance these goals via data minimization with CLIFF and constrained obfuscation with MORPH. This is different from the earlier methods like $k$-anonymity, $l$-diversity and $t$-closeness which only focus on offering privacy via obfuscation of data to decrease the likelihood of re-identification disclosure and sensitive attribute disclosure discussed in Section 2.1. In terms of utility, research concerning the application of $k$-anonymity to software testing was shown to be unsuccessful as privacy was increased (by increasing $k$) [3]. Since neither $l$-diversity nor $t$-closeness take utility into consideration, we conjecture that they would also produce weak utility results. More recent work in software testing focuses on finding that balance between
privacy and utility by using data swapping and data minimization [5, 6].

There are many aspects of privacy research to take into account when seeking this balance between privacy and utility, including privacy threats, models, algorithms and metrics used to evaluate these algorithms. As privacy research continues to grow in software engineering, we apply these aspects of privacy research to cross project defect prediction.
Chapter 3

Software Defect Prediction

3.1 Introduction

All the experiments in this dissertation focuses on defect prediction. This chapter describes that kind of prediction, why we explore it and what is the missing in the current literature on defect prediction (the need to privatize data before it is shared).

According to Lessmann et al. [66], the goal of software defect prediction is to improve software quality and testing efficiency via predictive classification models to allow for the timely identification of defective modules. Cross project defect prediction is recognized as a type of software defect prediction that deals with the challenge of those organizations with insufficient data to build their own quality defect predictors. It is an active field of study whose main component involves data sharing [18, 19, 24, 27, 28]. Many studies exist which focus on improving the quality of cross project defect predictors, however very few consider the privacy concerns that arise from needing access to other data [11, 12]. Failure to address the privacy concerns of data owners can stall this field of research.

In this chapter we present a brief review of the field of the economics of software defect prediction, static code defect prediction since all the data used in our experiments are static code metrics.
We then elaborate on cross project defect prediction and transfer learning techniques used to improve on the defect predictors built with other data. Finally, we conclude this chapter with the empirical study of He&Peters et al. [28], showing that with transfer learning open-source data can predict for proprietary data.

### 3.2 Software Defect Prediction Economics

Many researchers have documented the economical value of early defect detection [1, 67, 68]. Boehm & Papaccio advised that reworking software (e.g. to fix bugs) is cheaper earlier in the life cycle than later “by factors of 50 to 200” [67]. Other research make the same conclusion. A panel at IEEE Metrics 2002 concluded that finding and fixing severe software problems after delivery is often 100 times more expensive than finding and fixing them during the requirements and design phase [68].

Finally, Dabney et al. [1] studied the cost of quickly fixing an issue relative to leaving it for a later phase (data from four NASA projects - see Figure 3.1). He found that delaying issue resolution even by one phase increases the cost-to-fix to $\Delta = 2\ldots5$. Using this data, Dabney et al. [1] calculated that a dollar spent on verification returns to NASA, on those four projects, $1.21, $1.59, $5.53, and $10.10, respectively.

Once we accept that it is economically effective to find bugs earlier, then the next question becomes “how do we find the bugs earlier?” Defect prediction learned from static code measures allows software companies to take advantage of early defect detection [69, 70]. Models made for defect prediction are usually built with local or within-company data sets using common machine learners. The data sets are comprised of independent variables such as the code metrics used in this work and one dependent variable or prediction target with values (labels) to indicate if defects are present.
Figure 3.1: Cost-to-fix escalation factors. From [1]. Here, $C[f, i]$ denotes the cost-to-fix escalation factor relative to fixing an issue in the phase where it was found ($f$) versus the phase where it was introduced ($i$). The last row shows the cost-to-fix delta if the issue introduced in phase $i$ is fixed immediately afterward in phase $f = i + 1$.

### 3.3 Static Code Defect Prediction

A typical, object-oriented, software project can contain hundreds to thousands of classes. In order to guarantee general and project-related fitness attributes for those classes, it is commonplace to apply some quality assurance (QA) techniques to assess the classes’s inherent quality. These techniques include inspections, unit tests, static source code analyzers, etc. A record of the results of this QA is a defect log. We can use these logs to learn defect predictors, if the information contained in the data provides not only a precise account of the encountered faults (i.e., the “bugs”), but also a thorough description of static code features such as Lines of Code (LOC), complexity measures (e.g., McCabe’s cyclomatic complexity [71]), and other suitable object-oriented design metrics [72–74].

For this, data miners can learn a predictor for the number of defective classes from past projects so that it can be applied for QA assessment in future projects. Such a predictor allows focusing the QA budgets on where it might be most cost effective. This is an important task as, during development, developers have to skew their quality assurance activities towards artifacts they believe require most effort due to limited project resources.

Now, static code defect predictors yield a lightweight sampling policy that, based on suit-
able static code measures, can effectively guide the exploration of a system and raises an alert on sections that appear problematic. One reason to favor static code measures is that they can be automatically extracted from the code base, with very little effort even for very large software systems [75]. The industrial experience is that defect prediction scales well to a commercial context. Defect predicting technology has been commercialized in Predictive [76], a product suite to analyze and predict defects in software projects. One company used it to manage the safety critical software for a fighter aircraft (the software controlled a lithium ion battery, which can over-charge and possibly explode). After applying a more expensive tool for structural code coverage, the company ran Predictive on the same code base. Predictive produced results consistent with the more expensive tool. But, Predictive was able to faster process a larger code base than the more expensive tool [76].

In addition, defect predictors developed at NASA [69, 70] have also been used in software development companies outside the US (in Turkey). When the inspection teams focused on the modules that trigger the defect predictors, they found up to 70% of the defects using just 40% of their QA effort (measured in staff hours) [77].

Finally, a subsequent study on the Turkish software compared how much code needs to be inspected using random selection versus selection via defect predictors. Using random testing, 87% of the files would have to be inspected in order to detect 87% of the defects. However, if the inspection process was restricted to the 25% of the files that trigger the defect predictors, then 88% of the defects could be found. That is, the same level of defect detection (after inspection) can be achieved using \( \frac{87 - 25}{87} = 71\% \) less effort [78].

### 3.4 CPDP = Cross Project Defect Prediction

When data can be shared between organizations, such as the NASA and Turkey study mentioned in the previous section, defect predictors from one organization can generalize to another. However,
initial experiments with cross-project learning were either very negative [19] or inconclusive [17]. Zimmermann et. al. [19] observed, defect prediction via local data is not always available to many software companies as

- The companies may be too small.

- The product might be in its first release and so there is no past data.

Kitchenham et al. [17], who studied cross versus within-company cost estimation, saw problems with relying on within-company data sets. They noted that the time required to collect enough data on past projects from a single company may be prohibitive. Additionally, collecting within-company data may take so long that technologies used by the company would have changed and therefore older projects may no longer represent current practices.

Recently, we have had more success using better selection tools for training data [18, 25] but this success was only possible if the learner had unrestricted access to all the data. For example, let us return to the results of the NASA and Turkey study. The defect predictors developed at NASA [69, 70] were used in software development companies in Turkey. Inspection teams found up to 70% of the defects using just 40% of their QA effort (measured in staff hours) [77]. Work by Rahman et al. [20], also show the success of CPDP. Their focus was on cost sensitive prediction where only the top $n\%$ of reported defect prone lines or files were used in CPDP and within (local) experiments.

### 3.5 Measuring the Feasibility of CPDP

Studies in CPDP benchmark their work against within (local) defect prediction [18]. However, recent studies have shown that the success of CPDP depends on selecting or creating the right training instances and so the feasibility of CPDP should depend on the number of test sets able to access a training instances+predictor combination that will build a defect model whose performance meet
user criteria [19, 24].

More recent work in CPDP, have avoided the within (local) comparison for judging the success of CPDP. Instead CPDP success is based on perceived user criteria and conclusions are made based on these results. For instance, Zimmermann et al. [19] built 622 cross-company predictions and found that only 3.4% met the criteria they used to determine if a project was a strong predictor for another project (accuracy, precision and recall were above 75%). From these results, they concluded that CPDP remained a challenge. However, they also studied the factors which influence the success of CPDP and used these factors to derive decision trees that provided estimates for precision, recall, and accuracy before a prediction was attempted. In others words careful selection of training data can determine the success of CPDP.

Similar to the work done by Zimmermann et al. [19], He et al. [24] checked when cross project defect predictions that were successful. In their work, defect predictors were considered strong if recall was above 70% and precision above 50%. Although their criteria was different and less stringent than the Zimmermann et al. study [19], their results were similar, ranging from 0.32% to 4.67% of cross-company predictions that met their criteria over five different learners. However, the authors did not use this result as a measure of the success of CPDP, instead they based their measure on the results of selecting the best training instances for a test set. On average their results met their criteria. Out of 34 test sets 18 were considered as strong defect predictors. From those results, they concluded that CPDP was feasible as long as it involved the careful selection of training data. To help with the selection of training data, we look to the field of transfer learning.

3.6 Transfer Learning

Researchers of cross project defect prediction have turned to transfer learning to improve the quality of defect predictors built from other data. Transfer learning techniques therefore assume easy access to data which may not always be the case. As a result, it is increasingly necessary that
research also focus on privacy concerns of data owners. In this way, with access to privatized data, researchers can continue to add to this field of research.

In this section we report on the literature for transfer learning starting with machine learning and then exploring techniques used in cross project defect prediction.

In the machine learning literature, the 2010 article by Pan&Yang [79] is the definitive definition of transfer learning. Pan&Yang state that transfer learning is defined over a domain $D$, which is composed of pairs of examples $X$ and a probability distribution about those examples $P(X)$; i.e., $D = \{X, P(X)\}$. This $P$ distribution represents what class values to expect, given the $X$ values.

The transfer learning task $T$ is to learn a function $f$ that predicts labels $Y$; i.e., $T = \{Y, f\}$. Given a new example $x$, the intent is that the function can produce a correct label $y \in Y$; i.e., $y = f(x)$ and $x \in X$. According to Pan&Yang, synonyms for transfer learning include, learning to learn, life-long learning, knowledge transfer, inductive transfer, multitask learning, knowledge consolidation, context-sensitive learning, knowledge-based inductive bias, metalearning, and incremental/cumulative learning.

Transfer occurs between a source domain $D_s$ and a target domain $D_t$. Transfer might be required since there is not enough data in the target to learn a predictive function (in which case $|D_t| \ll |D_s|$). If transfer learning is successful, then we can find a function in the target domain $f_t$ that generates correct labels in the target domain. This function $f_t$ can be used by management to create and justify their decisions. That is, the above is a formal definition of the process of finding and reusing best practices. For example, Company X’s source data indicates that large C/C++ files have more defects than small or non C/C++ files. Thus a function or rule is learned that associates “large” and “C/C++” files with the label “more defect-prone”. Best practice would then be to re-factor large “C/C++” files to reduce defects.

If transfer learning fails, this may be due to negative transfer where the source domain data contributes to reduced performance in the target domain [79]. This can be caused by:

- The source and target are too dissimilar; or
• The wrong data are moved from source to target.

Note that there may be no solution to dissimilarity. However, in the latter case, negative transfer can be avoided using a relevancy filter that carefully selects what is transferred [18]. One such filter (discussed in Section 3.6.1) is the Turhan filter that generates training sets by rejecting data that is far away from the test sets.

3.6.1 Instance-Transfer

Inspired by Kitchenham et al.’s 2007 TSE article “Cross- vs. Within-Company Cost Estimation Studies” [17], Menzies et al. tried transferring defect models between American NASA software (for ground systems and flight missions) and Turkish software controllers (for whitegoods such as ovens and refrigerators). The initial results were not promising:

• Round-robin experiments were conducted with 10 data sets: models were learned on nine and tested on the tenth.

  • The resulting defect prediction models exhibited high recalls (on average, 94%).

  • But the false alarm rates were unsatisfactory (over 67%).

A moment’s reflection explains the above results. If we walk into a very large crowd asking “am I defective?” sooner or later some oracle will say “yes”. However, in a large crowd, many oracles can be wrong. Hence, we should expect that large crowds generate high recalls with high false alarms.

While unaware of the Pan&Yang’s paper, Turhan’s fix [18] to the above problem can be expressed as “avoid negative transfer”. Turhan reasoned that the high false alarms were a result of using too many unrelated projects. Hence, he proposed the following relevancy filter:

• For each test item in the target, find the $k = 10$ nearest neighbors in the source domain (in
the case of the round-robin experiments, the “source” was the union of nine data sets and the
“target” was the tenth data set).

- Using an off-the-shelf Naive Bayes classifier, learn a defect predictor from a training set
formed from the union of all those \( k = 10 \) neighbors.

The models formed in this way had recall and false alarm rates of (on average) \((69, 27)\)% respectively-
a performance level that is (a) competitive with defect predictors learned from just the target do-
main; (b) much larger than known performance levels for humans using manual methods\(^1\); and
(c) sufficient to guide inspection teams to code sections with the most errors\(^2\).

In terms of the Pan&Yang taxonomy, the work of Turhan et al. \([18]\) is an instance-transfer
method since it samples training data according to a weight function that returns either one (if that
instance is within the \( k=10 \) nearest neighbors of a test instance) or zero (otherwise).

Turhan et al. \([18]\) used a simple Euclidean measure over \( i \) static code measures seen in source
and target instances \( x_s, x_t \): \( d = \sqrt{\sum_i (x_{si} - x_{ti})^2} \). Ma et al. \([21]\) repeated parts of the Turhan et al.
study using the same data sets \([18]\)\(^3\), but with a different distance measure. For each feature, they
assigned the values \( \{0, 1\} \) to source domain ranges if they overlapped with the min,max range
seen in the target ranges. Then, the distance \( s_i \) between a source and target instance was the sum
of the ranges that overlapped. Finally, appealing to gravitational physics, they assigned weights
proportional to \( \frac{1}{s_i^2} \). These weights were then used to adjust the weights on frequency counts within a
Naive Bayes classifier (their justification for this approach was to ignore examples that are nearest,
but remote).

The Turhan & Ma et al. studies use fine-grain relevancy filters. In the fine-grain approach,
given a table of \( X \) instances, each instance might be used with a different weight. An alternate
\(^1\)Humans can find up to \( \approx 20\% .. 60\% \) of the bugs \([69]\).
\(^2\)Weyuker et al. report that such predictors can isolate \( 20\% \) of the code with \( 80\% \) of the errors \([80]\). Tosun et al.
report that software inspection that focus on code that triggers these predictors find up to \( 70\% \) of the defects using just
\( 40\% \) of their QA original effort (measured in staff hours) \([77]\).
\(^3\)All this data is available in the PROMISE repository http://promisedata.googlecode.com.
approach, explored by He et al. [24, 28], is to perform coarse-grain relevancy at the table level. In this approach, all instances in one table get the same weight and, often, most tables get a zero weight for all instances.

He et al. [24, 28] have defined two coarse-grained filters (the second is less computationally expensive than the first, and has elements of feature representation transfer and parameter transfer). CoarseFilter1 [24] was applied to a corpus of 34 defect data sets from the PROMISE repository. For every one ∈ corpus data sets, explore triplets of size three \((x, y, z) \in \{\text{corpus} - \text{one}\}\). Each combination of \( (x, y, z) \) data sets was tested on the other 30 data sets \( \{\text{corpus} - \text{one} - x - y - z\} \). The highest scoring triplet was then selected as the training set.

CoarseFilter2 [28] was used on a different corpus of 34 releases of 10 open source data sets and 34 releases of 7 proprietary data sets. For each test ∈ corpus, the train set were the ten “closest” data sets, calculated as follows:

- Let other = corpus − test.
- For each one ∈ other, select \( K \) instances at random from test and one (so \( 2K \) instances in all).
- The distance between one and test is the error rate seen in predictions if a model is learned from the \( 2K \) instances and applied back to itself (zero error = zero distance).

He et al. found that with CoarseFilter1 in half of their experiments, cross-company learning using coarse-grain relevancy filtering can generate defects models just by learning from the local within-data [24]. Also, using CoarseFilter2, He&Peters et al. [28] found that it was possible to successfully learn a defect predictor for open source projects, then apply it to proprietary projects [28].

Like Turhan et al. [18], we characterize the work of Ma&He et al as instance-transfer methods that propose a range of weighting schemes for instances.

As research continues in transfer learning techniques for cross project defect prediction, as seen in the example of the next section, any future research in this field can be severely inhibited...
by privacy. The work in this dissertation seeks to avoid that. We expand on the He&Peters et al. study in the following section [28].

### 3.7 Open-Source Predicts for Projects

With the found success of applying transfer learning techniques to CPDP, research has now expanded to building defect predictors from open-source data to predict for proprietary data [28]. In the following section we share the techniques, and experimental results from the He&Peters et al. [28] empirical study.

Most of the research done in cross project defect prediction only evaluate open source data [11, 12, 21, 24]. Those that included proprietary data in their experiments maintained that not only could these data not be shared, but that cross defect prediction was a challenge between open source and proprietary data [19]. Specifically, in an example of cross defect prediction between Firefox and Internet Explorer, Zimmermann et al. [19] found that while Firefox defect data could build a strong defect predictor for Internet Explorer, the reverse was not true. In other words, Firefox (the open source project) predicts for Internet Explorer, but Internet Explorer (the proprietary project) could not predict Firefox. This empirical study further explores the notion of open source projects predicting for proprietary projects.

Considering the differences between development environment of open-source projects and proprietary projects, it would be risky to directly apply knowledge of open-source projects to proprietary projects. For example, a widely cited comparison study conducted by Zimmermann et al. shows that cross project defect prediction rarely succeeded [19]. Hence the following question:

*Can we transfer defect prediction knowledge from open-source projects to proprietary projects?*

We argue that learning from open-source projects is a practical solution for proprietary projects lacking local historical data because:

- The measurement data of open-source projects is easy and cheap to obtain;
• Companies are usually not willing to share their proprietary data because of the risk of privacy and safety [12].

3.7.1 Methodology

Data

In this study we investigate a total number of 68 datasets (34 releases of 10 open-source projects and 34 releases of seven proprietary projects) shown in Table 3.1 with attribute details in Table 2.1. These data sets were collected and shared by Jureczko et al. [15, 81]. Each instance in a data set represents a Java class of the release and consists of two parts: instance features including 20 static code metrics and a labeled feature “bug” indicating how many defects in that class. In this study, we consider a class as defect-free (DF) if the value of bug is equal to 0; otherwise, defect-prone (DP). The goal of defect prediction in this study is to identify defect-prone classes precisely. These data sets are publicly accessible and have been used in many previous studies, which make it easy to repeat and compare our experiments to other related studies.

Learning Algorithms

In this study we use three learners widely used in defect prediction research. First, Random Forest (RF) is selected for its good performance. A benchmarking study done by Lessmann et al. showed that RF performs significantly better than 21 other predictors [66]. Second, we select Naïve Bayes according to recommendation of Menzies et al. which reported that the simple NB learner performs as well as complex learners [69]. Third, Logistic Regression (LR) which is favored by Zimmermann et al. [19].

1) Random Forest, RF is a collection of decision trees where each tree is learned from a bootstrap sample (randomly sampling the data with replacement) [82]. The features used to find the best split at each node is a randomly chosen subset of the total number of features. Each tree in
## Table 3.1: Objective Data Sets

<table>
<thead>
<tr>
<th>Open-source project data (training sets)</th>
<th>Proprietary project data (test sets)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dataset</strong></td>
<td><strong>Size</strong></td>
</tr>
<tr>
<td>ant-1.3</td>
<td>187</td>
</tr>
<tr>
<td>ant-1.4</td>
<td>265</td>
</tr>
<tr>
<td>ant-1.5</td>
<td>401</td>
</tr>
<tr>
<td>ant-1.6</td>
<td>523</td>
</tr>
<tr>
<td>ant-1.7</td>
<td>1066</td>
</tr>
<tr>
<td>camel-1</td>
<td>436</td>
</tr>
<tr>
<td>camel-1.2</td>
<td>765</td>
</tr>
<tr>
<td>camel-1.4</td>
<td>1122</td>
</tr>
<tr>
<td>camel-1.6</td>
<td>1252</td>
</tr>
<tr>
<td>ivy-1.1</td>
<td>135</td>
</tr>
<tr>
<td>ivy-1.4</td>
<td>321</td>
</tr>
<tr>
<td>ivy-2</td>
<td>477</td>
</tr>
<tr>
<td>jEdit-3.2.1</td>
<td>508</td>
</tr>
<tr>
<td>jEdit-4</td>
<td>606</td>
</tr>
<tr>
<td>jEdit-4.1</td>
<td>644</td>
</tr>
<tr>
<td>lucene-2</td>
<td>288</td>
</tr>
<tr>
<td>lucene-2.2</td>
<td>381</td>
</tr>
<tr>
<td>lucene-2.4</td>
<td>536</td>
</tr>
<tr>
<td>poi-1.5</td>
<td>300</td>
</tr>
<tr>
<td>poi-2.0RC1</td>
<td>386</td>
</tr>
<tr>
<td>poi-2.5.1</td>
<td>466</td>
</tr>
<tr>
<td>poi-3</td>
<td>531</td>
</tr>
<tr>
<td>synapse-1</td>
<td>162</td>
</tr>
<tr>
<td>synapse-1.1</td>
<td>230</td>
</tr>
<tr>
<td>synapse-1.2</td>
<td>269</td>
</tr>
<tr>
<td>velocity-1.4</td>
<td>224</td>
</tr>
<tr>
<td>velocity-1.5</td>
<td>246</td>
</tr>
<tr>
<td>velocity-1.6.1</td>
<td>261</td>
</tr>
<tr>
<td>xalan-2.4.0</td>
<td>862</td>
</tr>
<tr>
<td>xalan-2.5.0</td>
<td>945</td>
</tr>
<tr>
<td>xalan-2.6.0</td>
<td>1170</td>
</tr>
<tr>
<td>xerces-init</td>
<td>206</td>
</tr>
<tr>
<td>xerces-1.2.0</td>
<td>515</td>
</tr>
<tr>
<td>xerces-1.3.0</td>
<td>545</td>
</tr>
</tbody>
</table>

| mean       | 507      | 120     | 25.7    | mean      | 2547     | 271     | 9.9     |
| median     | 451      | 88      | 17.7    | median    | 2421     | 193     | 7.8     |
the collection is used to classify a new instance. The forest then selects a classification by choosing the majority result.

2) **Naïve Bayes, NB** is a statistical learning algorithm that assumes features are equally important and statistically independent. The NB learner builds its classification power based on the Baye’s rule shown below [83]:

\[
P(c_k|x) = P(c_k) \times \frac{P(x|c_k)}{P(x)}
\]

where \(c_k\) is a member of the set of values for the dependent attribute. In our case \(c_k\) could be defect-prone or defect-free. Also, \(x\) represents a test instance or unknown instance. So, to classify a test instance, NB finds the conditional probability of that instance being labeled \(c_k\). The \(c_k\) with the highest probability is chosen as the label for \(x\).

3) **Logistic Regression, LR** Afzal recommended LR when the dependent variable is dichotomous [84]. LR avoids the Gaussian assumption used in standard Naïve Bayes. The form of the logistic regression model is:

\[
\log\left(\frac{p}{1-p}\right) = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \ldots + \beta_k X_k
\]

where \(p\) is the probability that the fault was found in the module and \(X_1, X_2, \ldots, X_k\) are the independent variables. \(\beta_0, \beta_1, \ldots, \beta_k\) are the regression coefficients estimated using maximum likelihood.

**Data Preprocessing**

In our experiments we adopt some data preprocessing operations to address quality problems of the experimental data.

- Data sampling: in each prediction we applied under-sampling to training data to reduce the effects of imbalance distribution (i.e., the ratio of defect-free classes is usually much higher than that of defect-prone classes). During our experiments we found that under-
sampling helps to improve prediction performance, which is consistent with what Menzies et al. found [85].

• Normalization: we normalize each attribute to the 0-1 intervals to reduce the effect of different value scales.

• Discretization: for predictions using the Naïve Bayes learner, we convert continuous attributes into nominal values using 5 equal-frequency bins. The reason we adopted equal-frequency is that distributions of most attributes are seriously skewed in our experimental data sets. For learners that can handle numerical attributes (i.e., Random Forest, Logistic Regression), we input the original data without discretization operation.

Performance Assessment

In the context of defect prediction, defect-prone classes are usually considered as positive instances. Consequently the 4 categories of defect prediction results are defined as below:

• \textit{TP} (True Positive): defect-prone classes that are classified correctly;

• \textit{FN} (False Negative): defect-prone classes that are wrongly classified to be defect-free;

• \textit{TN} (True Negative): defect-free classes that are classified correctly;

• \textit{FP} (False Positive): defect-free classes that are wrongly classified to be defect-prone.

In this study we employ probability of defects (PD), probability of false alarm (PF), and the G-measure which is the harmonic mean of PD and 1-PF, to assess performance of defect prediction models. There is a debate on right metrics to use when evaluating software defect prediction results [86], we do not explore this as it is out of the scope of this chapter. Instead, we adopt these three indicators based on the widely cited studies done by Menzies et al. [69, 70]. According to
Table 3.2: Some popular measures used in software defect prediction work.

<table>
<thead>
<tr>
<th>Actual</th>
<th>Predicted</th>
<th>DP</th>
<th>DF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DP</td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td></td>
<td>DF</td>
<td>FN</td>
<td>TN</td>
</tr>
</tbody>
</table>

| PD     | \( \frac{TP}{TP + FN} \) |
| PF     | \( \frac{FP}{FP + TN} \) |
| G      | \( \frac{2 \times PD \times (1 - PF)}{PD + (1 - PF)} \) |

definitions of these three indicators, we favor prediction results with high PD, low PF, and high G-measure. Table 3.2 shows how we calculate the three measures used in this work.

To eliminate the potential bias caused by data sampling, we repeated each prediction 10 times and use the median performance as the overall prediction performance.

3.7.2 Research Method

We conduct empirical studies on aforementioned objective data sets in Table 3.1. Our empirical studies include:

- A simulation experiment to verify the feasibility of using open-source project data to build defect prediction models for proprietary projects.

- A empirical study to verify the effectiveness and computational cost of a new proposed training data selection method. The idea behind our proposed data selection method is to select potential training data based on data similarity. More specifically, we first find cross training sets that are close to the test set, then we find features that cause the differences between training set and test set (i.e., unstable features), finally we remove these unstable features and learn cross project defect prediction models from remaining data of close training sets.
The following two sub-sections describe details of these two empirical studies.

**Usability of Open-Source Project Data**

Before employing open-source project data to build defect prediction models for proprietary projects, we need to assess their usability for model training, i.e. we need to find evidence showing that learning from open-source project is feasible. To achieve this goal we conduct a simple simulation experiment as follows:

- **Cross project defect prediction using the most appropriate training set (CPDP-Best).** For each test set (i.e., a release of proprietary projects) we train defect prediction models on each individual cross project training set (i.e., a release of open-source projects) and observe its performance on the test set. We then select the best prediction performance for each test set. The results from this simple simulation provides empirical evidence indicating whether cross project defect prediction is feasible.

  We have to point out that CPDP-Best is a post-facto approach and it does not work for practical prediction settings. We use CPDP-Best here as an baseline to explore the theoretical possibility of learning from open-source projects. We compared prediction performance of CPDP-Best with those of two other baselines described below:

  - **Within project defect prediction (WPDP).** This baseline represents prediction performance of a within project learning scenario, i.e., 5-folds cross validation on the test set. Theoretically, performance of the within project defect prediction is the best performance we can achieve since in this scenario the training data and the test data are sampled from the same distribution.

  - **Cross project defect prediction using all available training data (CPDP-All).** This baseline represents a very intuitive cross project defect prediction setting: combine all open-source
Figure 3.2: Comparisons of prediction performance among CPDP-Best, WPDP, and CPDP-All.

project data into a big training set without any data selection or filtering operation, and then learn prediction models from it. This cross project defect prediction would have success only if all open-source projects and proprietary projects hold the same global pattern for defect prediction. Turhan et al. found that CPDP-All would generate prediction results with very high PF, which was the main reason that motivated the data selection research for cross project defect prediction [18].

Figure 3.2 illustrates the comparisons of prediction performance. Note that in this simulation experiment, prediction results of CPDP-Best refer to results that have the greatest G-measure values. Intuitively we can see that the performance of CPDP-Best is close to that of WPDP, and CPDP-ALL produce very bad defect prediction results in terms of G-measure. The finding that learning from all cross training data without data filtering will lead to higher PF is consist with what Turhan et al. found [18].

Results of this simulation experiment provide empirical evidence showing that learning defect prediction models from open-source project data is a feasible way for proprietary projects lacking local historical data. However simply learning prediction models from all available open source project training data without data selection is not a good practice.
Data Selection for Cross Project Defect Prediction

In Section 3.7.2 we show that learning from open-source projects is theoretically possible when using the right training data. Consequently, the problem is how to select these appropriate cross training data. In this study we proposed a new training data selection method based on data similarity. Our goal is to learn from training data that have similar distribution with that of the test set. Our proposed method achieves this goal by two operations: instance selection and feature subset selection.

Considering the various development environments and inherent characteristics of different projects, it is possible that the historical data extracted from different projects are different, i.e., the distribution of the data may be different from each other from a mathematical point-of-view. Thus an intuitive idea for cross project defect prediction is to learn from historical projects that are similar to the target project. The KNN filter introduced by Turhan et al. is a typical way to find “similar” training data for model training [18]. However, our proposed method do instance selection in a different way, we select training instances on the granularity of data set, i.e., we select or filter out some cross training sets rather than some individual data instances. We argue that the properties of each training/test set are reflections of the properties of the project that generated that data set (or in other words, the “context” of the project). Also it is possible to find “similar” projects to learn from by measuring similarity between data sets. In the proposed data selection method, we adopt a simple and intuitive strategy for instance selection: for each test set, we only learn from the top $N$ closest training sets.

After instance selection, we further employ feature subset selection to filter out features that cause differences between distributions of training data and test data (i.e., unstable features). The intuition is that we should learn on these “common” feature subsets in case training data and test data are different. However, we have to point out that feature subset selection is a trade-off between data similarity and training information. The more unstable features we filter out, the more similar the training data and test data will be, while at the same time the more supervised information in
the training data for model learning is lost. In our proposed training data selection method, we
adopt a data change analysis framework to identify these unstable features.

It is natural that the common feature subset between different training set and test set pairs
are different. According to our experimental setting, we try to learn defect prediction models for
proprietary projects from multiple open-source projects. So to combine the knowledge of multiple
training sets, we adopt the bagging ensemble method to get the final prediction results for the test
set. More specifically, we first learn prediction models on each individual training set after feature
subset selection, and then apply these prediction models to the test set and use majority voting to
combine prediction results.

Figure 3.3 gives an overview of our proposed training data selection method for cross project
defect prediction. We then describe technical details about measuring similarity between data sets,
identifying unstable features, the bagging ensemble strategy, and empirical evaluation of the pro-
posed method, respectively.

Figure 3.3: Overview of the proposed training data selection method

<table>
<thead>
<tr>
<th>Input: training sets $D_{train}^{(1)}, D_{train}^{(2)}, ..., D_{train}^{(m)}$; test set $D_{test}$; top_N; {learning from top_N closest training sets} FSS_ratio; {the ratio of unstable features filtered out} score_thre; {the threshold for bagging.}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output: Prediction results for $D_{test}$.</td>
</tr>
<tr>
<td>Procedure:</td>
</tr>
<tr>
<td>1. For each training set $D_{train}^{(i)}$ ($i = 1, 2, ..., m$), calculate the distance between $D_{train}^{(i)}$ and $D_{test}$;</td>
</tr>
<tr>
<td>2. Select top_N training sets with lowest distance to the test set;</td>
</tr>
<tr>
<td>3. For each selected training set of step 2, remove FSS_ratio $\times$ 100 percent of features that are most unstable;</td>
</tr>
</tbody>
</table>
| 4. Learn prediction models on each selected training set (step 2) after feature subset sele-

**Measuring Data Similarity:** The data similarity measuring method we adopted is derived from
the data change detection and analysis framework proposed by Hido et al. [87]. Given a training set $D_{train}$ that comprises of $M$ labeled instances $\{(x_{train}^{(1)}, y_{train}^{(1)}), (x_{train}^{(2)}, y_{train}^{(2)}), ..., (x_{train}^{(M)}, y_{train}^{(M)})\}$, and a test set $D_{test}$ that comprises of $N$ unlabeled instances $\{(x_{test}^{(1)}), (x_{test}^{(2)}), ..., (x_{test}^{(N)})\}$, the data similarity measuring problem is to calculate the similarity between the marginal distribution of the training set (noted as $P(X_{train})$) and that of the test set (noted as $P(X_{test})$). The key idea of the data similarity measuring solution is as follows:

1. Randomly sample $K$ instances from training set $D_{train}$, noted as $SAM_{train}$, and $K$ instances from test set $D_{test}$, noted as $SAM_{test}$. Then attach a hypothetical label 0 to each instance of $SAM_{train}$, and 1 to each instance of $SAM_{test}$.

2. Combine $SAM_{train}$ and $SAM_{test}$ into a new data set $SAM$ whose size should be $2K$. Train a classifier $C$ on $SAM$ in a supervised fashion and evaluate its accuracy on $SAM$.

3. Use the accuracy of the classifier in Step 2 as a measurement of distance between $D_{train}$ and $D_{test}$.

Figure 3.4 shows an overview of the data similarity measuring method, where $\triangle$ and $\Box$ indicate instances of $SAM_{train}$ and $SAM_{test}$, respectively. If marginal distributions of $D_{train}$ and $D_{test}$ are actually different, instances of $SAM_{train}$ and $SAM_{test}$ should be correctly classified by the classifier. Thus a high classification accuracy indicates a difference between $D_{train}$ and $D_{test}$. For example, if $P(X_{train}) = P(X_{test})$, the classification accuracy will be about 0.5. However, if the accuracy is significantly larger than 0.5, we can infer that $P(X_{train})$ and $P(X_{test})$ are different with each other.

In this study, we employ the Logistic Regression algorithm to build the classifier mentioned in Step 2 above. We evaluate the classifier using 5-folds cross validation. To eliminate the potential bias caused by the data sampling operation in Step 1, we repeat Step 1 and Step 2 for 10 times and use the mean value of accuracies from these 10 rounds as the final accuracy (noted as $Acc$). Our calculation to convert classification accuracy to data distance is as follows:
Distance \( (D_{\text{train}}, D_{\text{test}}) = 2 \times (\text{Acc} - 0.5) \)

Figure 3.4: Overview of the data similarity measuring method, these pictures show examples that distribution of two data sets are (a) very close to each other, (b) partly close, and (c) totally different, respectively.

**Identifying Unstable Features:** To identify which part of features cause the differences between \( D_{\text{train}} \) and \( D_{\text{test}} \), we revisit the hypothetical data set \( \text{SAM} \) generated for measuring data distance. The intuition is that features that play a dominant role in the classification are the ones that characterize the difference. Hido et al. suggested to identify unstable features by exploring the structure of classifier \( C \) learned from \( \text{SAM} \) [87]. For example, if \( C \) was constructed using the Logistic Regression algorithm, features with high regression coefficients would be more unstable; or if \( C \) was constructed using the Decision Tree algorithm, features close to the root of the tree can be seen as unstable ones [87].

In this study, we identify unstable features by comparing the Information Gain associated with each feature. More specifically, we calculate information gain of each feature against data set \( \text{SAM} \), and see features with the highest information gains as unstable features.

**Ensemble Prediction Results:** The intuition of adopting bagging to merge prediction results produced by each individual defect prediction model is that the stable feature subset selected may be different on different training sets, thus we need an ensemble mechanism to combine prediction results derived from heterogeneous training sets. Bagging is essentially a method to eliminate
the potential prediction bias caused by each individual predictor by integrating their predictive power [88]. We employed bagging to combine defect prediction results generated by different training sets after feature subset selection. The process of the bagging ensemble method can be described as follows:

Given a set of classifiers \( \{C_1, C_2, \ldots, C_p\} \) and the test set \( D_{test} \), for each instance of \( D_{test} \):

1. Get prediction result of each classifier for that instance, noted as \( r_i \) (\( i = 1, 2, \ldots, p \)).

2. Compute the voting score of that instance as:

\[
score = \sum_{i=1}^{p} score_i
\]

where \( score_i = 1 \) if \( r_i \) says the prediction result is “defect-prone”, otherwise \( score_i = 0 \).

3. If the voting score is greater than a pre-defined threshold \( score_{thre} \), the final prediction result of that instance will be set as “defect-prone”.

3.7.3 Evaluation

To evaluate the effectiveness of our proposed training data selection approach, we compare its performance with that of the KNN filter [18]. During the comparisons, we set the parameter \( K=10 \) for the KNN filter. Also for our data selection approach, we set \( top_N=10 \) and \( score_{thre}=0.5 \) in all experiments. As for the parameter \( FSS\_ratio \) for feature subset selection, we try \( FSS\_ratio \) from 0.1 to 0.9 since it is a trade-off between data similarity and training information, and we observe the change of prediction performance.

Figure 3.5 illustrates the change of prediction performance when using different parameter settings for feature subset selection, where the X-axis indicates how many unstable features are removed. We can see that the Random Forest, Naïve Bayes and Logistic Regression learners can achieve highest performance after removing 60%, 70%, and 80% of features, respectively. An
intuitive conclusion is that cross project defect prediction can achieve best performance by only learning from 20% to 40% features. What’s more, we can see that the Random Forest learner performs worse than Naïve Bayes and Logistic Regression, while in the within project learning scenario Random Forest performs best. A potential explanation for this observation is that there may be over-fitting happening for Random Forest. Our suggestion is to use simple learners such as Naïve Bayes rather than complicated learners such as Random Forest when doing cross project defect prediction.

![Figure 3.5: Comparison of G-measure under different parameter setting for feature subset selection.](image)

We then compare the best performance our proposed method with those of the KNN filter and within project learning (WPDP). Figure 3.6 illustrates the comparison details. For all three learning algorithms we tested, our proposed method produces relatively higher G-measure values than the KNN filter. For prediction models using Naïve Bayes and Logistic Regression learner, our method produces lower PD as well as lower PF, and for prediction models using Random Forest, our method produces both higher PD and PF. An empirical conclusion observed in cross project defect prediction using static code metrics is that cross training data may generate prediction results with comparable or even higher PD at the cost of a higher PF [18]. A key task of cross project defect prediction is to find methods that can reduce the PF. Figure 3.6 shows that our proposed methods can largely reduce PF while it doesn’t cause big damage to PD if using Naïve Bayes or...
Logistic Regression. As for Random Forest, again, we do not recommend it for cross project defect prediction because of its bad performance.

To further support our observation from Figure 3.6, we employed Mann-Whitney U test to compare the performance of KNN filter and our method. Table 3.3 gives an overview of the significance test results, where “Win” indicates that performance of our method is better than KNN filter, “Loss” means that KNN filter is better, and “Tie” means no significant difference observed between these two methods. The significance test results show that our proposed method performs better or equally with the KNN filter for most test sets.

Table 3.3: Comparision of Prediction Performance Between Our Proposed Method and the KNN Filter. This Comparision Result is Based on Significance Test Results Using Mann-Whitney U Test at Confidence Level 0.95.

<table>
<thead>
<tr>
<th>Learner</th>
<th>#Win</th>
<th>#Tie</th>
<th>#Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>22</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>15</td>
<td>12</td>
<td>7</td>
</tr>
<tr>
<td>Random Forest</td>
<td>17</td>
<td>12</td>
<td>5</td>
</tr>
</tbody>
</table>

Compared with the KNN filter, our proposed method can generate better results for cross
project defect prediction with regards to the G-measure. Also for two out of the three learners tested, our method can largely reduce the PF without causing big damage to PD.

**Necessity of Cross Project Defect Prediction**

Some studies argue that learning from other projects is a serious problem while some other argue that the performance of cross project defect prediction is comparable with that of within project defect prediction [18–20]. Our findings in this study are consistent with what Turhan et al. found and support the conclusion that learning from other projects without data filtering will cause very high PF [18]. Also, considering the expensive cost of project measurement and data maintenance program [89], and the fact that local historical data are not always available (e.g., the first release of a new project), we argue that cross project defect prediction is necessary.

Additionally, data filtering is needed because the characteristics of the training data and the test data may be significantly different. For example, for the open-source projects and proprietary projects we investigated, there is a very intuitive difference: the ratio of defect-prone classes of proprietary projects are much lower than that of open-source projects.

### 3.8 Summary

These results lead to the following question. Can proprietary data predict for open source data? Zimmermann et al. have shown us that it was not possible with Internet Explorer and Firefox. However, in later chapters, our experiments with LACE indicate that this is possible. In subsequent chapters we explain the design and operation of LACE (Chapter 4) and evaluate its performance for both privacy (IPR) and utility (CPDP) (shown in Chapter 5 and Chapter 6).

From this chapter we also see that cross project defect prediction is challenging but can be improved through the use of transfer learning techniques. This result, particularly for the open-
source and proprietary study, intensifies the need for research into privacy issues associated with the sharing component of cross project defect prediction. Without this privacy research, cross project defect prediction will be limited to studies with only open source data.
Chapter 4

LACE Design and Operation

4.1 Introduction

The ability to build quality defect predictors for proprietary data using open source data as shown in the previous chapter, highlights the increasing importance for privacy research in software defect prediction. Since confidentiality is so important, and since standard privacy methods damage data mining efficacy, we have been engaged for some time on research to build better privacy algorithms for software defect prediction. Our previous work [11, 12] allowed data owners to share a minimized and obfuscated version of their data on an individual level. In this dissertation we repeat those results with a more comprehensive parameter tuning experiment (Chapter 5) and we extend that work with private multiparty data sharing (Chapter 6) based on the following scenario.

Consider the problem of \( l \) parties (data owners) \( P_0...P_{l-1} \), each with local data, \( x_i \). They want to securely work together to create a private cache containing pooled minimized and obfuscated data from all parties involved. Each data owner \( P_i \) determines what data to add to the private cache based on what others have added previously. The final private cache can then be used by others for cross project defect prediction. According to Lindell et al. [41], this problem is a special case in cryptography where a set of parties with private data wishes to jointly compute some function of
their data.

Given that our aim is to share data for the purpose of cross project defect prediction, we include this second mode of LACE where multiple data owners can team up and share data guided by a novel multiparty privacy protocol. Figure 4.1 illustrates how LACE works for private multiparty data sharing with three data owners.

Figure 4.1: Example of three data owners teaming up in LACE (the Large-scale Assurance of Confidentiality Environment) to produce a private cache for cross project defect prediction.

First LACE randomly selects a data owner $P_0$ as the initiator of the privacy protocol. $P_0$ then minimizes and obfuscates its data then adds these to the private cache. The cache is then randomly passed to another data owner $P_1$, who minimizes it’s data based on the data in the private cache then obfuscates it and passes the result to the private cache. The process at $P_1$ is repeated at the randomly chosen $P_2$ data owner, who then releases the final private cache as a training set for cross project defect prediction.

Minimization in LACE takes place in two steps:

1. Instance selection with CLIFF, which is an instance selector that returns instances that best predict for the target class;

2. Instance selection via incremental learning with the leader-follower algorithm (LeaF) [90] which is an online technique for clustering data. It is this algorithm that facilitates collabo-
Obfuscation in LACE is handled by applying our MORPH algorithm on the minimized data. MORPH reflects on the boundary between this instance and the nearest instance of another class (and MORPH’s restricted mutation policy never pushes an instance across that boundary).

Note the key features of this protocol:

- Private data remains with the data owner behind the firewalls.
- All the algorithms are run behind firewalls by data owner. Hence, in LACE, there is no need for a central server or some third party privatization service.
- Most data is never shared. LACE’s instance selection prunes away most of the data (which means that the pruned data is completely private).
- The shared data is privatized such that queries to that data return very different values than in the raw data. In other words, we reduce the risk of sensitive attribute disclosure.
- MORPH’s obfuscation of the data does not change the classifications of the training data.
  That is, this protocol obfuscates data without damaging data mining efficacy.

In addition to the privacy algorithms, LACE also includes IPR (increased privacy ratio) to measure the privacy threat of sensitive attribute disclosure for our LACEd data. We expand on the basics of LACE, the algorithms and IPR in the following sections.

## 4.2 LACE

We designed LACE based on the success and failures of previous work on multiparty computation. As explained by Vaidya et al. [91], the advantage of perfectly secure multiparty computation is that nothing is revealed. They offer a simple example of such a computation. Suppose we want to know
the average age of everyone attending a conference. First, we generate a large random number $R$ and pass it to a random attendee. The attendee adds their age and passes the sum to another attendee (selected at random). This repeats till all attendees have been sampled at which point the sum returns to the origin. After subtracting $R$, we have the sum of the ages from which we can compute the average sum.

The benefits of this protocol are that, if $R$ is kept private, then no single participant can “decode” the passed value to find the sum of the ages. Also, if the ordering of the sampled attendees is also kept private, then no pair of attendees $a, c$ can compare their numbers to determine the age of the attendee $b$ who was sampled between $a$ and $c$.

Vaidya et al. discuss an experiment with a distributed data miner (based on C4.5) that used a variant of the above multiparty computation, every time it searched data from different organizations. They declared that experiment a failure, for two reasons. Firstly, the network overhead of that approach was prohibitive. Secondly, this approach conducted so many queries across different sites that it was possible for pairs of sites to collude to “decode” the passed values.

Our analysis of the failed Vaidya et al. experiment was that it is a mistake to conduct multiple micro-queries of a distributed data sources. Rather, what is more practical, is a one-pass coarse-grained query over a random sample of those source. Such a single-pass random sampling approach mitigates against collusion. Further, it reduces the network traffic associated with the query.

LACE is such a single-pass randomized query. Instead of a total sum of numbers, its desired outcome is a private cache containing exemplars from each site. LACE proceeds as follows:

1. Each data owner applies CLIFF to their data. Only the data selected by CLIFF are used in LACE.

2. The initiator is chosen at random and applies LeaF (Section 4.2.4) to minimize its CLIFFed data.
3. The results are then obfuscated with MORPH (Section 4.2.2), and are the beginnings of the private cache.

4. The private cache is sent to the second randomly chosen site (data owner), where they test each instance of their CLIFFed data using LeaF and the private cache. The test involves each instance finding its nearest exemplar in the private cache and if their class labels are different and/or they are a certain distance away then that instance is MORPHed and added to the cache.

5. Once this is complete the private cache moves on to the next random data owner and the process repeats.

6. The protocol is complete when all data owners involved have had a chance to contribute to the private cache.

When implementing LACE, we make the following assumptions:

• There must be at least three data owners involved in the process. This is because for only two parties, the result will reveal the input of the other party, thus eliminating privacy [91].

• Since data is pooled into a private cache for defect prediction, each party must provide data with the same features or attributes.

• Data involved in LACE are not extreme. For example in a case where a bunch of startups and Microsoft contributed to a private cache. Even with the random perturbation in MORPH, it will be obvious which defect data came from Microsoft Windows vs. all of the others because Windows will have LOC orders of magnitude greater than anyone else.

4.2.1 Minimization with CLIFF

One core aspect of LACE is to look at less data. In this section we describe CLIFF which is used to minimize data.
Initially, CLIFF was constructed to achieve the goal of reducing the drawbacks of the k-Nearest Neighbor (kNN) algorithms by Hart [92]. Since their invention, many researchers have explored intelligent instance selection methods to address the drawbacks with k-Nearest Neighbor algorithms [40, 93–114]. These drawbacks include, (a) the high computation costs caused by the need for each test sample to find the distance between it and each training sample (b) the storage required to hold the entire dataset in memory; (c) the effects of outliers which can negatively affect the accuracy of the classifier; (d) the negative effect of data sets with non-separable and/or overlapping classes; and (e) the effects on noise on kNN inference [39, 40]. Noise can lead to brittleness i.e. when random changes to an instance leads to a major change in the inferences drawn from those instances.

A standard solution to these drawbacks is some instance selection algorithm that replaces all the data with X% fewer instances. Instance selection can mitigate the effects of noise and therefore reduce brittleness.

Research in instance selection is an active field of study [95, 98, 102, 112, 115–119]. Instance selection involves selecting a subset of instances from the original training set. Using what Dasarathy [95] terms as edit rules.

CLIFF is our solution for reducing or eliminating these drawbacks. The success of CLIFF when compared with other instance selectors allowed us to see that we could maintain the utility of data even with a minimized data set. CLIFF assumes tables of training data can be divided into classes. For example, for a table of defect data containing code metrics, different rows might be labeled accordingly (defective or not defective).

CLIFF executes as follows:

• For each column of data, find the power of each attribute sub-range; i.e., how much more frequently that sub-range appears in one class more than any other.

• In prior work [120], at this point we select the sub-range with the highest power and removed
all instances without this sub-range. From the remaining instances, those with sub-ranges containing the second highest *power* are kept while the others are removed. This process continued until at least two instances were left or to the point before there were zero instances left. In this work, to control the amount of instances left by CLIFF, we find the product of the *powers* for each row then,

- Remove the less powerful rows.

The result is a reduced data set with fewer rows. In theory, this reduced data set is less susceptible to privacy threats such as sensitive attribute disclosure discussed in Chapter 2.

Algorithm 1: *Power* is based on BORE [121]. First we assume that the target class is divided into one class as *first* and the other classes as *rest*. This makes it easy to find the attribute values which have a high probability of belonging to the current *first* class using Bayes theorem. The theorem uses evidence $E$ and a prior probability $P(H)$ for hypothesis $H \in \{ \text{first}, \text{rest}\}$, to calculate a likelihood (hereafter, *like*) of the evidence selecting for one class:

$$like(H|E) = P(E|H) \times P(H).$$

This calculation is then normalized to create probabilities:

$$P(\text{first}|E) = \frac{\text{like}\text{(first}|E)}{\text{like}\text{(first}|E) + \text{like}\text{(rest}|E)}$$

Jalali et al. [121] found that Equation 1 was a poor ranking heuristic for low frequency evidence. To alleviate this problem the support measure was introduced. Note that $\text{like}(\text{first}|E)$ is also a measure of support since it is maximal when a value occurs all the time in every example of one class. Hence, adding the support term is just:

$$P(\text{first}|E) \times \text{support}(\text{first}|E) = \frac{\text{like}\text{(first}|E)^2}{\text{like}\text{(first}|E) + \text{like}\text{(rest}|E)}$$

To compute the *power* of a sub-range, we first apply *equal frequency binning* to each attribute.
in the data set. Equal frequency binning divides the range of possible values into \( n \) bins or sub-ranges, each of which holds the same number of attribute values. However, to avoid duplicate values being placed into different bins, boundaries of every pair of neighboring bins are adjusted so that duplicate values should belong to one bin only [122]. For these experiments, we did not optimize the value for \( n \) for each data set. We simply used \( n=10 \) bins. In future work we will dynamically set the value of \( n \) for a given data set.

**Algorithm 1 Finding sub-range Power.**

1. **Power**(D, E) \{D is the data-set, and E is a set of sub-ranges for a given attribute\}
2. **Partition**(D) \( \rightarrow \) C \{Returns data partitioned according to the class label.\}
3. \( \text{PR} \leftarrow \emptyset \) \{Initialize sub-ranges with power for each sub-range in E\}
4. for \( j=0 \) to \# of class values in \(|C|\) do
   5. \( \text{first} \leftarrow C_j \)
   6. \( \text{rest} \leftarrow C_{\neq j} \)
   7. \( p_{\text{first}} \leftarrow \frac{|\text{first}|}{|D|} \) \{Probability of first data\}
   8. \( p_{\text{rest}} \leftarrow \frac{|\text{rest}|}{|D|} \) \{Probability of rest data\}
   9. for \( k=0 \) to \# of sub-ranges in \(|E|\) do
      10. \( \text{like}(\text{first}|E_k) \leftarrow \text{number of times } E_k \text{ appears in first} \times p_{\text{first}} \)
      11. \( \text{like}(\text{rest}|E_k) \leftarrow \text{number of times } E_k \text{ appears in rest} \times p_{\text{rest}} \)
      12. \( \text{power}_k \leftarrow \frac{\text{like}(\text{first}|E_k) \times \text{like}(\text{first}|E_k)}{\text{like}(\text{first}|E_k) \times \text{like}(\text{first}|E_k) + \text{like}(\text{rest}|E_k) \times \text{like}(\text{rest}|E_k)} \)
      13. \( \text{PR} \leftarrow \text{power}_k \)
   14. end for
15. end for
16. return \( \text{PR} \)

Next, CLIFF selects \( p\% \) of the rows in a data-set \( D \) containing the most powerful sub-ranges. The matrix \( M \) holds the result of \( \text{Power} \) for each attribute, for each class in \( D \). This is used to help select the rows from \( D \) to produce \( D' \) within \( \text{CliffSelection} \).

The for-loop in Lines 3 to 9 of Algorithm 2 iterates through attributes in \( D \) and \( \text{UniqueRanges} \) is called to find and return the unique sub-ranges for each attribute. Inside that loop, at Lines 5 to 8, a nested for-loop iterates through the unique sub-ranges for a given attribute and \( \text{Power} \) is called to find the power of each sub-range. Last, once the \( \text{powers} \) are found for each attribute sub-range, \( \text{CliffSelection} \) is called to determine which rows in \( D \) will make up the final sample in \( D' \):

- Partition \( D \) by the class label;
• For each row in each partition, find the product of the power of the sub-ranges in that row;

• For each partition, return the p percent of the partitioned data with the highest power.

An example of how CLIFF is applied to a data set is described in Section 4.2.3.

Algorithm 2 The CLIFF algorithm.

1: CLIFF(D, p) \{D is the original data-set, and p is the percentage of data to be returned\}
2: M ← \emptyset \{Initialize sub-range power for each attribute\}
3: for i=0 to \# of attributes in D do
4: \textbf{UniqueRanges}(D_i) \rightarrow R_i \{Returns set of unique sub-ranges for a given attribute\}
5: for j=0 to \# of sub-ranges in R_i do
6: \textbf{Power}(D, R_i) \rightarrow PR_j \{Returns the sub-ranges with their powers for each class\}
7: M ← PR_j
8: end for
9: end for
10: \textbf{CliffSelection}(D, p, M) \rightarrow D' \{Returns p of the original data\}
11: return D'

4.2.2 Obfuscation with MORPH

MORPH is an instance mutator that changes the numeric attribute values of each row by replacing these original values with \textit{MORPHed} values. MORPH takes care never to change an instance such that it moves across the boundary between the original instance and instances of another class.

The MORPHed instances are created by applying Equation 4.3 to each attribute value of the instance.

\[ y = x \pm (x - z) \cdot r \] (4.3)

Let \( x \in D \) be the original row to be changed, \( y \) the resulting MORPHed row and \( z \in D \) the Nearest Unlike Neighbor (NUN) of \( x \). NUN is the nearest neighbor of \( x \) whose class label is different from \( x \)'s class label (distance is calculated using the \textit{Euclidean} distance). The random number \( r \) is calculated with the property:

\[ \alpha \leq r \leq \beta. \]
In previous work we used $\alpha = 0.15$ and $\beta = 0.35$. These values for $\alpha$ and $\beta$ were chosen in an effort to keep the MORPHed value close enough to the original in order to maintain the utility of the data set but far enough to keep the original data private. For the experiments in Chapter 5 of this dissertation we expand this range of values to $\alpha = 0$ and $\beta = 1$.

A simple hashing scheme lets us check if the new instance $y$ is the same as an existing instance (and we keep MORPHing $x$ until it does not hash to the same value as an existing instance). Hence, we can assert that none of the original instances are found in the final data-set.

An example of how MORPH is applied to a data set is described in Section 4.2.3.

### 4.2.3 Illustrative Example of CLIFF&MORPH

Let us consider the abbreviated version of the *ant-1.3* data set shown in Table 4.1a. Definitions for these attributes as well as other attributes of data used in the experiments in this dissertation are shown in Table 2.1. This data set contains ten attributes. One dependent attribute (class) and nine independent attributes. Each row is labeled as 1 (containing at least one defect) or 0, (having no defects). The first column holds the row number and each cell contains the original metric values.

The result of applying CLIFF&MORPH is shown in Table 4.1e. To get to that point, first the original data is binned using equal frequency binning because CLIFF is designed to handle discrete data. The result of this is shown in Table 4.1b. For example the attribute values of $wmc$ are replaced by two sub-ranges of values ([3-6] and [6-14]). Here all values from 3 to 6 inclusive are placed in the first sub-range and all values between 6 and 14 (not including 6) are placed in the last sub-range.

Following this, each sub-range is the ranked according to Equation 4.2. To find the *power* of each sub-range, we first divide the data into *first* and *rest*. For this example, let us say that all the rows with the 0 class label are *first* while the others are *rest*. Figure 4.2, shows an example of finding the *power* of (6-14] for attribute $wmc$ and Table 4.1c shows the *power* values for all the sub-ranges of Table 4.1b.
Table 4.1: Example of CLIFF&MORPH. (a) Shows the original data and is an abbreviated version of ant-1.3. (b) Data from a binned using equal frequency binning. (c) Power values for each sub-range in b. (d) CLIFF result. (e) MORPH result.

(a) Partial ant-1.3 Defect Data

<table>
<thead>
<tr>
<th>#</th>
<th>wmc</th>
<th>dit</th>
<th>noc</th>
<th>cbo</th>
<th>rfc</th>
<th>locm</th>
<th>ca</th>
<th>ce</th>
<th>loc</th>
<th>class</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11</td>
<td>4</td>
<td>2</td>
<td>14</td>
<td>42</td>
<td>29</td>
<td>2</td>
<td>12</td>
<td>395</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>14</td>
<td>1</td>
<td>8</td>
<td>32</td>
<td>49</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>297</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>58</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>12</td>
<td>3</td>
<td>12</td>
<td>37</td>
<td>32</td>
<td>0</td>
<td>12</td>
<td>310</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>3</td>
<td>0</td>
<td>4</td>
<td>21</td>
<td>1</td>
<td>4</td>
<td>136</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>1</td>
<td>12</td>
<td>11</td>
<td>8</td>
<td>11</td>
<td>1</td>
<td>59</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>59</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>14</td>
<td>1</td>
<td>24</td>
<td>63</td>
<td>63</td>
<td>20</td>
<td>20</td>
<td>822</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

(b) ant-1.3 After Equal Frequency Binning

<table>
<thead>
<tr>
<th>#</th>
<th>wmc</th>
<th>dit</th>
<th>noc</th>
<th>cbo</th>
<th>rfc</th>
<th>locm</th>
<th>ca</th>
<th>ce</th>
<th>loc</th>
<th>class</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(6-14]</td>
<td>[1-4]</td>
<td>[0-5]</td>
<td>(8-24]</td>
<td>[21-63]</td>
<td>(8-63]</td>
<td>(2-20]</td>
<td>(4-20]</td>
<td>(136-822]</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>(6-14]</td>
<td>[1-4]</td>
<td>[0-5]</td>
<td>[1-8]</td>
<td>(21-63]</td>
<td>(8-63]</td>
<td>(2-20]</td>
<td>(1-4]</td>
<td>(136-822]</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>[3-6]</td>
<td>[1-4]</td>
<td>[0-5]</td>
<td>[1-8]</td>
<td>[9-21]</td>
<td>[0-8]</td>
<td>0</td>
<td>[1-4]</td>
<td>[58-136]</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>(6-14]</td>
<td>[1-4]</td>
<td>[0-5]</td>
<td>(8-24]</td>
<td>(21-63]</td>
<td>(8-63]</td>
<td>0</td>
<td>(4-20]</td>
<td>(136-822]</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>[3-6]</td>
<td>[1-4]</td>
<td>[0-5]</td>
<td>[1-8]</td>
<td>[9-21]</td>
<td>[0-8]</td>
<td>0</td>
<td>[1-4]</td>
<td>[58-136]</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>[3-6]</td>
<td>[1-4]</td>
<td>[0-5]</td>
<td>(8-24]</td>
<td>[9-21]</td>
<td>[0-8]</td>
<td>(2-20]</td>
<td>[1-4]</td>
<td>[58-136]</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>[3-6]</td>
<td>[1-4]</td>
<td>[0-5]</td>
<td>[1-8]</td>
<td>[9-21]</td>
<td>[0-8]</td>
<td>0</td>
<td>[1-4]</td>
<td>[58-136]</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>(6-14]</td>
<td>[1-4]</td>
<td>[0-5]</td>
<td>(8-24]</td>
<td>(21-63]</td>
<td>(8-63]</td>
<td>(2-20]</td>
<td>(4-20]</td>
<td>(136-822]</td>
<td>1</td>
</tr>
</tbody>
</table>

(c) ant-1.3 Power Values

<table>
<thead>
<tr>
<th>#</th>
<th>wmc</th>
<th>dit</th>
<th>noc</th>
<th>cbo</th>
<th>rfc</th>
<th>locm</th>
<th>ca</th>
<th>ce</th>
<th>loc</th>
<th>class</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.13</td>
<td>0.56</td>
<td>0.60</td>
<td>0.28</td>
<td>0.13</td>
<td>0.13</td>
<td>0.28</td>
<td>0.17</td>
<td>0.28</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.13</td>
<td>0.06</td>
<td>0.06</td>
<td>0.03</td>
<td>0.13</td>
<td>0.13</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0.50</td>
<td>0.56</td>
<td>0.56</td>
<td>0.28</td>
<td>0.50</td>
<td>0.50</td>
<td>0.75</td>
<td>0.40</td>
<td>0.50</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0.13</td>
<td>0.56</td>
<td>0.56</td>
<td>0.28</td>
<td>0.13</td>
<td>0.13</td>
<td>0.75</td>
<td>0.17</td>
<td>0.28</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0.50</td>
<td>0.56</td>
<td>0.56</td>
<td>0.28</td>
<td>0.50</td>
<td>0.50</td>
<td>0.75</td>
<td>0.40</td>
<td>0.50</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0.50</td>
<td>0.56</td>
<td>0.56</td>
<td>0.28</td>
<td>0.50</td>
<td>0.50</td>
<td>0.28</td>
<td>0.40</td>
<td>0.50</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0.50</td>
<td>0.56</td>
<td>0.56</td>
<td>0.28</td>
<td>0.50</td>
<td>0.50</td>
<td>0.75</td>
<td>0.40</td>
<td>0.50</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0.13</td>
<td>0.06</td>
<td>0.06</td>
<td>0.03</td>
<td>0.13</td>
<td>0.13</td>
<td>0.03</td>
<td>0.04</td>
<td>0.03</td>
<td>1</td>
</tr>
</tbody>
</table>

(d) CLIFF Result

<table>
<thead>
<tr>
<th>#</th>
<th>wmc</th>
<th>dit</th>
<th>noc</th>
<th>cbo</th>
<th>rfc</th>
<th>locm</th>
<th>ca</th>
<th>ce</th>
<th>loc</th>
<th>class</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>58</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>14</td>
<td>1</td>
<td>0</td>
<td>24</td>
<td>63</td>
<td>63</td>
<td>20</td>
<td>20</td>
<td>822</td>
<td>1</td>
</tr>
</tbody>
</table>

(e) MORPH Result

<table>
<thead>
<tr>
<th>#</th>
<th>wmc</th>
<th>dit</th>
<th>noc</th>
<th>cbo</th>
<th>rfc</th>
<th>locm</th>
<th>ca</th>
<th>ce</th>
<th>loc</th>
<th>class</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>15</td>
<td>1</td>
<td>0</td>
<td>26</td>
<td>67</td>
<td>68</td>
<td>22</td>
<td>21</td>
<td>879</td>
<td>1</td>
</tr>
</tbody>
</table>
Next, the *power* of each row is calculated by finding the product of the sub-range *powers* of each row. In this example the row with the highest *power* for each class is selected. In this case that is row 3 for the 0 class label and row 8 for the 1 class label. This result is shown in Table 4.1d.

Finally, we apply MORPH this result according to Equation 4.3 to obtain the result in Table 4.1e.

\[
\begin{align*}
E &= (6 - 14] \\
P(\text{first}) &= \frac{6}{8} \\
P(\text{rest}) &= \frac{2}{8} \\
freq(E|\text{first}) &= \frac{2}{6} \\
freq(E|\text{rest}) &= \frac{2}{2} \\
\text{like(}E|\text{first}) &= \frac{2}{6} \times \frac{6}{8} = 0.25 \\
\text{like(}E|\text{rest}) &= \frac{2}{2} \times \frac{2}{8} = 0.25 \\
P(\text{first}|E) \times \text{support(}E|\text{first}) &= \frac{0.25^2}{0.25 + 0.25} = 0.13
\end{align*}
\]

Figure 4.2: Finding the *power* of (6 – 14]

### 4.2.4 LeaF: Leader Follower Algorithm

**LeaF** is a leader-follower algorithm [90]. It is an online incremental technique for clustering data. The cluster centers are the “leaders” and all other instances are the “followers”. For this work we are only interested in the leaders. The basic algorithm works as follows: (1) initialize cluster centers, then (2) for each instance in the data, find its nearest center. If the distance to the center is less than a user defined distance, then (3) update the cluster. Otherwise, create a new cluster with the instance as the center.

In the scenario of collaboration among multiple data owners, LeaF is applied to each instance selected by CLIFF from the party’s data set to determine if it should be included in the private cache. To fit our work, we adapt LeaF in four ways:

1. The cluster centers are never updated to create centroids.
2. The initial centers are the two instances \( I_1, I_2 \) that are farthest from each other in the data. \( I_1 \) and \( I_2 \) are found using the *choose distant object* algorithm by Faloutsos et al. [123]. We call the distance between \( I_1, I_2 \) the *separation* of the data.

3. We use the value \( d = \text{separation}/10 \) to determine if data from a data owner should be included in the private cache (new data is added to the cache if it falls more than \( d \) away from its nearest exemplar and their class attribute values are different.)

4. Prior to a new instance being added to the cache, it is first MORPHed using the method described above. The source code for LeaF is shown in Listing 1 and the source code for the private cache is shown in Listing 2. LeaF is only used by the data owner who is the initiator for multiparty data sharing. All other data owners that follow, use the private cache. They input their CLIFFed data and the current private cache. The result is an updated cache whose new MORPHed exemplars adhere to the conditions for entering the private cache.

### 4.3 How are privatized data candidates evaluated?

In our work, we seek to defend data against the privacy threat of sensitive attribute disclosure. To measure if LACEed data reduces this threat we use *IPR* which models a sensitive attribute disclosure attack using *background knowledge*.

#### 4.3.1 IPR: Increased Privacy Ratio

For IPR, we assume the role of an attacker armed with some background knowledge from the original data set and also supplied with the private data set. When the attacker predicts the sensitive attribute value of a target we use the original data to see if the prediction is correct. If it is we

---

\( ^1 \) Note that the smaller the distance value the more data gets added, the larger the value the less data gets added to the private cache. We leave it to future work to determine what would be the best distance value to use.
Listing 1 Source code for LeaF main function.

```clojure
(defn leaf
  "Returns matrix of exemplars from data and maybe the distance value, dist-s.

Arguments:
  data matrix

Options:
  :p (default 0.1) used to calculate dist-s=separation/10
  :only-exemplars (default true) return only the exemplars otherwise return exemplars vectored with dist-s.
  :distance-fnc (default euclidean-distance) returns euclidean distance between two points."
  [data & {:keys [p only-exemplars distance-fnc]
    :or {p 0.1 only-exemplars true distance-fnc euclidean-distance}}]
  (let [pivots (choose-distant-objects ; Find two farthest points, east and west.
      data :distance-fnc distance-fnc)
    east (nth data (first pivots))
    west (nth data (second pivots))
    dist-ew (distance-fnc ; Distance between east and west
      (butlast east)
      (butlast west))
    dist-s (* p dist-ew) ; Divide distance by 10.
    (loop [dat data result [east west]]
      (if (empty? dat)
        (if only-exemplars
          ; If only-exemplars is true,
          (matrix (remove #(= nil %) result)) ; return only the exemplars,
          [{(remove #(= nil %) result) dist-s}] ; otherwise return exemplars
          (recur
            ; and distance, dist-s.
            (rest dat)
            (conj result (let [ans (get-nearest
              (first dat)
              (remove #(= nil %) result)
              :distance-fnc distance-fnc)
              pt (first ans); Nearest exemplar from result.
              dist-pt (second ans)
              label (last pt)]
              (if (and ; If instance class label = nearest exemplar label
                (= (last (first dat)) label); and distance to nearest
                (< dist-pt dist-s)); is less than dist-s
                nil ; return nil
                (first dat))))))))) ; else return instance.
```

consider this as sensitive attribute disclosure otherwise it is not. Listing 3 shows the source code for sensitive attribute disclosure.

Recall that we assume that the attacker has access to a privatized version \(T'\) of an original data
Listing 2 Source code for the private cache.

```clojure
(defn private-cache
  "Returns updated private cache, with MORPHed exemplars.
   Arguments:
   X, the current cache
   cliff-data, new CLIFFed data
   dist-s, distance boundary from LeaF
   r, boundary for MORPHing to nearest unlike neighbor
   Options:
   :sav (default [10 20])
   vector containing the sensitive attribute value(s) and the class attribute is last.
   :distance-fnc (default euclidean-distance)
   returns euclidean distance between two points."
  [X cliff-data dist-s r 
   & {:keys [sav distance-fnc]
     :or {sav [10 20] distance-fnc euclidean-distance}}]]
(loop [dat cliff-data exemplars X]
  (if (empty? dat)
   (let [cache (remove #(= nil %) exemplars)]
     cache)
   (recur (rest dat)
     (conj exemplars
       (morph-one-exemplar ; Returns MORPHed exemplar if it meets conditions, 
       (first dat) ; otherwise returns nil.
       (dist-s r)))))))
```

set \( (T) \), and knowledge of non-sensitive QID values for a specific target in \( T \). We refer to the latter as a query. For our experiments we randomly generate up to 1000 of these queries, \( |Q| \leq 1000 \) (Section 4.3.3 describes how queries are generated).

For each query, \( q \) in a set \( Q = \{q_1, ..., q_{|Q|}\} \), \( G^*_{i} \) is a group of rows from any data set which matches \( q_i \). Hence, let \( G_i \) be the group from the original data set and \( G^*_i \) be the group from the privatized data set which matches \( q_i \). Next, for every sensitive attribute sub-range in the set \( S = \{s_1, ..., s_{|S|}\} \), we denote the idea of the most common sensitive attribute value (otherwise known as the attacker’s best guess) as \( s_{\text{max}}(G^*_i) \). Listing 3 shows the source code for finding this common sensitive attribute value. The functions takes as input \( G^*_i \) (data-q), the privatized data set (all-data) and a list of sensitive attributes. For each sensitive attribute a best guess sensitive value is returned.
However, if the $G'_i$ is empty, a question mark is returned instead.

Listing 3 Source code for the attacker’s best guess (sad++) main function.

```clojure
defn sad++
  "Returns the sensitive attribute disclosure of one or more sensitive attributes.
  Arguments:
  data-q: Instances resulting from a query.
  atts: Vector of sensitive attribute values."
[data-q atts]
(loop [att atts result []] ; For each sensitive attribute in att
  (if (empty? att)
    result
    (recur (rest att) (conj result
      (cond
        (empty? data-q) "?" ; If data-q empty, return ?.
        (= (nrow data-q) 1) ; If data-q has one instance,
        (nth (first data-q) (first att))) ; return sensitive value.
        :else (first (sort-by ; If data-q > 1,
          last ; with highest frequency
          > ; in data-q
          (frequencies (nth (trans data-q) (first att))))))))))
```

Now, we define a breach of privacy as follows:

$$\text{Breach}(S, G^*_i) = \begin{cases} 
1, & \text{if } s_{\text{max}}(G_i) = s_{\text{max}}(G'_i), \\
0, & \text{otherwise}. 
\end{cases}$$

Therefore, the privacy level of the privatized data set is,

$$P_1 = 100 \times IPR(T^*) = 1 - \frac{1}{|Q|} \sum_{i=0}^{\infty} \text{Breach}(S, G^*_i). \quad (4.4)$$

$IPR(T^*)$ stands for increased privacy ratio and has some similarity to $A_{\text{acc}}$ of Brickell and Shamatkov [35], where $IPR(T^*)$ measures the attacker’s ability to infer the sensitive attribute value of a target in the privatized data set $T'$ compared to a baseline of the original data set $T$. To be
more precise, $IPR(T^*)$ measures the percent of total queries that did not cause a privacy Breach.

We baseline our work against the original data set (our worst case scenario) which offers no privacy and therefore its $IPR(T) = 0$. In our case, to have perfect privacy (our best case scenario) we create a privatized data set by simply removing the sensitive attribute values. This will leave us with $IPR(T') = 1$.

Figure 4.3 shows an example of how IPR works with three queries (Q1, Q2, and Q3). When the query is applied to the original and the privatized data, if the both report the same sensitive attribute value then we consider this a privacy breach. From the results of three queries we find that we are able to protect our data from 33% of the queries. Also, Listing 4 shows the source code for the main function of IPR.

<table>
<thead>
<tr>
<th>Queries</th>
<th>Original</th>
<th>Privatized</th>
<th>Privacy Breach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>0</td>
<td>0</td>
<td>yes</td>
</tr>
<tr>
<td>Q2</td>
<td>0</td>
<td>1</td>
<td>no</td>
</tr>
<tr>
<td>Q3</td>
<td>1</td>
<td>1</td>
<td>yes</td>
</tr>
</tbody>
</table>

Figure 4.3: Example of how IPR is calculated based on queries.

### 4.3.2 Upper and Lower Bounds on IPR

When used in conjunction with instance selection algorithms like LeaF and CLIFF, Equation 4.4 is a lower bound on privacy. Recall that:

- From data set, $D$, CLIFF and LeaF discards $X$ rows;

- Equation 4.4 is applied to the remaining $D - X$ rows.

Since data from the $X$ discarded rows are never shared, it is fully private. Therefore, an upper bound on privacy is:
Listing 4 Source code for IPR main function.

```clojure
(defn ipr
  "Returns IPR score for each sensitive attribute.
   Arguments:
   - original data matrix
   - private data matrix
   Options:
   - :sav (default [10 20])
   - vector containing the sensitive attribute value(s) and the class attribute is last.
   - :n (default 10)
   - used in equal frequency binning to create n number of bins.
   - :query-size (default 1)
   - used as amount of info attacker knows, can use 1, 2 and 4.
   - :num (default 1000)
   - can generate up to 1000 queries."
  [original-data private-data
   & {:keys [sav n query-size num worst]
     :or {sav [10 20] n 10 query-size 1 num 1000}}]
  (let [mybin (bind-columns ; Bin data to make queries.
                          (trans (butlast (efb2 original-data n))
                          (sel original-data :cols (dec (ncol original-data))))
                          que (take num (shuffle (get-queries mybin query-size sav :num num)))
                          ans (bind-rows ; For each query
                            (query-scores ; find best guess sensitive value for
                            que ; original data.
                            mybin
                            original-data
                            original-data
                            query-score3
                            (butlast sav)
                            query-size)
                            (query-scores ; For each query
                            que ; find best guess sensitive value for
                            mybin ; private data.
                            original-data
                            private-data
                            query-score3
                            (butlast sav)
                            query-size))
    scores (get-accs (sel ans :cols (range 3 (ncol ans))) (count que))
    scores)); Return percent of best guesses that don’t match.

\[
P_2 = \frac{X}{D} + \frac{(D-X)}{D\times P_1/100}
\] (4.5)
where $P_1$ comes from Equation 4.4. For example, if CLIFF and LeaF discard 80% of the data and, on the remaining data, we achieve an IPR of 80%. The resulting increased privacy is hence $0.8 + 0.2 \times 0.8 = 96\%$.

Note that $P_2$ is an upper bound on privacy since it is possible that the patterns in the discarded data might repeat in the cached data. That said, given a large enough community sharing their data, there would always be some doubts about which members of the community had the exact values found in particular query. In this dissertation, we use the lower bound IPRs to show the worst-case results.

### 4.3.3 Query Generator

A query generator is used to provide a sample of attacks on the data. Before discussing the query generator, a few details must be established. First, to maintain some “truthfulness” to the data, a selected sensitive attribute(s) and the class attribute are not used as part of query generation. Here we are assuming that the only information an attacker could have is information about the non-sensitive attributes in the data set. As a result these attribute values (sensitive and class) are unchanged in the privatized data set.

To illustrate the application of the query generator, we use Table 4.2a and Table 4.2b. First, equal frequency binning is applied to the original data in Table 4.2a to create the sub-ranges shown in Table 4.2b. Next, to create a query, we proceed as follows:

1. Given a query size (measured as the number of \{attribute sub-range\} pairs), for this example we use a query size of 1;
2. Given the set of attributes $A = (\text{wmc, dit, noc, cbo, rfc, lcom, ca, ce})$;
3. Randomly choose an instance from the data, for this example we will use row 1 in Table 4.2b, randomly select an attribute from $A$, e.g. \text{wmc} pair with its sub-range (6-14].
In the end the query we generate is, \( wmc = (6-14) \]. Table 4.3, shows more examples of queries, their sizes, the number and rows they match from the data set. We continue this process until we have used all instances or 1000 queries. Listing 5 shows the source code for generating queries from one instance.

Table 4.2: Example defect data for generating queries. First data is binned using equal frequency binning to create subranges. Table 4.2a shows the original data while Table 4.2b shows the data after equal frequency binning.

<table>
<thead>
<tr>
<th>#</th>
<th>wmc</th>
<th>dit</th>
<th>noc</th>
<th>cbo</th>
<th>rfc</th>
<th>lcom</th>
<th>ca</th>
<th>ce</th>
<th>loc</th>
<th>class</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11</td>
<td>4</td>
<td>2</td>
<td>14</td>
<td>42</td>
<td>29</td>
<td>2</td>
<td>12</td>
<td>395</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>14</td>
<td>1</td>
<td>1</td>
<td>8</td>
<td>32</td>
<td>49</td>
<td>4</td>
<td>4</td>
<td>297</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>58</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>12</td>
<td>3</td>
<td>0</td>
<td>12</td>
<td>37</td>
<td>32</td>
<td>0</td>
<td>12</td>
<td>310</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>3</td>
<td>0</td>
<td>4</td>
<td>21</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>136</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>1</td>
<td>5</td>
<td>12</td>
<td>11</td>
<td>8</td>
<td>11</td>
<td>1</td>
<td>59</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>16</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>59</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>14</td>
<td>1</td>
<td>0</td>
<td>24</td>
<td>63</td>
<td>63</td>
<td>20</td>
<td>20</td>
<td>822</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>#</th>
<th>wmc</th>
<th>dit</th>
<th>noc</th>
<th>cbo</th>
<th>rfc</th>
<th>lcom</th>
<th>ca</th>
<th>ce</th>
<th>loc</th>
<th>class</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(6-14)</td>
<td>[1-4]</td>
<td>[0-5]</td>
<td>(8-24)</td>
<td>(21-63)</td>
<td>(8-63)</td>
<td>(2-20)</td>
<td>(4-20)</td>
<td>(136-822)</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>(6-14)</td>
<td>[1-4]</td>
<td>[0-5]</td>
<td>[1-8]</td>
<td>(21-63)</td>
<td>(8-63)</td>
<td>(2-20)</td>
<td>[1-4]</td>
<td>(136-822)</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>[3-6]</td>
<td>[1-4]</td>
<td>[0-5]</td>
<td>[1-8]</td>
<td>(9-21)</td>
<td>[0-8]</td>
<td>0</td>
<td>[1-4]</td>
<td>[58-136]</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>(6-14)</td>
<td>[1-4]</td>
<td>[0-5]</td>
<td>(8-24)</td>
<td>(21-63)</td>
<td>(8-63)</td>
<td>(2-20)</td>
<td>(4-20)</td>
<td>(136-822)</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>[3-6]</td>
<td>[1-4]</td>
<td>[0-5]</td>
<td>[1-8]</td>
<td>(9-21)</td>
<td>[0-8]</td>
<td>0</td>
<td>[1-4]</td>
<td>[58-136]</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>[3-6]</td>
<td>[1-4]</td>
<td>[0-5]</td>
<td>(8-24)</td>
<td>(9-21)</td>
<td>[0-8]</td>
<td>(2-20)</td>
<td>[1-4]</td>
<td>[58-136]</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>[3-6]</td>
<td>[1-4]</td>
<td>[0-5]</td>
<td>[1-8]</td>
<td>(9-21)</td>
<td>[0-8]</td>
<td>0</td>
<td>[1-4]</td>
<td>[58-136]</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>(6-14)</td>
<td>[1-4]</td>
<td>[0-5]</td>
<td>(8-24)</td>
<td>(21-63)</td>
<td>(8-63)</td>
<td>(2-20)</td>
<td>(4-20)</td>
<td>(136-822)</td>
<td>1</td>
</tr>
</tbody>
</table>

For each query size, we generate up to 1000 queries because it is not practical to test every possible query. With these data sets the number of possible queries with arity 4 and no repeats is \( 38,760,000 \).\(^2\)

Each query must also satisfy the following \textit{sanity checks}:

\[ \frac{n!}{k!(n-k)!} = \binom{n}{k} \], where \( n = 19 \) (all attributes minus the class and sensitive attributes), and \( k = 4 \). This gives 3,876 combinations. Four queries over a variable with ten values (i.e. the 10 values generated by EFB) generates a space of \( 10^4 \) options. Therefore the total number of possible queries of arity four is \( 10^4 \times 3876 = 38,760,000 \).

\(^2\)
Table 4.3: Example: Queries, Query Sizes and the number of rows that match the queries, $|G|$. Table 4.2b is used for this example.

| Query | Size | $|G|$ | Row# |
|-------|------|-------|------|
| $cbo = (8-24]$ | 1 | 4 | 1,4,6,8 |
| $cbo = (8-24]$ and $wmc = (6-14]$ | 2 | 3 | 1,4,8 |
| $cbo = (8-24]$ and $wmc = (6-14]$ and $noc = [0-5]$ and $ca = 0$ | 4 | 1 | 4 |

- They must not include attribute value pairs from either the designated sensitive attribute or the class attribute;
- They must return at least one instance after a search of the original data set;
- They must not be the same as another query no matter the order of the individual \{attribute sub-range\} pairs in the query.

**Listing 5** Source code for the query generator, with one instance.

```clojure
(defn get-queries-one
  [one n sav]
  "Returns queries generated from one instance."
  Arguments:
  one instance from binned original data.
  all possible combinations of qids of size n.
  vector of sensitive attributes plus the class attribute (sav).
  (one n sav)
  (let [atts (range (count one))
        qids (remove (set sav) atts) ; Get the qids.
        combos (combinations qids n) ; Combos of qids of size n
        query (fn [one combo] ; For each combo, map qids to their values.
              (apply vector (map #(vector % (nth one %)) combo)))]
    (apply vector (map #(query one %) combos)))) ; Return qid, value pairs (queries)
```

### 4.3.4 IPR Evaluation

In previous work [11, 12] we calculated the IPR of a single sensitive attribute, specifically, *lines of code (LOC)*. In this section we evaluate IPR with different and multiple sensitive attributes. This
is done to show that IPR is a relevant privacy metric for data owners particularly since they are the ones that determine what the sensitive attributes are for their data.

To complete this evaluation of IPR we use the Arc defect data set and apply CLIFF&MORPH, selecting 20% of the data with CLIFF and randomly MOPRHing the selected data at a 30% difference for each attribute value to the nearest unlike neighbor. We do this because the aim here is only to show the versatility of IPR and it’s independence from the different privacy models that could be applied to the data. We then select five attributes as sensitive and add LOC since it is used in previous work [11, 12]. This evaluation is repeated in Chapter 6 for three proprietary data sets.

IPR accepts as input, the original data and its privatized data candidate. We report on two possible cases that data owners can find the IPR of the sensitive attributes in their data if the privatized data candidate is to be published. The first case considers if the data owner determines that there is only one sensitive attribute in their data. Table 4.4 shows the IPRs of six different “sensitive” attributes as a function of an attacker’s background knowledge represented as *query size*. Also, the *Bin?* column indicates whether or not the attribute values required equal frequency binning.

In the second case we consider the data owner with multiple (three) sensitive attributes in their data. To calculate the IPR for multiple sensitive attributes we determine the IPR of each attribute and report the average. Table 4.5 shows the IPRs for six randomly chosen triplets of sensitive attributes.

The general trend in these results is that, as the attacker’s background knowledge increases, the sensitive attribute(s) of the data are better protected. This is counter-intuitive, however we conjecture that since the data is changed with MORPH and it is possible that a target not be present in the published data, as the attacker’s knowledge increases it is less likely that they find their target.

From these results we also find that IPR is dependent on the “sensitive attribute” chosen. For instance, from Table 4.4, wmc, rfc and loc in the gray rows, have relatively higher IPRs than dit, noc and mfa.
Table 4.4: Case 1: IPRs of different sensitive attributes in the Arc defect data set. The gray rows indicate those with relatively higher IPRs (when the query size is one) than the other rows at query size=1.

<table>
<thead>
<tr>
<th>Sensitive Attributes</th>
<th>Bin?</th>
<th>Query Size</th>
<th>Quartiles</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>25%</td>
</tr>
<tr>
<td>wmc</td>
<td>TRUE</td>
<td>1</td>
<td>75.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>87.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>90.0</td>
</tr>
<tr>
<td>dit</td>
<td>FALSE</td>
<td>1</td>
<td>50.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>70.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>73.3</td>
</tr>
<tr>
<td>noc</td>
<td>FALSE</td>
<td>1</td>
<td>43.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>62.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>67.5</td>
</tr>
<tr>
<td>rfc</td>
<td>TRUE</td>
<td>1</td>
<td>70.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>86.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>90.0</td>
</tr>
<tr>
<td>loc</td>
<td>TRUE</td>
<td>1</td>
<td>74.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>87.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>91.8</td>
</tr>
<tr>
<td>mfa</td>
<td>TRUE</td>
<td>1</td>
<td>47.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>66.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>68.9</td>
</tr>
</tbody>
</table>

In conclusion, IPR provides a data owner with information required to decide if to publish data with or without a particular sensitive attribute(s). Also, it is important to note that in our work attributes that are not considered as sensitive, their values are transformed via MORPH and what IPR tells us is how protected the sensitive values will be if the data is published with the sensitive attributes untouched while the other attribute values are changed as a means to “hide” the sensitive attribute values. We expand on this notion later on in Section 6.3.1, where we calculate IPRs for sensitive attributes that are MORPHed.
**Table 4.5**: Case 2: IPRs of different groups of sensitive attributes in the Arc defect data set.

<table>
<thead>
<tr>
<th>Sensitive Attributes</th>
<th>Query Size</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
</tr>
</thead>
<tbody>
<tr>
<td>wmc:dit:rfc</td>
<td>1</td>
<td>64.1</td>
<td>64.1</td>
<td>64.1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>79.7</td>
<td>80.2</td>
<td>80.6</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>84.3</td>
<td>84.4</td>
<td>85.3</td>
</tr>
<tr>
<td>wmc:noc:rfc</td>
<td>1</td>
<td>63.1</td>
<td>63.1</td>
<td>63.1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>80.0</td>
<td>80.5</td>
<td>80.8</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>84.5</td>
<td>85.0</td>
<td>85.9</td>
</tr>
<tr>
<td>wmc:loc:mfa</td>
<td>1</td>
<td>65.0</td>
<td>65.0</td>
<td>65.0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>79.8</td>
<td>80.5</td>
<td>80.8</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>82.9</td>
<td>83.5</td>
<td>84.0</td>
</tr>
<tr>
<td>wmc:rfc:mfa</td>
<td>1</td>
<td>65.7</td>
<td>65.7</td>
<td>65.7</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>79.9</td>
<td>80.8</td>
<td>81.3</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>84.3</td>
<td>84.4</td>
<td>84.9</td>
</tr>
<tr>
<td>dit:noc:mfa</td>
<td>1</td>
<td>46.2</td>
<td>46.2</td>
<td>46.2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>68.6</td>
<td>69.3</td>
<td>70.2</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>72.2</td>
<td>72.7</td>
<td>73.6</td>
</tr>
<tr>
<td>dit:noc:loc</td>
<td>1</td>
<td>56.1</td>
<td>56.1</td>
<td>56.1</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>75.3</td>
<td>76.4</td>
<td>77.3</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>81.3</td>
<td>81.8</td>
<td>82.2</td>
</tr>
</tbody>
</table>

### 4.4 Summary

LACE is made to defend against the privacy threat of sensitive attribute disclosure. It creates privatized data candidates through minimization and then obfuscation of data in order to facilitate data sharing. CLIFF is the algorithm used for minimization and MORPH for obfuscation. To facilitate collaboration among multiple data owners we use the leader follower algorithm, LeaF. We conjecture, that LACE can provide data owners with a viable means to protect the confidentiality of their data. To measure the protection offered through LACE, we find the IPR which models a sensitive attribute disclosure attack using background knowledge. Finally, the usefulness of privatized data can be measured in various ways, such as information loss, distance of distributions, aggregate query answering or classification. In this dissertation we measure utility in terms of classification via cross project defect prediction.
In subsequent chapters we evaluate LACE based on a single data owner usage (Chapter 5) then based on multiple data owners (Chapter 6). We start by evaluating CLIFF&MORPH for single usage and baseline this with other standard privacy algorithms.
Chapter 5

Experiment 1: Comparison of CLIFF&MORPH with other Privacy Algorithms

5.1 Introduction

The original intent of this chapter was to show that the parameters we offered in our paper [12] for CLIFF&MORPH were satisfactory over a large number of data sets. Our preliminary experiments showed that this was not the case, a result that was somewhat discomforting since that meant we were now forced to conduct parameter tuning experiments, to offer a more comprehensive comparison of CLIFF&MORPH with other privacy algorithms.

Parameter tuning is the black art of adjusting the “magic numbers” within an algorithm in order to improve that algorithm. This section documents the multiple problems other researchers have encountered with tuning. The rest of this chapter is more optimistic- we show that for the particular case of privacy algorithms for software engineering, that (a) the effort associated with parameter tuning is not excessive; and (b) the tunings can transfer to other domains (which means that tuning
Work in parameter tuning tends to focus on setting parameters for evolutionary algorithms (EAs) [124–126], search-based software engineering (SBSE) techniques [127–129] or tuning data mining algorithms. Considering tuning data mining algorithms and software engineering, a common and critical problem is that most algorithms use a variety of parameters, which are domain and data specific. Reusing a set of parameter values from one application to another usually leads to poor results. For example, Bayes classifiers use the “M” and Laplace factors to handle low frequency counts. Standard default values are M=2 and L=1, [130] but there is no telling what is the best configuration for a particular domain. These standard parameter values are usually derived empirically from applications in domains outside software engineering. For example, default parameter values used by many information retrieval techniques are established based on data from text retrieval tasks on natural language corpora. Recent empirical research in applications of text retrieval in software engineering [131–133] showed that best results are in fact obtained for configurations different from those used in natural language retrieval applications. More than that, the quality of the results is highly dependent on these configurations [134, 135]. The observation also holds for many defect prediction approaches [69]. For most data mining algorithms, the space of possible parameter values is extremely large. Finding the right combination is often based on intuition rather than on science.

Eiben et al. [126] explain two categories of tuning methods:

1. non-iterative and

2. iterative tuners.

According to the authors, all tuning methods work by the GENERATE-and-TEST principle where each parameter vector is generated and their performance tested by executing the EA or in our case, a privacy algorithm. The non-iterative methods execute the GENERATE step once, creating a set of parameter vectors that are tested during the TEST step to find the “best param-
eter vector” in the set. Here the GENERATE step can be done via random sampling (our choice in this work), generating a systematic grid in the parameter space, or some space filling set of vectors. Iterative tuning methods start with a small initial set and create new vectors iteratively during execution [126]. These methods are commonly done via meta-EAs and Iterative Sampling Methods.

Like many algorithms, privacy algorithms come with at least one parameter that needs to be set. Considering that different parameter settings can cause large variation in performance [136], this places a lot of the burden on the data owner, whose only concern is whether or not to release data based on the algorithm performance of both high privacy and utility.

Another concern lies with the idea of a generalist result. Many of these privacy algorithms may come with recommended settings which the author(s) certified as able to work well on multiple and different problems. However, since the creator of the algorithm does not know about all the problems their algorithm will face, it may still be the case that the recommended parameter vectors will perform worse on other unseen problems. This idea has resulted in the “no-free-lunch” theorem for optimization [137] which states that for any algorithm, any elevated performance over one class of problems is offset by performance over another class. In other words algorithms performing well on one type of problem, will perform worse on another [125].

Recall that parameter tuning works by means of a generate-test method. In the case of privacy algorithms which have two objectives, during the TEST step, the performance is measured by the level of privacy offered and the utility from (say) defect prediction. In the end, the “best parameter vector” is the one with the best (or good enough) performance of high privacy and high utility.

The historical evidence is that parameter tuning can be very hard, possibly even needing state-of-the-art multiple objective optimizers [124]. For example, in standard tuning methods, associated with evolutionary algorithms, it is common practice to set a simulation limit to 1000. As a result, parameter tuning requires a lot of computer power [124]. In addition, from their results Smit et al. [124] found that overall, it was difficult for tuners to consistently reach areas with the best EA
setup that offered a good solution. From this they concluded that the tuning algorithms they studied needed to be ran several times in order to find a good parameter vector. The point of this chapter now is a “good news” result that, at least for privacy and defect prediction, we did not need to go to these extremes to find our “magic numbers”.

5.2 Experimental Setup

As explained, in this chapter we investigate the performance of CLIFF&MOPRH compared with other privacy methods specifically $k$-anonymity and data swapping, using parameter tuning experiments. The following sections explain our experimental setup, including the data sets and the defect predictor used.

5.2.1 Data

A total of 10 open-source static code defect data sets are used in this study. These data sets are the latest open-source releases from Table 3.1. They were collected and shared by Jureczko et al. [15,81]. As explained in Section 3.7.1, each instance in a data set represents a class and consists of two parts: 20 independent static code attributes and the dependent attribute labeled “defects” indicating the number of defects in the class. For our work, we refer to each class as an instance. Additionally, instances with no defects are labeled as $0$, and instances with one or more defects are labeled as $1$. Below we present short descriptions of the open-source Java projects and Table 5.1 shows the names and details of the data sets used in these experiments, the type (open-source or proprietary), the number of instances in each data set, and the number and percent of defects. In addition, recall that Table 2.1 describes the attributes of these data sets.

Short descriptions of the open-source Java projects are presented as follows:

• **Ant** [138], is a well known, java-based, shell independent, build tool. Ant is mainly used
to build Java applications. With Ant, developers can compile, assemble, test and run Java applications.

- **Camel**: According to [139], the Camel framework is a routing-engine builder that allows you to define your own routing rules, decide from which sources to accept messages, and determine how to process and send those messages to other destinations. Camel uses an integration language that allows you to define complex routing rules, akin to business processes. It also allows the developer an opportunity to integrate any kind of system, without the need to convert data to a canonical format.

- **Ivy** [140]: is a tool for managing (recording, tracking, resolving and reporting) project dependencies.

- **jEdit** [141]: is a cross platform programmer’s text editor written in Java.

- **Lucene** [141, 142]: provides Java-based indexing and search technology as well as spell-checking, hit highlighting and advanced analysis/tokenization capabilities.

- **Poi** [143]: creates and maintains Java APIs for manipulating various file formats based upon the Office Open XML standards (OOXML) and Microsoft’s OLE 2 Compound Document format (OLE2). In short, according to the project website [143], one can read and write MS Excel files using Java. In addition, you can read and write MS Word and MS PowerPoint files using Java.

- **Synapse** [144]: According to the project website [144], Synapse is a lightweight and high-performance Enterprise Service Bus (ESB). Powered by a fast and asynchronous mediation engine. It provides exceptional support for XML, Web Services and REST. In addition to XML and SOAP, Apache Synapse supports several other content interchange formats, such as plain text, binary, Hessian and JSON. The wide range of transport adapters available for Synapse, enables it to communicate over many application and transport layer protocols.
Apache Synapse supports HTTP/S, Mail (POP3, IMAP, SMTP), JMS, TCP, UDP, VFS, SMS, XMPP and FIX.

- **Velocity** [141, 145]: a Java-based template engine that permits anyone to use a powerful template language to reference objects defined in Java code. From their description, Jureczko et al. [141], go on to explain that Velocity separates Java code from web pages, making the websites more maintainable over a lifespan and providing a viable alternative to Java Server Pages or PHP, a server-side scripting language for web development.

- **Xalan** [146]: is an XSLT (Extensible Stylesheet Language Transformations) processor for transforming XML documents into HTML, text, or other XML document types.

- **Xerces** [147]: is a parser that supports XML 1.0 recommendation, and contains advanced parser functionality such as support for the W3C’s XML Schema recommendation version 1.0, DOM Level 2 version 1.0, and SAX Version 2, in addition to supporting the industry-standard DOM Level 1 and SAX version 1 APIs. Some applications for Xerces include: building XML-savvy Web servers, the next generation of vertical applications which will use XML as their data format, on-the-fly validation for creating XML editors, ensuring the integrity of e-business data expressed in XML, and building truly internationalized XML applications.

### 5.2.2 Benchmark Privacy Algorithms

In order to benchmark our approach, we compare it against data swapping and $k$-anonymity. Recall that data swapping is a standard perturbation technique used for privacy [5, 42, 63]. This is a permutation approach that de-associates the relationship between a non-sensitive quasi-identifier and a numerical sensitive attribute. In our implementation of data swapping, for each quasi-identifier a certain percent of the values are swapped with any other value in that quasi-identifier. For our experiments, these percentages are 10\%, 20\%, 40\% and 80\%.
Our implementation of \( k \)-anonymity follows the Datafly algorithm \cite{34,60} for \( k \)-anonymity. Recall from Section 2.4, that the algorithm starts with the input of a set of quasi-identifiers, \( k \), and a generalization hierarchy. Datafly replaces values in the quasi-identifiers according to the hierarchy. This generalization continues until there are \( k \) or fewer distinct instances which are suppressed.

Table 5.1: Objective Data Sets for Open-source Project Data

<table>
<thead>
<tr>
<th>Defect Data</th>
<th>Type</th>
<th># Instances</th>
<th># Defects</th>
<th>% Defects</th>
</tr>
</thead>
<tbody>
<tr>
<td>ant-1.7</td>
<td>open-source</td>
<td>1066</td>
<td>166</td>
<td>15.6</td>
</tr>
<tr>
<td>camel-1.6</td>
<td>open-source</td>
<td>1252</td>
<td>188</td>
<td>15.0</td>
</tr>
<tr>
<td>ivy-2.0</td>
<td>open-source</td>
<td>477</td>
<td>40</td>
<td>8.4</td>
</tr>
<tr>
<td>jEdit-4.1</td>
<td>open-source</td>
<td>644</td>
<td>79</td>
<td>12.3</td>
</tr>
<tr>
<td>lucene-2.4</td>
<td>open-source</td>
<td>536</td>
<td>203</td>
<td>37.9</td>
</tr>
<tr>
<td>poi-3.0</td>
<td>open-source</td>
<td>531</td>
<td>281</td>
<td>52.9</td>
</tr>
<tr>
<td>synapse-1.2</td>
<td>open-source</td>
<td>269</td>
<td>86</td>
<td>32.0</td>
</tr>
<tr>
<td>velocity-1.6</td>
<td>open-source</td>
<td>261</td>
<td>78</td>
<td>29.9</td>
</tr>
<tr>
<td>xalan-2.6</td>
<td>open-source</td>
<td>1170</td>
<td>411</td>
<td>35.1</td>
</tr>
<tr>
<td>xerces-1.3</td>
<td>open-source</td>
<td>545</td>
<td>69</td>
<td>12.7</td>
</tr>
</tbody>
</table>

5.2.3 Naive Bayes

We use Naive Bayes as our defect predictor based on an extensive study done by Lessmann et al. \cite{66} who found that Naive Bayes performs well compared to more complex predictors. In addition, another study by Menzies et al. \cite{69} endorsed Naive Bayes for building defect predictors since it performed better than the other learners used in their study, namely J48 and OneR.

Lewis \cite{83} describes Naive Bayes as a classifier based on Baye’s rule shown in Equation 5.1. It is a statistical based learning scheme which assumes that attributes are equally important and
where \( c_k \) is a member of the set of values for the dependent attribute. In our case \( c_k \) could be 0 or 1. Also, \( x \) represents a test instance or unknown instance. So, to classify a test instance, Naive Bayes finds the conditional probability of that instance being labeled \( c_k \). The \( c_k \) with the highest probability is chosen as the label for \( x \). We do not implement Naive Bayes ourselves, instead we use the Weka [148] implementation with the default values set.

### 5.2.4 Performance Evaluation

Privacy algorithms have two performance objectives: 1) privacy and 2) utility. To measure the privacy offered by a privacy algorithm for a specific data set we use Increase Privacy Ratio or IPR. A full explanation of IPR and how it works is in Section 4.3. IPR measures the sensitive attribute disclosure risk for specific attributes of a privatized data candidate by comparing query results with the original data. In this chapter we focus on lines of code as the sensitive attribute. Other sensitive attributes will be explored in the next chapter.

The size of a query represents the amount of background knowledge an attacker has about a target record in a data set. In the experiments of this dissertation we use a query size of 1 due to the analysis in Section 4.3.4, where when query size = 1, sensitive attribute value disclosure is worse than for higher query sizes.

To measure the utility of a privatized data set, we measure the performance of defect predictors. The performance measures used for the defect predictors are shown in Table 5.2 and summarized as follows:

- Recall or \( pd \) is equal to how much of the target (defective instances) are found. The higher the \( pd \), the fewer the false negative results.
• Probability of false alarm or pf measures how many of the instances that triggered the detector actually did not contain the target (defects) concept. Like pd, the highest pf is 100% however its optimal result is 0%.

• g-measure (harmonic mean of pd and 1-pf): Instead of the f-measure, we report on the g-measure. The 1-pf represents Specificity (not predicting instances without defects as defective). Specificity (1-pf) is used together with pd to form the G-mean\textsubscript{2} measure seen in Jiang et al. [86]. It is the geometric mean of the pd’s for both the majority and the minority class. In our case, we use these to form the g-measure which is the harmonic mean of pd and 1-pf.

Measures such as accuracy, precision, and f-measure are not shown in our experimental results since they are poor indicators of performance for data where the target class is rare (in our case, the defective instances). This is based on a study done by Menzies et al. [149] which shows that when data sets contain a low percentage of defects, precision can be unstable.

Table 5.2: Some popular measures used in software defect prediction work.

<table>
<thead>
<tr>
<th>Predicted</th>
<th>Actual</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>yes</td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td></td>
<td>no</td>
<td>FN</td>
<td>TN</td>
</tr>
<tr>
<td>Recall (pd)</td>
<td>( \frac{TP}{TP+FN} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pf</td>
<td>( \frac{FP}{TP+TN} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>g-measure</td>
<td>( \frac{2\times pd\times(100-pf)}{pd+(100-pf)} )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.3 Analysis 1. Does CLIFF&MORPH provide better balance between privacy and utility than other state-of-the-art privacy algorithms?

5.3.1 Design

Many privacy algorithms require that the data owner have some knowledge about how the algorithms work in order to use the appropriate parameters. Without the correct understanding it is possible to produce a privatized data candidate that is prone to malicious attacks. Therefore, a more substantial parameter tuning experiment is required to compare different privacy algorithms. We use the following experimental design to answer our first research question: given different parameter values, “Does CLIFF&MORPH provide better balance between privacy and utility than other state-of-the-art privacy algorithms?”

From Table 5.1, we use ant-1.7 as the training set and jEdit-4.1 as the test set. We first privatize ant-1.7 in 24 ways using the three privacy methods, with different parameter vectors. We then calculate their IPRs and the utility of the privatized data through CPDP with jEdit-4.1. These data sets are chosen and assigned arbitrarily to showcase the possible variance in the performance. In a later experiment looking at the generalizability of our parameter values, we consider more data from Table 5.1.

Table 5.3, shows the parameters and the values used in this experiment and Algorithm 3 shows the pseudo-code for the experimental design. Note that CLIFF&MORPH has two parameters to set (r and p). Here r is a random value that determines the border between an original instance and it’s nearest unlike neighbor (the instance with a different defect label). In previous work [11, 12], r was selected from a range of 0.15 to 0.35. Our intuition was that to establish a privatized data set that was both private and useful, we would change the data so that it was closer to the original instance than to it’s nearest unlike neighbor. In this experiment we increase that range to 0 to 1.
Table 5.3: Privacy algorithms and their parameter values used in this study.

<table>
<thead>
<tr>
<th>Privacy Algorithms</th>
<th>Parameters and Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLIFF&amp;MORPH</td>
<td>r: 0...1, p: {0.1, 0.2, 0.4}, k: NA, q: NA</td>
</tr>
<tr>
<td>Swapping</td>
<td>NA, p: {0.1, 0.2, 0.4, 0.8}, k: NA, q: NA</td>
</tr>
<tr>
<td>K-Anonymity</td>
<td>NA, p: NA, k: {2, 4, 8, 16}, q: 2...15</td>
</tr>
</tbody>
</table>

Algorithm 3 Pseudo-code of the experimental design for Analysis 1.

1: Input
2: Data: Train ant-1.7, Test jEdit-4.1
3: Algorithms: 1 CLIFF&MORPH, 2 Data Swapping, 3 k-anonymity
4: Parameters: r (0 to 1), p (0.1 0.2 0.4 0.8), k (2, 4, 8, 16), q (2 to 15)
5: Iterations: i = 24
6:
7: Output
8: 24 rows of {algorithm, ipr, g, r, p, k, q}
9:
10: while i ≥ 1 do
11:     if Rand(Algorithms) = 1 then
12:         CLIFF&MORPH(Rand(r), Rand(p = [0.2to0.8])) ⇔ {algorithm, ipr, g, r, p, k, q}
13:     else if Rand(Algorithms) = 2 then
14:         Data Swapping(Rand(p − 1.0)) ⇔ {algorithm, ipr, g, r, p, k, q}
15:     else
16:         k-anonymity(Rand(k), Rand(q)) ⇔ {algorithm, ipr, g, r, p, k, q}
17:     end if
18:     Decrement(i)
19: end while

For CLIFF&MORPH, p represents the proportion of data kept after applying CLIFF. Data Swapping has one parameter to set, p. Here p represents the proportion of attribute values randomly chosen to be swapped with any other of that attribute’s values. Last, k-anonymity has two parameter values to set, k and q. Values for k indicate that for the quasi-identifiers in a group, each instance is the same as k-1 other instances in the data set. Values for q represent the number of quasi-identifiers in the data set. Note that when a parameter is not applicable to a privacy method, NA is returned.
5.3.2 Results and Discussion

Figure 5.1: The IPRs and g-measures of CLIFF&MORPH, k-anonymity and data swapping. In this figure, an ideal method would have results at the top-right. CLIFF&MORPH outperforms both k-anonymity and data swapping with higher IPRs and g-measures. All algorithms show a wide variance in the IPR results while only k-anonymity also shows variance in the g-measures, decreasing as privacy (IPR) increases.

Figure 5.1 and Table 5.4 show the results of the IPRs and g-measures for 24 parameter tuning experiments for the privacy algorithms used in this study. From Figure 5.1 it is clear that CLIFF&MORPH outperforms both k-anonymity and data swapping with higher IPRs and g-measures. All the algorithms show a variance in the IPR results while only k-anonymity also shows variance in the g-measures, decreasing as privacy (IPR) increases. From Table 5.4 we also see the parameter values used for each experimental run. These results indicate that the parameter setting for the CLIFF&MORPH algorithm are less prone to large variance in the IPR and g-measures. However as the parameter settings changes for data swapping and k-anonymity, both show variance in IPR
Table 5.4: The results for 24 experimental runs with their parameter values used to find the g-measures and the IPRs.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>r</th>
<th>p</th>
<th>k</th>
<th>q</th>
<th>ipr</th>
<th>g</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLIFF&amp;MORPH</td>
<td>0.7</td>
<td>0.1</td>
<td>NA</td>
<td>NA</td>
<td>78.1</td>
<td>74.9</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>0.1</td>
<td>NA</td>
<td>NA</td>
<td>82.0</td>
<td>76.7</td>
</tr>
<tr>
<td></td>
<td>0.4</td>
<td>0.4</td>
<td>NA</td>
<td>NA</td>
<td>64.8</td>
<td>75.6</td>
</tr>
<tr>
<td></td>
<td>0.7</td>
<td>0.4</td>
<td>NA</td>
<td>NA</td>
<td>64.8</td>
<td>71.5</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>0.2</td>
<td>NA</td>
<td>NA</td>
<td>75.8</td>
<td>76.4</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>0.1</td>
<td>NA</td>
<td>NA</td>
<td>73.4</td>
<td>74.0</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>0.4</td>
<td>NA</td>
<td>NA</td>
<td>63.3</td>
<td>75.2</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>0.4</td>
<td>NA</td>
<td>NA</td>
<td>58.6</td>
<td>75.0</td>
</tr>
<tr>
<td>Data Swapping</td>
<td>NA</td>
<td>0.4</td>
<td>NA</td>
<td>NA</td>
<td>31.3</td>
<td>71.5</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>0.1</td>
<td>NA</td>
<td>NA</td>
<td>12.5</td>
<td>74.3</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>0.8</td>
<td>NA</td>
<td>NA</td>
<td>66.4</td>
<td>70.5</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>0.8</td>
<td>NA</td>
<td>NA</td>
<td>60.9</td>
<td>65.9</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>0.8</td>
<td>NA</td>
<td>NA</td>
<td>62.5</td>
<td>63.9</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>0.4</td>
<td>NA</td>
<td>NA</td>
<td>35.2</td>
<td>71.9</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>0.1</td>
<td>NA</td>
<td>NA</td>
<td>10.2</td>
<td>71.1</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>0.4</td>
<td>NA</td>
<td>NA</td>
<td>35.9</td>
<td>71.2</td>
</tr>
<tr>
<td>K-Anonymity</td>
<td>NA</td>
<td>NA</td>
<td>8</td>
<td>9</td>
<td>43.0</td>
<td>35.3</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>NA</td>
<td>2</td>
<td>15</td>
<td>52.3</td>
<td>50.7</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>NA</td>
<td>2</td>
<td>6</td>
<td>21.9</td>
<td>71.9</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>NA</td>
<td>2</td>
<td>4</td>
<td>14.1</td>
<td>72.2</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>NA</td>
<td>2</td>
<td>3</td>
<td>10.2</td>
<td>72.2</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>NA</td>
<td>4</td>
<td>5</td>
<td>25.0</td>
<td>69.4</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>NA</td>
<td>16</td>
<td>9</td>
<td>52.3</td>
<td>38.6</td>
</tr>
<tr>
<td></td>
<td>NA</td>
<td>NA</td>
<td>4</td>
<td>8</td>
<td>37.5</td>
<td>65.0</td>
</tr>
</tbody>
</table>

with data swapping ranging from 10.2% to 66.4% and k-anonymity ranging from 10.2% to 52.3%.

In addition k-anonymity also shows a large variance in g-measures ranging from 35.3% to 72.2%.

This result for k-anonymity is consistent with work done by Grechanik et al. [3] where increasing privacy by increasing k decreased their utility which they measured as test coverage. In addition, the high g-measures for data swapping can be as a result of instances maintaining certain distribution properties that allow it to be more effective in preserving utility than privacy algo-
gorithms that use data suppression and data generalization like $k$-anonymity [5]. Finally, we attribute the high IPRs for CLIFF&MORPH to instance selection with CLIFF which offers 100% privacy to those instances not selected for sharing and the high $g$-measures and IPRs to MORPH which insures that the remaining instances are mutated to the point that their class labels do not change.

From these results, we can now answer RQ1, Does CLIFF&MORPH provide better balance between privacy and utility than other state-of-the-art privacy algorithms? Our answer is:

**A1**: For the various parameter values investigated, it is clear that CLIFF&MORPH offer the better balance for privacy and utility than both data swapping and $k$-anonymity. In addition, these results also indicate that in cases where privacy algorithms contain at least one parameter to set, parameter tuning is necessary for adequate comparison of privacy algorithms used in this study (some more than others).

### 5.4 Analysis 2. How hard is parameter tuning for privacy algorithms?

#### 5.4.1 Design

In this analysis, we expand on the design of our first analysis from Algorithm 3 by increasing $i$ to 192. In other words, we do a total of 192 runs of parameter tuning experiments for the three privacy algorithms studied in this work. We do this to see if the results stabilize and how long it takes to do so in terms of the number of experimental runs of the privacy algorithms.

#### 5.4.2 Results

Figure 5.2 and Table 5.5 show the results of this experiment. From Figure 5.2, we see the stability of the performance of the privacy algorithms, CLIFF&MORPH, data swapping and $k$-anonymity.
Chart $a$ shows the results of 24 runs as seen in our first analysis, $b$ shows 48, $c$ shows 96 and $d$ shows 192 experiment runs.

The following general pattern holds as the number of runs increase. As before, the $k$-anonymity algorithm has large variance for both the IPR and $g$-measures. Data swapping shows large variance for IPR and minimal variance on $g$-measures. The CLIFF&MORPH algorithm with variance on IPR and higher $g$-measures than both $k$-anonymity and data swapping. This shows that finding a privatized data candidate that meets a data owner’s standards for privacy and utility does not require an exhaustive search.

Table 5.5 offers a closer look at the results. For all 192 runs we sort them in descending order according to the harmonic mean of the IPR and the $g$-measure calculated as follows:

$$\frac{2 \times \text{i}pr \times g}{\text{i}pr + g}$$

Also included in Table 5.5 are the a, b, c and d columns from the charts in Figure 5.2. They represent the results of 24, 48, 96 and 192 experimental runs respectively. The checkmarks in these columns indicate the amount of runs required before each of the top 10 results are found. Also included in the last two rows of the table are the results for data swapping and $k$-anonymity, with the first column indicating where they rank in terms of the harmonic mean for 192 runs, 55 and 145 respectively.

Finally, the checkmarks in columns in $a$, $b$, $c$ and $d$ for each level of background knowledge show that after only 24 simulations, we were able to find at least one result in the top 10. Additionally, this number more than doubles after 48 simulations.

### 5.4.3 Discussion

From the results of our first analysis we found that parameter tuning is necessary when using privacy algorithms because of the large variance in IPR and $g$-measures. However we wondered
Figure 5.2: The stability of the performance of the privacy algorithms, CLIFF&MORPH, Data Swapping and k-anonymity. a) Shows the results of 24 simulations, b) shows 48, c) 96 and d) 192 runs. As seen, the general pattern holds as the number of runs increase. This shows that finding a privatized data candidate that satisfies a data owner’s criteria is not exhaustive.

about the number of runs that would be required to find an adequate solution. To answer this question, for our second analysis we increased the number of runs to determine if the top results at 192 runs were present at 24, 48 and 96 runs.

The first thing to notice is that neither data swapping nor k-anonymity appear in the top 10 privatized data candidates. We conclude that for data swapping this is because the IPRs are low when the probability of swapping values are low. While for k-anonymity we conclude that this is
Table 5.5: This table shows the top 10 privatized data candidates sorted in descending order according to the harmonic mean between IPR and G-Measure. Only CLIFF&MORPH appears in the top 10 and all of them appeared after 48 runs of the algorithm. Data Swapping and K-Anonymity have the 55th and 145th harmonic means of 192 experimental runs.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>IPR</th>
<th>G-Measure</th>
<th>Harmonic Mean</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CLIFF&amp;MORPH</td>
<td>82.0</td>
<td>76.7</td>
<td>79.3</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>CLIFF&amp;MORPH</td>
<td>80.5</td>
<td>75.9</td>
<td>78.1</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>CLIFF&amp;MORPH</td>
<td>80.5</td>
<td>74.7</td>
<td>77.5</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>CLIFF&amp;MORPH</td>
<td>80.5</td>
<td>74.6</td>
<td>77.4</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>CLIFF&amp;MORPH</td>
<td>79.7</td>
<td>75.2</td>
<td>77.4</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>CLIFF&amp;MORPH</td>
<td>79.7</td>
<td>74.8</td>
<td>77.2</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>CLIFF&amp;MORPH</td>
<td>78.9</td>
<td>75.4</td>
<td>77.1</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>CLIFF&amp;MORPH</td>
<td>78.1</td>
<td>75.0</td>
<td>76.5</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>CLIFF&amp;MORPH</td>
<td>78.1</td>
<td>74.9</td>
<td>76.5</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>CLIFF&amp;MORPH</td>
<td>77.3</td>
<td>75.6</td>
<td>76.5</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>Data Swapping</td>
<td>66.4</td>
<td>70.5</td>
<td>68.4</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>145</td>
<td>K-Anonymity</td>
<td>49.2</td>
<td>66.0</td>
<td>56.4</td>
<td>√</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

because $k$-anonymity offers no protection against background knowledge [35] used for sensitive attribute disclosure attacks and so their IPRs generally tend to be low. In addition, on occasions when the IPRs are high due to high $k$ and $q$ values, their $g$-measures are low.

We also found that the top results for each privacy algorithms studied, can be found at 24 simulations. Based on the findings of our second analysis, we answer RQ2 (“How hard is parameter tuning for privacy algorithms?”) as follows:

**A2:** When seeking the best parameter values for privacy algorithms, the search does not have to be exhaustive. A best privatized data candidate can be found in a few runs, in this case 24.
5.5 Analysis 3. Are the results for parameter tuning for privacy algorithms useful for reducing the search budget?

Recall that conclusions made from previous analyses are based on the CPDP results using only two project defect data sets, *ant-1.7* as the training set and *jEdit-4.1* as the test set. In this section we explore the notion that the “best parameter values” learned from our second analysis can be used for other projects as well. Since the data owners’ search ends when they are satisfied with a particular result, the ability to transfer parameter knowledge would reduce any search budget (i.e. number of runs).

With multiple privacy algorithms and even more possible parameter values, there is a concern about the search budget required to find the “best parameter values” for each algorithm. However, the goal of producing a privatized data candidate is not necessarily to find the absolute best result. That would require testing all the possible parameter vectors and their algorithms. Instead it is the data owners’ who decide on what is their best result. This may be based on company guidelines or personal choice.

5.5.1 Design

In this experiment we want to find out if lessons learned from one project can be transferred to other projects to reduce the search budget. The lessons learned here are the “best parameter values” for the privacy algorithms studied here. Figure 5.3, Figure 5.4, and Figure 5.5 show the parameter values used in the previous analyses in this chapter, and the performance measured as the harmonic mean of IPR and the $g$-measure (see Equation 5.2). These figures help support our choices of best parameter values for each privacy algorithm.

For CLIFF&MORPH, based on Figure 5.3 we see that $r$ which Class Boundary (r) used by the MORPH algorithm to determine how much the new synthetic instance should move to its nearest unlike neighbor. works well for all values in the range of 0 to 1, however we limit the range of
Figure 5.3: The parameters that allow CLIFF&MORPH to have the best performance. For the Class Boundary (r) used by the MORPH algorithm to determine how much the new synthetic instance should move to its nearest unlike neighbor. From this chart we choose a range of 0.3 to 1 for r. For CLIFF&MORPH, we choose p=0.1 and 0.2, i.e. after applying CLIFF, we choose 10% or 20% of the top ranked instances.
Parameter Tuning for $k$-anonymity

Figure 5.4: The parameters that allow $k$-anonymity to have the best performance. From chart on the top we choose $k=2$ and $q$ is a range from 8 to 15.

$r$ to 0.3 to 1 which contains the majority of the better results. Also for $p$ which is the CLIFF selection size we decided on 0.1 and 0.2. For data swapping, the probability of swap ($p$) is 0.8, since Figure 5.5 shows it to have a much higher harmonic mean than the other three values. All
Figure 5.5: The parameters that allow data swapping to have the best performance. From this chart we choose 0.8 for the probability of swap(p).

harmonic means with 0.8 are at 55% and above while all others are 55% and below. Finally for $k$-anonymity, from Figure 5.4, $k$ is set to two and four, while $q$ the number of QIDs will have a range of 8 to 15.

We privatize the data sets and perform CPDP experiments. We benchmark this work with the CPDP of the original (non-privatized) data. The pseudo-code for the experimental design is shown in Algorithm 4 for CLIFF&MORPH. The same holds for the other algorithms and their parameter values as well.

### 5.5.2 Results

Table 5.6 shows the $g$-measures based on the “best parameter values” for CLIFF&MORPH, data swapping and $k$-anonymity from Analysis 2. For the test set we continue to use jEdit-4.1 as a constant in our analysis. What we find here is that there is no significant difference between each
Algorithm 4 Pseudo-code of the experimental design for Analysis 3.

1: Input
2: Data: ant-1.7, camel-1.6, ivy-2.0, jEdit-4.1, lucene-2.4, poi-3.0, synapse-1.2, velocity1.6, xalan-2.6, xerces-1.3,
3: Algorithm: CLIFF&MORPH
4: Parameters: r 0.3 to 1, p 0.1 or 0.2
5: Learner: Naive Bayes
6:
7: Output and initial values
8: \( IPR \leftarrow \emptyset \{R\} \) turns the IPRs of privatized Data.
9: \( G \leftarrow \emptyset \{R\} \) turns the matrix of g-measures of Data from CPDP.
10: \( G' \leftarrow \emptyset \{R\} \) turns the matrix of g-measures of privatized Data from CPDP.
11:
12: for \( d \) in Data do
13: \( \text{CLIFF&MORPH}(d, r, p) \rightarrow \text{private}_d \)
14: \( IPR \leftarrow \text{IPR}(d, \text{private}_d) \)
15: for \( d' \) in Data - \( d \) do
16: \( G \leftarrow \text{CPDP}(d, d', \text{learner}) \)
17: \( G' \leftarrow \text{CPDP}(	ext{private}_d, d', \text{learner}) \)
18: end for
19: end for
20: return \( IPR, G, G' \)

Table 5.6: G-measures for privacy algorithms using parameter values learned from the parameter experiments from Analysis 2. These are compared with the results for the original data. The bold numbers of each row indicates that it is the highest value for the privacy algorithms.

<table>
<thead>
<tr>
<th>Projects</th>
<th>Original</th>
<th>CLIFF&amp;MORPH</th>
<th>Data Swapping</th>
<th>K-Anonymity</th>
</tr>
</thead>
<tbody>
<tr>
<td>ant-1.7</td>
<td>75.1</td>
<td>75.8</td>
<td>61.9</td>
<td>66.0</td>
</tr>
<tr>
<td>camel-1.6</td>
<td>73.2</td>
<td>58.3</td>
<td>44.5</td>
<td>59.4</td>
</tr>
<tr>
<td>ivy-2.0</td>
<td>67.6</td>
<td>55.1</td>
<td>30.0</td>
<td>53.0</td>
</tr>
<tr>
<td>lucene-2.4</td>
<td>77.4</td>
<td>71.6</td>
<td>67.6</td>
<td>66.6</td>
</tr>
<tr>
<td>poi-3.0</td>
<td>71.1</td>
<td>52.3</td>
<td>64.1</td>
<td>60.4</td>
</tr>
<tr>
<td>synapse-1.2</td>
<td>78.5</td>
<td>72.6</td>
<td>57.3</td>
<td>58.0</td>
</tr>
<tr>
<td>velocity-1.6</td>
<td>57.7</td>
<td>67.5</td>
<td>63.9</td>
<td>43.1</td>
</tr>
<tr>
<td>xalan-2.6</td>
<td>69.6</td>
<td>69.3</td>
<td>49.2</td>
<td>59.3</td>
</tr>
<tr>
<td>xerces-1.3</td>
<td>73.5</td>
<td>70.9</td>
<td>63.6</td>
<td>60.6</td>
</tr>
<tr>
<td><strong>Median</strong></td>
<td><strong>73.2</strong></td>
<td><strong>69.3</strong></td>
<td><strong>61.9</strong></td>
<td><strong>59.4</strong></td>
</tr>
</tbody>
</table>

result for the privacy algorithms and the original data. This is according to the Mann Whitney U test [2] \((P >= 0.05, \text{two-tailed test})\). So the “best parameter values” work for other data.

Figure 5.6 shows the median IPR results for each privacy algorithm from applying “best” parameter values from Analysis 2. CLIFF&MORPH has the highest median IPR at 71.3 followed by
Figure 5.6: Median IPR results for each privacy algorithm from applying “best” parameter values from Analysis 2. According to the Mann Whitney U test \[2\] \((P < 0.05\), two-tailed test\), CLIFF&MORPH has significantly better IPRs than both data swapping and \(k\)-anonymity.

Data swapping with 61.0, then \(k\)-anonymity with 50.9. According to the Mann Whitney U test \[2\] \((P < 0.05\), two-tailed test\), CLIFF&MORPH has significantly better IPRs than both data swapping and \(k\)-anonymity.

5.5.3 Discussion

From our second analysis we found that “best parameter values” for privacy algorithms can be found with a search budget of 24 runs. But, could the parameters learned be transferred to other projects to reduce the search budget? The results in Table 5.6 indicate that this maybe the case.

In the best case, if the performance of transferred parameters meet the data owners’ standards, the search budget is nil. In the worst case, if expectations are not met, the transferred parameters offer knowledge of what is not acceptable, thereby reducing the search budget.

Looking at Table 5.6 more closely, we see that 4 out of 9 data sets have relatively higher
$g$-measures for the “Original” data than the data we applied privacy algorithms to. For example, *camel-1.6* has a $g$-measure of 73.2 while the $g$-measures for the privacy algorithms range from 44.5 to 59.4. This pattern follows with *ivy-2.0, poi-3.0, and synapse-1.2*. In these cases we attribute this to information loss after applying the privacy algorithms with the learned parameters from the previous analysis. In addition, for the cases of *camel-1.6 and ivy-2.0* which both have small percentages of defects, 15% and 8.4% respectively, this severe imbalance could have contributed to the degradation from the “Original” result. We also see the opposite pattern with *velocity-1.6.1*, where its $g$-measure of 57.7 is less than that for CLIFF&MORPH and Data Swapping, but higher than that of $k$-anonymity. We attribute this result to the possible overlapping of defective instances and non-defective instances in the *velocity-1.6.1*, making it difficult for the Naive Bayes learner to distinguish between the two class values.

Using these results, we can now address RQ3 (“Are the results for parameter tuning for privacy algorithms useful for reducing the search budget?”). Our answer is as follows:

**A3**: When it comes to both privacy (IPR) and utility ($g$-measure), the “best parameter values” from CLIFF&MORPH appears to be generalist in nature for the static code defect data used in this study and can reduce the search budget. In other words, we were able to successfully transfer the “best parameter values” from one train-test combination to other project combinations with significantly higher IPRs than both data swapping and $k$-anonymity. This is done with a reduced search budget since we are able to start with promising parameter vectors that produce good results.

### 5.6 Related Work

To the best of our knowledge, this is the first work on parameter tuning for privacy algorithms in the CPDP context. However, there are some studies on integrating background knowledge into privacy algorithms which put the burden on the data owner for setting parameters based on how
much information an attacker may have about their target. Here we use background knowledge as a means to measure privacy and found a contradictory result with swapping in that the less the attacker knew the more likely they were to discover the sensitive attribute value of their target.

Martin et al. [53] provide one of the first methods for modeling an attacker’s background knowledge. Their work does not assume that you know the attacker’s background knowledge, instead, they assume bounds on the attacker’s knowledge in terms of the number of basic units of knowledge of the attacker. In other words the authors take the worst-case view where the attacker obtained the complete information about which individuals have records in the data set.

This work was then extended by Chen et al. [150]. They complained that the formal language developed by Martin et al. quantified background knowledge in a less than intuitive fashion. They also stated that because of this it would be difficult for the data owner to set an appropriate value for $k$ which is the number of $k$ implications that an attacker may know. To improve on this, Chen et al. provide an intuitive and therefore usable, quantification of an attacker’s background knowledge. They consider three types of knowledge that arise naturally:

1. Knowledge about the target individual.
2. Knowledge about others.
3. Knowledge about same value families.

5.7 Conclusions

Privacy algorithms with at least one parameter value to set, places the burden on the data owner to know how the algorithm works in order to select the best parameter value(s) to produce a private data set that is less prone to malicious privacy attacks than the original data. Through a more substantial experiment than previous work [11, 12] we show that CLIFF&MORPH creates more privatized data candidates that have higher IPRs and g-measures than other privacy algorithms.
studied here (Figure 5.2). Our results also indicate that setting parameters is not a trivial task. The results of a total of 192 runs show variance in the IPRs (used for measuring privacy) and/or g-measures (used for measuring utility) for the three privacy algorithms used in our study. However, we also found that the data owner does not have to embark on an exhaustive search to find the “best parameter values” to produce a private data set for publication. Last, we show that it is possible for a the “best parameter values” to generalize to other projects with results that indicate a better privacy algorithm than previous work.

The results of this chapter are based on a data owner preventing or reducing the risk of sensitive attribute disclosure attacks for loc. As shown in Section 4.3.4, IPR values can differ according to what sensitive attributes are used. In Chapter 6, in addition to focusing on private multiparty data privacy with LACE, our experiment will also look at protecting other sensitive attributes in the data.
Chapter 6

Experiment 2: LACE for Private Multiparty Data Sharing

6.1 Introduction

In Section 3.7 we recalled the result of Zimmermann et al. [19] that stated:

Firefox predicts IE, but IE does not predict Firefox.

We showed that like the Firefox and IE (Internet Explorer) example, it is possible to build predictors from open source projects for proprietary projects. In the Zimmermann study, they did not use any transfer learning techniques to improve on the cross defect prediction result. So the follow-up question to that study is, “With the application of transfer learning techniques, can IE predict Firefox?” Without access to the IE data due to privacy concerns, we cannot answer this question for IE. As a result, in this chapter we focus on privacy for other accessible proprietary data with the scenario of private multiparty data sharing.

This is another mode of LACE where multiple data owners share privatized versions of their data, based on what others have shared. This results in a collective data set we call a private cache. Data owners that understand the benefits of collaboration, are wary of the consequences and/or
dangers (disclosure of sensitive data) of joining their databases. In this chapter we investigate the feasibility for allowing this collaboration while limiting the knowledge gain of another’s data. In other words, if two data owners (A and B) are collaborating, A will not gain knowledge about B’s data and vice versa.

We accomplish this as follows: when each data owner has possession of the private cache, they observe its content and if they have different information to add, they first privatize it and then add the new data to the private cache. This is then passed on to the next data owner.

6.2 Experimental Setup

To evaluate LACE for the case where multiple data owners want to collaborate with each other and share their data collectively, we conduct experiments in different settings:

- cross project defect prediction without LACE and without a transfer learning technique;
- cross project defect prediction with LACE and without transfer learning with relevancy filtering;
- cross project defect prediction with LACE and with relevancy filtering [18].

Recall from Chapter 4 that to create the private cache for multiple data owners, LACE proceeds as follows:

1. Each data owner applies CLIFF to their data. Only the data selected by CLIFF are used in LACE.

2. The initiator (the first to submit data to the private cache) is chosen at random and applies LeaF (Section 4.2.4) to minimize its CLIFFed data.

3. The results are then privatized with MORPH (Section 4.2.2), and are the beginnings of the private cache.
4. The private cache is sent to the second randomly chosen site (data owner), where they test each instance of their CLIFFed data using LeaF and the private cache. The test involves each instance finding its nearest exemplar in the private cache and if their class labels are different and/or they are a certain distance away then that instance is MORPHed and added to the cache.

5. Once this is complete the private cache moves on to the next random data owner and the process repeats.

6. The protocol is complete when all data owners involved have had a chance to contribute to the private cache.

All our experiments are designed around research questions RQ4 and RQ5 from the introduction. First, to check if LACE can provide adequate protection against sensitive attribute disclosure for each data owner (RQ4), before adding their MORPHed exemplars to the private cache we use the new exemplars and the original data to calculate the IPR (explained in Chapter 4, Section 4.3). Second, to determine if the data resulting from private multiparty data sharing (private cache) are useful for cross project defect prediction (RQ5), we baseline our work with a cross project defect prediction using the original data to build the defect predictor.

For the cross project defect prediction experiments with LACE, the defect predictors are built from LACEd (exemplars in the private cache) as well as Naive Bayes [83] from WEKA [148]. We run our experiments six times and the medians for IPR and the prediction performance are calculated. This is done to avoid the order bias in randomly selecting data sets to pass the private cache. Because of the incremental learning aspect of LeaF, the order in which data owners contribute to the private cache matters. The order can affect the number of exemplars found for each data set as well as the total number of exemplars that end up in the private cache.
Table 6.1: Objective Data Sets for Open-source and Proprietary Project Data.

<table>
<thead>
<tr>
<th>Defect Data</th>
<th>Type</th>
<th># Instances</th>
<th># Defects</th>
<th>% Defects</th>
</tr>
</thead>
<tbody>
<tr>
<td>ant-1.7</td>
<td>open-source</td>
<td>1066</td>
<td>166</td>
<td>15.6</td>
</tr>
<tr>
<td>camel-1.6</td>
<td>open-source</td>
<td>1252</td>
<td>188</td>
<td>15.0</td>
</tr>
<tr>
<td>ivy-2.0</td>
<td>open-source</td>
<td>477</td>
<td>40</td>
<td>8.4</td>
</tr>
<tr>
<td>jEdit-4.1</td>
<td>open-source</td>
<td>644</td>
<td>79</td>
<td>12.3</td>
</tr>
<tr>
<td>lucene-2.4</td>
<td>open-source</td>
<td>536</td>
<td>203</td>
<td>37.9</td>
</tr>
<tr>
<td>poi-3.0</td>
<td>open-source</td>
<td>531</td>
<td>281</td>
<td>52.9</td>
</tr>
<tr>
<td>synapse-1.2</td>
<td>open-source</td>
<td>269</td>
<td>86</td>
<td>32.0</td>
</tr>
<tr>
<td>velocity-1.6</td>
<td>open-source</td>
<td>261</td>
<td>78</td>
<td>29.9</td>
</tr>
<tr>
<td>xalan-2.6</td>
<td>open-source</td>
<td>1170</td>
<td>411</td>
<td>35.1</td>
</tr>
<tr>
<td>xerces-1.3</td>
<td>open-source</td>
<td>545</td>
<td>69</td>
<td>12.7</td>
</tr>
<tr>
<td>prop2-ver276</td>
<td>proprietary</td>
<td>2472</td>
<td>334</td>
<td>13.5</td>
</tr>
<tr>
<td>prop5-ver185</td>
<td>proprietary</td>
<td>3260</td>
<td>268</td>
<td>8.2</td>
</tr>
<tr>
<td>prop42-ver454</td>
<td>proprietary</td>
<td>295</td>
<td>13</td>
<td>4.4</td>
</tr>
</tbody>
</table>

6.2.1 Data

We use a total of 13 of the static code defect data sets [15, 81] (10 open-source and 3 proprietary). Table 6.1 shows the defect data used in LACE to make the private cache in the last three gray rows. These are proprietary data sets and are chosen because of their relative similarity to the 10 open source projects in Table 6.1. The similarity of the data set are calculated using the data similarity method in Section 3.7, Figure 3.3. Figure 6.1 illustrates the results. As seen, all open source data sets are close together while the proprietary data sets are spread apart. Each of the three similar proprietary projects represents data from a data owner and are used to build the private cache. The open source projects are the test defect data used in cross defect prediction experiments with the private cache. In addition, recall that in Section 5.2.1 we presented descriptions of the open-source data shown in Table 6.1 and Table 2.1 which describes the attributes of these data.
The proprietary data (prop2-ver276, prop5-ver185, and prop42-ver454) used in this experiment are all from the insurance domain and are developed by the same software development company by international teams in a plan-driven manner [151]. Madeyski et al. [151] explain that the projects are from the insurance domain and are custom built solutions with more than five years of development history. These projects also implement different feature sets according to the individual customer requirements. Finally, all of them are developed using Java enterprise technologies and frameworks, as well as already installed in customer environments.

Figure 6.1: Shows the difference between the proprietary data and the open-source data.

### 6.2.2 Performance Evaluation

Recall that privacy algorithms have two performance objectives: 1) privacy and 2) utility. To measure the privacy offered by a privacy algorithm for a specific data set we use a Increase Privacy Ratio or IPR [12], which measures the risk of a sensitive attribute disclosure attack. We explain how IPR works in Section 4.3. In previous work IPR only measured how protected one sensitive attribute (LOC) would be if the data were published with all other attribute values changed by MORPHing and LOC values remained intact. In this chapter we investigate the IPRs when five additional sensitive attributes. In addition, we present results for when the data owner chooses to
mask the sensitive attribute values by allowing them to be MORPHed. As in Chapter 5, to measure the utility of the data generated by LACE (with sensitive attribute values masked), we measure the performance of defect predictors built with Naive Bayes [83] from WEKA [148].

Finally, recent success in cross project defect prediction is due to transfer learning. One transfer learning method is *relevancy filtering* [18, 24, 28]. Turhan et al. used a k-nearest neighbor filtering method to measure the similarity (with Euclidean distance) between test and train data. In their experiment they found $k=10$ nearest training instances for each test instance. It is these selected train instances that are used in cross project defect prediction experiments. We apply Turhan’s *relevancy filter* to our private cache for each test data set used in this work. However instead of using $k=10$, we tune $k$ through initial experimentation with cross project defect prediction on the combination of the three proprietary data sets and the open source data and found that $k=5$ produced the better g-measure. Therefore all our experiments use $k=5$ when applying relevancy filtering.

### 6.3 Experimental Results

We organize our results around research questions RQ4 and RQ5 from the introduction.

#### 6.3.1 Privacy

In this section we seek to find out if privacy offered by using LACE is adequate. Privacy is achieved in two ways: 1) Removal of data (minimization) and 2) MORPHing of the remaining data. We evaluate the privacy offered to each data owner with IPR both when sensitive attribute values intact and masked. We found that:

Table 6.2 displays the median results of IPRs of the data submitted to the private cache by each data owner (three total). Results are with the sensitive attribute values intact. The medians are calculated after six experimental runs. IPR results are shown for six individual sensitive attributes
and one combination of three sensitive attributes in the last column. This is shown for each of the three data sets that contributed to the private cache. In addition, the number and percent of exemplars contributed by each data owner are shown.

Table 6.2: This table shows the number and percentages of data added to the private cache by each data owner. Also shown are the IPRs for six sensitive attributes calculated individually then together. These results are based on the data owner sharing their data with the sensitive attribute values intact.

<table>
<thead>
<tr>
<th>Sensitive Attributes</th>
<th>Data</th>
<th>Size</th>
<th># Exemplars</th>
<th>% Exemplars</th>
<th>IPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>loc</td>
<td>prop42-ver454</td>
<td>295</td>
<td>5</td>
<td>2%</td>
<td>94.7</td>
</tr>
<tr>
<td></td>
<td>prop2-ver276</td>
<td>2472</td>
<td>56</td>
<td>2%</td>
<td>73.9</td>
</tr>
<tr>
<td></td>
<td>prop5-ver185</td>
<td>3260</td>
<td>63</td>
<td>2%</td>
<td>83.3</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>6027</td>
<td>124</td>
<td>2%</td>
<td>84.0</td>
</tr>
<tr>
<td>wmc</td>
<td>prop42-ver454</td>
<td>295</td>
<td>15</td>
<td>5%</td>
<td>76.5</td>
</tr>
<tr>
<td></td>
<td>prop2-ver276</td>
<td>2472</td>
<td>98</td>
<td>4%</td>
<td>80.9</td>
</tr>
<tr>
<td></td>
<td>prop5-ver185</td>
<td>3260</td>
<td>73</td>
<td>2%</td>
<td>89.3</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>6027</td>
<td>186</td>
<td>3%</td>
<td>82.2</td>
</tr>
<tr>
<td>mfa</td>
<td>prop42-ver454</td>
<td>295</td>
<td>9</td>
<td>3%</td>
<td>57.1</td>
</tr>
<tr>
<td></td>
<td>prop2-ver276</td>
<td>2472</td>
<td>70</td>
<td>3%</td>
<td>17.5</td>
</tr>
<tr>
<td></td>
<td>prop5-ver185</td>
<td>3260</td>
<td>76</td>
<td>2%</td>
<td>13.0</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>6027</td>
<td>155</td>
<td>3%</td>
<td>29.2</td>
</tr>
<tr>
<td>dit</td>
<td>prop42-ver454</td>
<td>295</td>
<td>8</td>
<td>3%</td>
<td>88.3</td>
</tr>
<tr>
<td></td>
<td>prop2-ver276</td>
<td>2472</td>
<td>67</td>
<td>3%</td>
<td>73.0</td>
</tr>
<tr>
<td></td>
<td>prop5-ver185</td>
<td>3260</td>
<td>75</td>
<td>3%</td>
<td>38.9</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>6027</td>
<td>150</td>
<td>2%</td>
<td>66.8</td>
</tr>
<tr>
<td>noc</td>
<td>prop42-ver454</td>
<td>295</td>
<td>13</td>
<td>4%</td>
<td>49.6</td>
</tr>
<tr>
<td></td>
<td>prop2-ver276</td>
<td>2472</td>
<td>79</td>
<td>3%</td>
<td>20.2</td>
</tr>
<tr>
<td></td>
<td>prop5-ver185</td>
<td>3260</td>
<td>87</td>
<td>3%</td>
<td>11.0</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>6027</td>
<td>179</td>
<td>3%</td>
<td>26.9</td>
</tr>
<tr>
<td>rfc</td>
<td>prop42-ver454</td>
<td>295</td>
<td>8</td>
<td>3%</td>
<td>98.2</td>
</tr>
<tr>
<td></td>
<td>prop2-ver276</td>
<td>2472</td>
<td>64</td>
<td>3%</td>
<td>92.8</td>
</tr>
<tr>
<td></td>
<td>prop5-ver185</td>
<td>3260</td>
<td>58</td>
<td>2%</td>
<td>95.8</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>6027</td>
<td>130</td>
<td>2%</td>
<td>95.6</td>
</tr>
<tr>
<td>loc:wmc:mfa</td>
<td>prop42-ver454</td>
<td>295</td>
<td>5</td>
<td>2%</td>
<td>89.4</td>
</tr>
<tr>
<td></td>
<td>prop2-ver276</td>
<td>2472</td>
<td>47</td>
<td>2%</td>
<td>72.8</td>
</tr>
<tr>
<td></td>
<td>prop5-ver185</td>
<td>3260</td>
<td>57</td>
<td>2%</td>
<td>74.0</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>6027</td>
<td>109</td>
<td>2%</td>
<td>78.7</td>
</tr>
</tbody>
</table>

From the results in Table 6.2, we see that each data owner provides less than 6% of their data
to the private cache. The majority of them provide approximately 2% of their data. Table 6.2 also shows the IPR is dependent on the sensitive attributes. For five out of the seven cases of sensitive attributes studied, the average IPR is above 65%. From the remaining two (mfa and noc), the lowest average is 26.9. This is an expected result based on the IPR analysis done in Section 4.3.4. We found that these attribute values are heavily skewed and therefore an attacker’s best guess strategy will be successful and therefore produce low IPRs. For those data sets with low IPRs for specific sensitive attributes, data owners can choose not to add their exemplars to the private cache.

Table 6.3, reports on the IPRs on the occasion where for add privacy, the data owner decides to completely mask the entire data set with CLIFF&MORPH. The table shows the IPRs for each data set participating in LACE for the different masked sensitive attributes. The Median IPRs row shows that each data set has median IPRs above 75%, while the Median Exemplars row reports the number of exemplars contributed by each data set. Finally, the Exemplars row shows that only 2% percent of the total data ended up in the private cache. Also, from the results in Table 6.3, we see that IPRs can differ according to the sensitive attributes considered by a data owner. For example, we see IPRs for 4 out of the 6 sensitive attributes measured in our experiment at 75% and above, while we have IPRs as low as 16.4% and 30.8% for “number of children” (noc) and “functional abstraction” (mfa) respectively. As explained earlier, the values of these sensitive attributes are heavily skewed and therefore it more likely for an attacker’s “best-guess” to be correct. Again, in this situation a data owner can choose not to share their data.

In the following section for utility, we used the private cache generated from the data where sensitive attribute values are masked just as all the other attribute values via MORPHing.

Overall, LACE releases only **3% of the 3 data sets used. Specifically, less than 200 out of 6027 instances** that are collected into the cache. Also, for the cached instances, LACE provides adequate privacy for data owners with **IPR above 70%** when the distribution of sensitive attribute values are relatively uniform (loc, wmc and rfc).
Table 6.3: This table shows the IPRs for each data set participating in LACE for the different masked sensitive attributes. The Median IPRs row shows that each data set has median IPRs above 75%, while the Median Exemplars row reports the number of exemplars contributed by each data set. Finally, the Exemplars row shows that only 2% percent of the total data ended up in the private cache.

<table>
<thead>
<tr>
<th>Sensitive Attributes</th>
<th>prop42-ver454</th>
<th>prop2-ver276</th>
<th>prop5-ver185</th>
</tr>
</thead>
<tbody>
<tr>
<td>loc</td>
<td>99.0</td>
<td>99.1</td>
<td>100.0</td>
</tr>
<tr>
<td>wmc</td>
<td>79.8</td>
<td>76.5</td>
<td>95.0</td>
</tr>
<tr>
<td>mfa</td>
<td>30.8</td>
<td>43.2</td>
<td>39.8</td>
</tr>
<tr>
<td>dit</td>
<td>75.0</td>
<td>82.8</td>
<td>79.8</td>
</tr>
<tr>
<td>noc</td>
<td>16.4</td>
<td>41.5</td>
<td>17.9</td>
</tr>
<tr>
<td>rfc</td>
<td>97.1</td>
<td>98.2</td>
<td>97.4</td>
</tr>
<tr>
<td>loc:wmc:mfa</td>
<td>75.3</td>
<td>64.5</td>
<td>77.3</td>
</tr>
<tr>
<td><strong>Median IPRs</strong></td>
<td><strong>75.3</strong></td>
<td><strong>76.5</strong></td>
<td><strong>79.8</strong></td>
</tr>
<tr>
<td><strong>Median Exemplars</strong></td>
<td>31</td>
<td>25</td>
<td>43</td>
</tr>
<tr>
<td>% Exemplars</td>
<td>2%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 6.3.2 Utility

In this section we answer the question: Are the data released by LACE useful for cross defect prediction? We compare the performance of LACE to Original data as well as LACE(filter) to Original data and measure pd, pf and $g$-measure as described in Section 5.2.4. LACE(filter) is the transfer learning element to this study that has proven to improve on CPDP results. Here we use the nearest neighbor filter from Turhan et al. [18] where each test set instance finds the $k=5$ nearest exemplars from the private cache. It is these selected exemplars that are used by LACE(filter) to build defect predictors. In addition, we use the Mann-Whitney statistical test at 95% confidence to determine if the result differences are statistically significant.

First Table 6.4 shows the results for CPDP with LACE compared to the original data. The first thing to notice is that there is a significant increase in the $pds$ for LACE. These results comment on the benefits of sharing. LACE’s intelligent selection of training data led to much higher $pds$ for all ten test-data sets studied here. We attribute this better performance to LACE’s careful selection of privatized data via CLIFF and LeaF. As to the $pfs$, increasing the probability of detection usually
Table 6.4: Cross project defect prediction results for open source data. Defect predictors are built from proprietary data. The classifier is Naive Bayes.

<table>
<thead>
<tr>
<th>Projects</th>
<th>PD</th>
<th>PF</th>
<th>G-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ant-1.7</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>39.2</td>
<td>5.1</td>
<td>55.4</td>
</tr>
<tr>
<td>LACE</td>
<td><strong>74.7</strong></td>
<td><strong>61.2</strong></td>
<td><strong>51.1</strong></td>
</tr>
<tr>
<td><strong>camel-1.6</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>18.1</td>
<td>5.8</td>
<td>30.3</td>
</tr>
<tr>
<td>LACE</td>
<td><strong>72.9</strong></td>
<td><strong>72.7</strong></td>
<td><strong>39.7</strong></td>
</tr>
<tr>
<td><strong>ivy-2.0</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>50.0</td>
<td>10.1</td>
<td>64.3</td>
</tr>
<tr>
<td>LACE</td>
<td><strong>77.5</strong></td>
<td><strong>69.6</strong></td>
<td><strong>43.7</strong></td>
</tr>
<tr>
<td><strong>jEdit-4.1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>48.1</td>
<td>4.6</td>
<td>64.0</td>
</tr>
<tr>
<td>LACE</td>
<td><strong>73.4</strong></td>
<td><strong>67.6</strong></td>
<td><strong>44.9</strong></td>
</tr>
<tr>
<td><strong>lucene-2.4</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>16.7</td>
<td>1.5</td>
<td>28.6</td>
</tr>
<tr>
<td>LACE</td>
<td><strong>72.9</strong></td>
<td><strong>63.7</strong></td>
<td><strong>48.5</strong></td>
</tr>
<tr>
<td><strong>poi-3.0</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>17.4</td>
<td>4.4</td>
<td>29.5</td>
</tr>
<tr>
<td>LACE</td>
<td><strong>84.3</strong></td>
<td><strong>56.0</strong></td>
<td><strong>57.8</strong></td>
</tr>
<tr>
<td><strong>synapse-1.2</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>33.7</td>
<td>9.3</td>
<td>49.2</td>
</tr>
<tr>
<td>LACE</td>
<td><strong>81.4</strong></td>
<td><strong>69.9</strong></td>
<td><strong>43.9</strong></td>
</tr>
<tr>
<td><strong>velocity-1.6.1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>15.4</td>
<td>6.0</td>
<td>26.4</td>
</tr>
<tr>
<td>LACE</td>
<td><strong>92.3</strong></td>
<td><strong>77.0</strong></td>
<td><strong>36.8</strong></td>
</tr>
<tr>
<td><strong>xalan-2.6</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>43.6</td>
<td>6.3</td>
<td>59.5</td>
</tr>
<tr>
<td>LACE</td>
<td><strong>66.7</strong></td>
<td><strong>59.3</strong></td>
<td><strong>50.6</strong></td>
</tr>
<tr>
<td><strong>xerces-1.3</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>27.5</td>
<td>9.2</td>
<td>42.3</td>
</tr>
<tr>
<td>LACE</td>
<td><strong>59.4</strong></td>
<td><strong>64.5</strong></td>
<td><strong>44.4</strong></td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>31.0</td>
<td>6.2</td>
<td>45.0</td>
</tr>
<tr>
<td>LACE</td>
<td><strong>75.6</strong></td>
<td><strong>66.2</strong></td>
<td><strong>46.1</strong></td>
</tr>
</tbody>
</table>

means more false alarms (pf=66.2) as in previous work [12]. However with the added filter, we see this reduced to 33%, with pd of 51.2% still significantly higher than the original result with pd=31%.
Table 6.5: Cross project defect prediction with transfer learning in the form of relevancy filtering. As in Table 6.4, results are for open source data. Defect predictors are built from proprietary data. The classifier is Naive Bayes.

<table>
<thead>
<tr>
<th>Projects</th>
<th>PD</th>
<th>PF</th>
<th>G-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>ant-1.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>39.2</td>
<td>5.1</td>
<td>55.4</td>
</tr>
<tr>
<td>LACE(filter)</td>
<td><strong>58.4</strong></td>
<td><strong>29.7</strong></td>
<td><strong>63.8</strong></td>
</tr>
<tr>
<td>camel-1.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>18.1</td>
<td>5.8</td>
<td>30.3</td>
</tr>
<tr>
<td>LACE(filter)</td>
<td>4.8</td>
<td><strong>1.7</strong></td>
<td>9.1</td>
</tr>
<tr>
<td>ivy-2.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>50.0</td>
<td>10.1</td>
<td>64.3</td>
</tr>
<tr>
<td>LACE(filter)</td>
<td><strong>70.0</strong></td>
<td><strong>47.8</strong></td>
<td><strong>59.8</strong></td>
</tr>
<tr>
<td>jEdit-4.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>48.1</td>
<td>4.6</td>
<td>64.0</td>
</tr>
<tr>
<td>LACE(filter)</td>
<td><strong>68.4</strong></td>
<td><strong>39.8</strong></td>
<td><strong>64.0</strong></td>
</tr>
<tr>
<td>lucene-2.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>16.7</td>
<td>1.5</td>
<td>28.6</td>
</tr>
<tr>
<td>LACE(filter)</td>
<td><strong>67.0</strong></td>
<td><strong>49.8</strong></td>
<td><strong>57.4</strong></td>
</tr>
<tr>
<td>poi-3.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>17.4</td>
<td>4.4</td>
<td>29.5</td>
</tr>
<tr>
<td>LACE(filter)</td>
<td><strong>79.4</strong></td>
<td><strong>46.8</strong></td>
<td><strong>63.7</strong></td>
</tr>
<tr>
<td>synapse-1.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>33.7</td>
<td>9.3</td>
<td>49.2</td>
</tr>
<tr>
<td>LACE(filter)</td>
<td><strong>41.9</strong></td>
<td><strong>13.1</strong></td>
<td><strong>56.5</strong></td>
</tr>
<tr>
<td>velocity-1.6.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>15.4</td>
<td>6.0</td>
<td>26.4</td>
</tr>
<tr>
<td>LACE(filter)</td>
<td>15.4</td>
<td><strong>2.2</strong></td>
<td><strong>26.6</strong></td>
</tr>
<tr>
<td>xalan-2.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>43.6</td>
<td>6.3</td>
<td>59.5</td>
</tr>
<tr>
<td>LACE(filter)</td>
<td><strong>64.5</strong></td>
<td><strong>48.5</strong></td>
<td><strong>57.3</strong></td>
</tr>
<tr>
<td>xerces-1.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>27.5</td>
<td>9.2</td>
<td>42.3</td>
</tr>
<tr>
<td>LACE(filter)</td>
<td><strong>42.0</strong></td>
<td><strong>49.6</strong></td>
<td><strong>45.8</strong></td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original</td>
<td>31.0</td>
<td>6.2</td>
<td>45.0</td>
</tr>
<tr>
<td>LACE(filter)</td>
<td><strong>51.2</strong></td>
<td><strong>33.0</strong></td>
<td><strong>50.4</strong></td>
</tr>
</tbody>
</table>

Looking closer at these results we see that there are some exceptions to these observations. Specifically, in Table 6.5 where we use the filter, camel-1.6 and velocity-1.6.1 have either the same
or low \( pds \) than the *Original* data. This was not the case in Table 6.4 where no filter is used. We attribute this to the data sets being dissimilar to the proprietary data and therefore filtering this data further increased this dissimilarity thus causing the lower \( pds \) and \( pfs \).

The overall results indicate that cross project defect prediction with LACEd data and relevancy filtering is comparable and sometimes better than defect prediction with the original data according to the average \( pds \) and \( g \)-measures.

### 6.3.3 Comparison to Prior Results

First, previous work only focused only on open source data [12], here we use proprietary data for building predictors for open source data. This is the reverse of the study done by He&Peters [28].

Previous work with CLIFF&MORPH also worked best when returning 20\% of data, MORPHed [12]. Here, with LeaF we are able to return approximately 3\% of data with lower false alarm rates. Why is this so? We hypothesize that the LeaF algorithm and the application *relevancy filtering* are the reasons for this new better result. While LeaF seeks diversity when creating the private cache, *relevancy filtering* seeks to extract data from the private cache that are most similar to the test data.

Whatever the reason, the overall pattern is clear:

*LACE greatly improves on our prior results by halving the observed false rate from an average of 66.2\% to 33\%.*

### 6.4 Summary

In this chapter we presented LACE as a private multiparty data sharing environment for cross project defect prediction. LACE is designed to encourage data owners to team-up to minimize and privatize their data for publication. LACE is able to produce a private cache the following qualities:
• Data in the private cache cannot be linked to the original data owner since the private cache contains subsets of MORPHed data from multiple sources.

• Depending on the distribution of the sensitive attributes, data in the private cache are private with only 3% of all data added to the private cache and IPRs above 70% when the sensitive attribute values are more uniformly distributed (Table 6.2).

• LACE’s instance selection strategy is more intelligent than methods used in prior work [12]-so much so that LACE halves the observed false alarm rates.

• Data in the private cache remains useful for cross project defect prediction showing comparable results to the original data.

We hope that this result encourages more data sharing, more cross-project experiments, and more work on building software engineering models that are general to large-scale systems. We also hope one day to be able to answer the following question for ourselves,

“Can IE predict Firefox?”
Chapter 7

Threats to Validity

Feldt et al. [152] stated that a critical element of any empirical research study is to analyze and mitigate threats to the validity of the results. With any empirical study, biases can affect the final results. Therefore any conclusions made from this work must be considered with threats to validity in mind. We begin with those threats we have alleviated in our experiments and then report on the external, construct and internal validity of our work.

7.1 Alleviated Threats

We present two alleviated threats. First, in previous experiments with privacy algorithms [12], we employed a narrow range of values for the different algorithm parameters. In this dissertation, we mitigate this parameter bias by expanding on the ranges of parameter values for each privacy algorithm studied here. We therefore perform a parameter tuning experiment, running each algorithm 48 times (Chapter 5).

Second, in previous experiments [12], we measured the sensitive attribute disclosure risk of a privatized data set with IPR using only lines of code as the sensitive attribute. In this work, we show that IPR can be used on other and multiple sensitive attributes (Section 4.3.4 and Section 6.3.1).
Additionally, in previous work [12], this idea of IPR was to show data owners how protected their sensitive attribute data would be if released without disguise while the other attribute values were masked. Here we also add IPR results for sensitive attributes that are masked.

### 7.2 External Validity

External validity is concerned with whether we can generalize results outside the scope of our study. We explain these in terms of bias.

*Sampling bias* threatens any classification experiment; i.e., what matters there, may not be true here. For example, the data sets used here were supplied by one research group. Also, even though we used both open source and proprietary data in our studies, and the data covers a large scope of applications including text/xml processing systems, search engines, source code integration/build tools, and management information systems, they are all from Java systems. We therefore cannot assume these projects represent all projects in industry and we do not know if the results of this study generalize to other programming languages. The best we can do is define our methods and publicize our data so that other researchers can try to repeat our results and, perhaps, point out a previously unknown bias in our analysis. Hopefully, other researchers will emulate our methods in order to repeat, refute, or improve our results.

In addition, when we use the query generator described in Section 4.3.3 to model an attacker’s background knowledge, we randomly create up to 1000 queries to calculate the IPR. It is therefore possible that increasing the number of queries used may change the IPR values and so affect the conclusions made in this dissertation. However we believe that the high number of queries use will mitigate against this due to the law of large numbers [153] in probability theory which claims that the more trials (queries) done, the closer the experimental result (IPR) could get to the expected value.

*Learner bias:* For building the defect predictors in this study, we elected to use Naive Bayes
based on its reputation for comparable performance with more complicated learners [28, 66, 69]. Classification is a large and active field and any single study can only use a small subset of the known classification algorithms. Surely other learners may produce different results, however considering the scope of our work, the “No-free-lunch” theorem [137], and the fact that the data owner has no idea how the published privatized data will be used, we determine that one indicator for utility is enough. Another issue with the learner particularly in this study of parameter tuning is that Naive Bayes also has parameters that can be adjusted based on the data, for example using a kernel estimator rather than the normal distribution for numeric attributes. To keep things simple we use the default values in the WEKA [148] implementation of Naive Bayes.

Comparison bias: There are many privacy algorithms and it would be difficult to compare the performance of CLIFF&MORPH against all of them. This dissertation compares our approach with privatization methods that are known not to damage classification, this is why we used the Data Swapping (also used by Taneja et al. [5]). We also used k-anonymity [34], a widely used privacy algorithm.

7.3 Construct Validity

Construct validity of this study mainly questions the model performance assessment approach and indicators we adopted.

Evaluation bias: As mentioned in many other related studies, the conclusion of defect prediction depends on the performance assessment indicators [20, 86]. In this study we used g-measure (Chapter 5) as well as $pd$ and $pf$ (Chapter 6) to present the prediction performance just as some widely cited studies did [69, 70].

Also in this dissertation we use IPR to measure the sensitive attribute disclosure risk for sensitive attributes in a data set. To calculate IPR we use background knowledge specific to the original data sets without regard for other types of background knowledge which cannot be captured by
the queries used in this study. For instance, correlation knowledge and knowledge about knowing information about related files.

Another evaluation bias involves the utility of a privatized data set. This can be measured semantically (where the workload is unknown) or empirically (known workload e.g., classification or aggregate query answering). In this work we measure utility empirically for defect prediction.

### 7.4 Internal Validity

With internal validity it is important to ask, “Are there alternative causes that explain my observations and results?” In our work we consider an *encoding bias*. All the privacy algorithms for this research were encoded based on the published papers in which they appeared. There is no guarantee that programming flaws or bugs were not introduced. To mitigate this threat, a code review is conducted by both the author of the code along with a lab advisor. However, since this process involves a human element, it is not full-proof and therefore the encoding bias may exist in this research.
Chapter 8

Conclusions and Future Work

Studies have shown that early detection and fixing of defects in software projects is less expensive than finding defects later on [1, 67, 68]. Organizations with local data can take full advantage of this early detection benefit by doing local defect prediction. When an organization does not have enough local data to build defect predictors, they might try to access relevant data from other organizations in order to perform cross project defect prediction. That access will be denied unless the privacy concerns of the data owners can be addressed.

In this dissertation we explored whether privacy-preserving data sharing in cross project defect prediction can be accomplished by the minimization and then constrained obfuscation of data. Our goal was to develop algorithms to privatize data and allow for data sharing while adhering to any confidentially stipulations of data. We based our research on two key insights. First, that using less data did little to degrade classification results and second, swapping data attribute values also did not greatly affect the results of classification. As a result, we began by exploring minimization and obfuscation techniques for producing privatized data candidates. Through a parameter tuning experiment, we show that our approach, CLIFF&MORPH (the privacy algorithms used in LACE) offer a better balance between privacy and utility than other state-of-the-art algorithms. Also, through private multiparty data sharing, we found that data from proprietary data can be used to
build defect predictors for open source data. Finally we found that multiple data owners who understand the benefits of sharing their data, can accomplish this by contributing just 2% of their data to a private cache.

In this concluding chapter we summarize our results in Section 8.1. In Section 8.2 we discuss broader impact goals for the presented work, future work (Section 8.3) and final remarks (Section 8.4).

8.1 Summary of Results

The summary of the results of the five research questions studied in this dissertation are shown in Table 8.1. The table informs on the questions, the sections where they are explored and answered and the key result.

8.2 Research Impacts

8.2.1 Impact on Privacy metrics

There are several privacy metrics that are either synaptic or semantic [35]. Our privacy metric, IPR is semantic in that it measures the effectiveness of privacy algorithms in protecting data from sensitive attribute disclosure attacks. IPR is independent of privacy models. In this dissertation, IPR is backed with empirical evidence for multiple sensitive attributes. IPR can serve as a decision making tool for data owners. They may have privacy policies to adhere to and they can set IPR standards for their data. So, when standards are met by a privatized data candidate, this data is publicly shared otherwise it is not shared.
Table 8.1: Summary of Research Questions

<table>
<thead>
<tr>
<th>RQ#</th>
<th>Research Question</th>
<th>Section</th>
<th>Key Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Does CLIFF&amp;MORPH provide better balance between privacy and utility than other state-of-the-art privacy algorithms?</td>
<td>Section 5.3</td>
<td>CLIFF&amp;MORPH provides adequate privacy compared with other privacy algorithms and utility (with comparable and better results than non-privatized data for defect prediction).</td>
</tr>
<tr>
<td>2</td>
<td>How hard is parameter tuning for privacy algorithms?</td>
<td>Section 5.4</td>
<td>When seeking the best parameter values for privacy algorithms, the search does not have to be exhaustive. A best answer can be found in a few runs, in this case 24.</td>
</tr>
<tr>
<td>3</td>
<td>Are the results for parameter tuning for privacy algorithms useful for reducing the search budget (multiple system runs)?</td>
<td>Section 5.5</td>
<td>We are able to successfully transfer the “best parameter values” from one train-test combination to other projects (Table 5.6).</td>
</tr>
<tr>
<td>4</td>
<td>Does private multiparty data sharing with LACE offer adequate privacy to data owners?</td>
<td>Section 6.3.1</td>
<td>Yes, Table 6.2 shows that overall only about 3% of all data is added the private cache for data sharing.</td>
</tr>
<tr>
<td>5</td>
<td>Are the data resulting from private multiparty data sharing (private cache) useful for cross project defect prediction?</td>
<td>Section 6.3.2</td>
<td>After filtering the private cache, results are comparable to the original data.</td>
</tr>
</tbody>
</table>

8.2.2 Impact on Cross Project Defect Prediction

Recent work in CPDP has shown success when transfer learning techniques are incorporated. This success will be for nothing if organizations cannot access to create defect predictors when they have insufficient data to build their own defect predictors. Our work on data privacy for CPDP has also added to this field of study. Through a data similarity measure (Section 3.7) we show that when projects need access to “other” data to build defect predictors, one solution is to choose data that are the most similar. This is one way to remove the brute force search that is required when trying to locate the best data for CPDP and quickly improve on transfer results.
8.2.3 Impact on Private Multiparty Data Sharing

There is much the open source community and proprietary developers can learn from each other. One way to find general trends and patterns in software engineering is to share data with others for data analysis or to replicate research studies. LACE offers a way for data owners in industry to work together to produce a private cache. One issue with data sharing among a group especially among competitors is fear of loss of competitive edge [32]. The private multiparty data sharing component of LACE allows such group sharing and allows for even less data to be shared in the group than if they applied LACE separately.

8.3 Future Work

Our experimental results have shown that it is possible to protect data from sensitive attribute disclosure, and have the data remain useful for cross project defect prediction. However it is important to continue to work on improving LACE. Our results suggest the following future work:

- The experiments in this dissertation should be repeated with other privacy algorithms and privacy measures.

- While Section 6.3.1 shows that we can increase privacy, it also shows that we cannot 100% guarantee it. At this time, we do not know the exact levels of privacy required in industry or if the results of Section 6.3.1 meet those needs. A survey of data owners to find out their privacy standards for data sharing is required.

- In the study of data privacy, modeling the attacker’s background knowledge is important to determine how private a data set is. Researchers [53, 150] in this area agree that it is a challenge especially since no one knows the exact knowledge of a potential attacker. In this dissertation we only focused on background knowledge specific to the original data sets.
In other words, we try to answer the question, “What if the attacker knows this or that?” Evaluation of other types of background knowledge need to be considered for this work.

• As shown in Figure 8.1, there are other areas in software engineering that feature work in data privacy. The work on privacy and awareness [10] focuses on providing users with information to make them aware of the consequences of information disclosure. My work can relate to this by providing an extra layer of privacy for users who are willing to share their data but not their exact data i.e. if they are not happy with the potential privacy threats related to disclosure, they can choose to release an anonymous version of their data that are still useful to the receivers of the data.

My algorithms thus far are trained on project defect data that are numerical. Adding a more social aspect to the research which puts the focus on an individual’s privacy and providing them with the necessary information and control to protect that privacy is the next step.

• With Big Data Privacy, an open issue is computation cost of applying privacy algorithms prior to analysis. It is important that algorithms studied here are improved to be scalable.

• An interesting observation of our experiments is that the low dimensionality phenomenon of cross project defect prediction. This is evident in the use of approximately 3% of defect data contributed to the private cache to build defect predictors. Our IPR results (Section 6.3.1) shows that learning from less data has benefits for the privacy and security of projects that generate the training data. The low dimensionality nature of defect prediction data was first described by Menzies et al. [69]. More investigations are needed on the low dimensionality phenomenon of cross project defect prediction. The particular focus will be to try feature selection methods.

• Techniques from the field of transfer learning have been employed to improve on cross project defect prediction [18, 27, 28]. The next step is to explore cross domain knowledge
transfer, where data owners with data for different metrics such as process metrics or social network metrics, can collaborate with each other. In usual practice, the training and test sets of a data miner operate over tables of data with the same column names. From a technical perspective, that means that the training and test sets share the same *ontology*.

With transfer learning, it should be possible to relax the assumption that the source and target data has the same ontology. For example, at least in principle, a learner could learn *synonyms* between features expressed in different ontologies in different data sets. For example, given effective synonyms, it would be possible to apply lessons learned from (e.g.) *procedural systems* to *object-oriented systems*.

Note that if transfer learning can move models between data sets of different ontologies, then that would greatly increase the amount of data available for training software engineering models.

![Figure 8.1: Pie chart showing privacy research in software engineering. The pie slices are sized according to the number of publications in each area of research: 1) software testing [3–6], 2) bug reporting [7, 8], 3) requirements [9, 10], 4) cross defect prediction [11, 12], and 5) program comprehension [13].](image)
8.4 Final Remarks

The long-term goal of this work is to produce tools that will allow organizations and individuals to share data with each other with the following constraints: 1) that they are fully aware of the benefits and risks involved so they can make an informed decision about sharing, and 2) they are provided with the ability to privatized their data before release.

We believe this work was a successful step toward encouraging more data owners to share their data for research purposes, namely cross project defect prediction. Given a data set we can minimize it and privatize it while remaining useful for defect prediction. Furthermore, we provide data owners with IPR so that they will know how protected their data will be once shared. Finally, we can facilitate private multiparty data sharing particularly for those in industry willing to share but are concerned about privacy [32].

The privacy algorithms that make up LACE, (CLIFF&MORPH) and presented in this dissertation have been published at a major software engineering conference (ICSE) [11] and journal (TSE) [12]. We hope that this result encourages more data sharing in the future, more cross project experiments, and more work on building software engineering models that are general to large-scale systems.
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