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Abstract

Synchronization of Coupled Chemical Oscillators and Collective Behavior of Self-Propelled Particles

Desmond Tutu Soti Yengi

We experimentally and computationally investigate the collective behavior of coupled chemical oscillators and non-biological self-propelled particles (SPP). To characterize the collective behavior, we must understand how the individual chemical oscillators respond to stimuli. These oscillators have been shown in previous studies to self-organize through quorum sensing and be influenced by light. The sensitivity of the oscillators to light stimuli can be characterized by their phase response curves (PRC). The PRC of the Belousov-Zhabotinsky (BZ) oscillator quantifies the excitatory-inhibitory degree of the BZ reaction system. By using catalytic Ru(bpy)$_3^{2+}$-loaded cation exchange beads in catalyst-free BZ solutions, we realize various network topologies by coupling these beads via their light sensitivity at 440-460 nm. We characterize the PRC of the BZ oscillator and the dynamical behavior in networks of heterogeneous BZ oscillators with varying degrees of excitatory-inhibitory dynamics. Phase diagrams of heterogeneity versus excitatory-inhibitory dynamics and of heterogeneity versus coupling strength show regions of in-phase, out-of-phase, bistable, and autonomous switching patterns.

Inspired by the collective motions found in the schooling of fish, flocking of birds, and swarming of insects, we also examine the dynamical behavior of agglomerates of micrometer sized platinum-silica particles in solutions of hydrogen peroxide. The motion of platinum-silica particles (1 µm in size) dispersed in hydrogen peroxide solutions occurs due to chemically produced concentration gradients (diffusiophoresis). We quantitatively demonstrate how the orientations of the particles in the agglomerates affect the resultant motion pattern. This work has a potential to enable the control of motion in SPP agglomerates by varying the orientation of the particles.
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Chapter One

1.0 Synchronization of Biological and Chemical Oscillators

The Belousov-Zhabotinsky (BZ) reaction exhibits a rich variety of dynamical behaviors that are similar to behaviors found in biological systems. Examples include fireflies flashing in unison [1, 2], interaction of neurons in the brain [3, 4, 5], and central pattern generators that control rhythmic actions [6]. The dynamical behavior of the oscillators involved in these systems shows remarkable self-organization as a result of their interactions. The fundamental principles that govern the dynamics of these oscillators are the same. For example, interacting oscillatory systems, such as yeast cells or BZ oscillators, tend to exhibit a collective rhythm. These interactions occur by mutual signaling in the form of stimuli that alter the behavior of the oscillators. Oscillatory self-organization in biological systems is essential for controlling the timing in many processes in living systems [7, 8].

These oscillators also share essential features such as nonlinearity, heterogeneity, and an excitatory-inhibitory response to stimuli. In the excitatory-inhibitory regimes, the excitatory signal is interlinked with the inhibitory signal to varying degrees [9]. The excitatory-inhibitory regulatory feature in an oscillator signaling is common in biological oscillators such as the circadian clock [7, 8, 10] and cell cycle [11, 12]. The nervous system also relies on excitatory and inhibitory signaling. For example, cognition involves a balance of excitation and inhibition neurotransmitters to maintain a certain pattern of activity [9]. Autism [9, 13] and epileptic seizure are conditions where the ratio of excitatory to inhibitory neurotransmitters increases beyond a normal range, giving rise to enhanced synchronization activity in the neurons [9, 14]. On the other hand, a condition like schizophrenia, with reduced neural activity, has a relatively low ratio of excitatory to inhibitory neurotransmitters. Glutamate and GABA (gamma-aminobutyric acid) are chemical neurotransmitters found in brain synapses, which are associated with excitation and inhibition, respectively [9, 13, 15].

Similarly, the BZ reaction consists of excitatory and inhibitory reaction channels, and the reaction mixture composition can be varied to produce a particular degree of excitatory-inhibitory behavior. Depending on the extent of the excitatory-inhibitory behavior and the heterogeneity of the coupled BZ oscillators, the oscillatory behavior can range from simple synchronization to complex patterns of oscillation.
1.1 Networks: “From Bridges to Brain.”

Dynamical behaviors can be often better understood using network theory, which began in the 18th century in Königsberg, the ancient Prussian city now Kaliningrad, when Leonhard Euler solved the Bridges of Königsberg problem [16, 17]. The city of Königsberg is divided into four land masses by the branches of Pregel River. The island and river banks are connected by seven bridges, as shown in Figure 1.1.

Figure 1.1: Map showing Königsberg with layout of the seven bridges in Euler’s time from Bogdan Giuşcă [16, 17].

The Königsberg bridges problem was to determine whether it is possible to walk a path starting and ending on the same land mass by crossing each bridge exactly once. Euler thought about the different land masses in Königsberg as nodes linked by lines representing the different bridges, as illustrated in Figure 1.2. The Euler approach in solving the problem had a profound effect on the development of network theory.

Figure 1.2: Representation of Königsberg bridges with river Banks and the Island represented with nodes and the bridges connecting them represented by links.
The network consists of nodes connected by links. Nodes represent the individual elements in the network, and the links determine the interaction mechanism of the elements. Networks are found in systems such as ecologies, economies, societies, biological systems, and chemical systems. For example, in the brain action potential signals are transmitted via synapses, and in the internet network, binary digits are transmitted via wires or wirelessly.

![Network Illustrations](image)

**Figure 1.3:** Illustrations of networks. (a) A statistical model of the network of connections between brain regions [19]. (b) Friendship network with nodes representing people and links representing friendships. Colors indicate friendship clusters (from Matt Baggott) [18]. (c) Internet network with nodes representing computers and links representing wired or wireless connections between computers [20].

<table>
<thead>
<tr>
<th>Network</th>
<th>Nodes</th>
<th>Links</th>
<th>Node states</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet</td>
<td>Routers</td>
<td>Wires/wireless</td>
<td>Routing state</td>
</tr>
<tr>
<td>World wide web (www)</td>
<td>Pages</td>
<td>Hyperlinks</td>
<td>Popularity, number of visits</td>
</tr>
<tr>
<td>Brain</td>
<td>Neurons</td>
<td>Synapses</td>
<td>Electrical (action) potentials</td>
</tr>
<tr>
<td>Gene regulation</td>
<td>Proteins</td>
<td>Binding sites</td>
<td>Boundness, concentration</td>
</tr>
<tr>
<td>Ecology web</td>
<td>Species</td>
<td>Competition</td>
<td>Fitness, density</td>
</tr>
<tr>
<td>Hollywood</td>
<td>Actors</td>
<td>Movies</td>
<td>Celebrity level, contracts</td>
</tr>
</tbody>
</table>

**Table 1.1:** Table showing different systems that can be represented as a network [25, 26].
Networks can be grouped into different categories depending on the connections between nodes. The node connections can be unidirectional, such as food webs and neurons, or bidirectional, such as in computer connectivity.

**Figure 1.4:** Illustration of global, all-to-all, ring, linear, mesh, tree and star network topologies [24].

### 1.2 Network in the Kuramoto Model

To study the effect of a network structure on the collective dynamical behavior of oscillators, we use the Kuramoto model [21, 22], which consist of a population of $N$ coupled phase oscillators, $\theta_i(t)$, with a given probability density distribution of the natural frequencies, $\omega_i$, given by $g(\omega)$, and the dynamics represented by the phase variable equation below:

$$\frac{d\theta_i}{dt} = \omega_i + K \sum_{j=1}^{N} A_{ij} \sin(\theta_i - \theta_j), \quad i = 1, \ldots, N,$$

where the adjacency matrix, $A_{ij}$, defines the network and $K$ is the coupling constant. Each oscillator has its own frequency; however, the coupling tends to synchronize it to all the other oscillators. In synchronization, the interaction of the oscillators gives rise to the individual periods of the oscillators changing to a common period. When the coupling is weak, the
oscillators are incoherent, whereas above a certain coupling strength, synchronization spontaneously emerges.

The Kuramoto model uses a complex-valued quantity known as the order parameter, \( r \), to measure the state of synchronization among the phase oscillators with all-to-all coupling. For a large population of incoherent oscillators, the order parameter increases with increasing coherence:

\[
re^{i\psi} = \frac{1}{N} \sum_{j=1}^{N} e^{i\theta_j} \tag{1.2}
\]

Here, \( 0 \leq r(t) \leq 1 \) measures the coherence of the oscillator population, and \( \langle t \rangle \) is the average phase. A value of \( r(t) \) close to one is for a coherent population of oscillators and a value close to zero is for an incoherent population of oscillators.

\[\text{Figure 1.5: Phase plots showing a collection of phase oscillators with an average phase, } \psi, \text{ in the unit circle. The order parameter, } r, \text{ measures the degree of phase synchronization.}\]

In a population of oscillators, the transition from unsynchronized to synchronized occurs above a critical coupling strength. The Kuramoto model defines the critical coupling strength \( K_c \) as the coupling strength below which the oscillators oscillate with their natural frequencies and the coupling strength above which the oscillators synchronize. A typical order parameter versus coupling strength graph is shown below using BZ oscillators.
Figure 1.6: Synchronization diagram showing the Kuramoto order parameter, $r$, as a function of $K$. Typical transition curve from asynchronization to synchronization with the Kuramoto model. The critical coupling strength $K_c \approx 1.0 \times 10^{-3}$ for the distribution $g(\omega)$.

For low coupling strength, below $K_c$, the oscillators continue to oscillate with their natural frequencies, and they are relatively unaffected by the coupling. When the critical coupling strength is exceeded, there is a quadratic increase of the order parameter with the coupling strength. The synchronization and order parameter described here apply for oscillators with predominately excitatory dynamics.

Figure 1.7: Phase plots showing a collection of oscillators in the unit circle, where the color of each oscillator represents its natural period. As coupling strength $K$ increases, oscillators undergo synchronization.
Synchronization is a fundamental property of self-organizing systems found throughout nature and technology. A system of oscillators generates a collective rhythm through mutual interactions. Examples of collective rhythms in nature include synchronization of neurons in the brain [6, 23], fireflies flashing in unison [1, 2], and epidemic outbreaks in ecosystems. In technology, examples of collective rhythms include synchronization of dynamical parts in machines and business cycles within markets. We use the order parameter to measure the state of synchronization of coupled BZ oscillators.

1.3 Organization of Dissertation

The dissertation is divided into five Chapters. Chapter 1 introduces synchronization in biological and chemical oscillators, network theory, and in the Kuramoto model. Chapter 2 introduces the BZ reaction mechanism and models. The Belousov-Zhabotinsky reaction was discovered in 1951 by Boris Belousov and was later further developed by Anatol Zhabotinsky. The reaction involves the bromination and oxidation of an organic substrate by bromate in an acidic solution in the presence of a metal ion catalyst. A modification of the BZ reaction mechanism and model to account for the effect of light on the ruthenium catalyzed reaction is described.

Chapter 3 is devoted to describing the experimental discretization of BZ oscillators and the photochemical coupling of BZ oscillators in networks using a spatial light modulator (SLM). Numerical simulation of coupled heterogeneous photosensitive oscillators using the ZBKE model is discussed.

In Chapter 4, we address the phase response curve (PRC) of the BZ reaction for inhibitory-excitatory regimes and synchronization patterns in a pair of coupled photosensitive BZ oscillators. The PRC of an oscillator is useful in determining the entrainment mechanisms of oscillators perturbed by external stimuli. To characterize the PRC of a BZ system, we vary the initial concentration of bromate or bromomalonic acid in the BZ reaction mixture. We report on phase-locked synchronization and autonomous switching patterns in a pair of coupled photosensitive BZ oscillators. The oscillators, Ru(bpy)$_3$$^{2+}$-loaded beads in catalyst-free BZ solutions, were perturbed with light pulses. We quantify the transient changes by constructing the PRC from the resultant oscillations. The PRCs measure the effect of an illumination pulse on the phase of a BZ oscillator. Depending on the phase at which the pulse is applied and the
chemical composition of the BZ solution, the oscillations are either advanced or delayed relative to the unperturbed oscillations. We present both experimental measurements and numerical simulations of the dynamical behavior of a pair of photochemically coupled BZ oscillators. An analysis of the behavior reveals phase-locked oscillations and periodic and aperiodic switching of oscillations from in-phase to out-of-phase synchronization, which is shown by a phase diagram plot.

Chapter 5 describes how micro-swimmers such as bacteria exhibit various types of collective motion. The dynamical behavior of the individual synthetic micro-swimmers such as platinum-silica particles in hydrogen peroxide solutions has been experimentally studied. However, there are few experimental studies focused on the collective motion of agglomerated micro-swimmers. In chapter 6, we report experiments carried out with silica particles that were asymmetrically coated with Pt and immersed in hydrogen peroxide solutions. We report on the effect of the orientation of the particles in the agglomerate and the resultant motion pattern. Mean square displacement, step length distribution, and mean square angular displacement are used to quantify the resultant motion dynamics. Understanding the influence of orientation of the particles in agglomerates on the motion pattern is important in exploiting this feature of agglomerate micro-swimmers. We report experimental observations of the agglomerate motion and numerical simulations of the agglomerates with different orientations of the particles. We found that motion patterns such as linear or circular trajectories emerge in these agglomerates depending on the particle orientations.

The work is aimed at providing insights into the organizing principles that govern collective behavior in dynamical systems. Using experiments and numerical simulations, we examine the underlying physical principles that enable control and collective behavior in a network of coupled chemical oscillators and self-propelled particles.
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Chapter Two

2. The Belousov-Zhabotinsky (BZ) Reaction

2.1 Background/Introduction

The Belousov-Zhabotinsky (BZ) reaction system is an example of a temporal chemical oscillator – a complex reaction that oscillates with time. A Russian chemist, Boris Belousov, discovered the chemistry that is now known as the Belousov-Zhabotinsky reaction in 1951 [2]. He discovered the reaction accidentally while searching for a Krebs cycle model system. His early attempts to publish his work were rejected because chemists of the time thought that the oscillatory behavior was impossible. It took another decade before Russian biophysicist Anatoli Zhabotinsky, then a graduate student, investigated and further developed the BZ reaction and succeeded in publishing the first results on the system [3]. During the early years following the BZ reaction discovery, the scientific community did not readily accept the BZ reaction as a chemical oscillator. They assumed the reaction would pass its equilibrium point during oscillation, which would violate the second law of thermodynamics. Many scientists compared the BZ reaction to a damped pendulum. In a damped pendulum, during each oscillation, the pendulum passes through its equilibrium position and eventually, comes to rest. However, the BZ reaction involves intermediate reaction steps far from equilibrium [1-5]. The oscillatory behavior in any chemical oscillator is a process involving the intermediates, and the oscillatory behavior occurs far from thermodynamic equilibrium. The BZ reaction is a system of several chemical reactions with dozens of elementary steps. The overall reaction involves the bromination and oxidation of an organic substrate by bromate in an acidic solution in the presence of a metal ion catalyst.

\[ 2\text{BrO}_3^- + 3\text{CH}_2(\text{COOH})_2 + 2\text{H}^+ \rightarrow 2\text{BrCH(COOH)}_2 + 3\text{CO}_2 + 4\text{H}_2\text{O} \]  

(2.1)

The BZ reaction exhibits robust oscillations, and it has become the most widely studied chemical oscillator system. This chapter describes the mechanism and models, such as the Oregonator and ZBKE models, with their modifications that allow realistic simulations of the dynamic behaviors in the BZ reaction.
2.2.1 The BZ Reaction Mechanism

In 1972, a complete mechanism, known as the FKN mechanism, of the BZ reaction was published by Field, Körös, and Noyes [4]. However, the equations were too complex for numerical analysis. Consequently, Field and Noyes distilled the FKN mechanism to a smaller set of chemical reaction steps [5]. Belousov and Zhabotinsky initially used a cerium-catalyzed BZ reaction system, but Zhabotinsky later showed that other ion complexes, such as ferroin and ruthenium(II) complexes, could also be used in catalyzing the BZ reaction. Autocatalytic oxidation of the metal catalyst by bromous acid, the activator, and the autocatalysis inhibition by the bromide ion, the inhibitor, are important features of the BZ reaction.

The feedback mechanisms of the BZ reaction are illustrated by three processes, which qualitatively describe the mechanism of oscillatory behavior in the BZ system. In the first process, the available bromide is consumed when the bromide reduces the bromate. The first process continues until the bromide concentration drops to a critical level. When the bromide concentration drops below this critical level, the second process begins, involving the bromous acid (HBrO$_2$) reduction of bromate, which autocatalytically produces more bromous acid. The bromous acid concentration increases exponentially, which results in the oxidation of the metal catalyst. The autocatalytic process is terminated when the bromous acid converts to hypobromous acid (HOBr) and bromate. Meanwhile, the decomposition of bromomalonic acid and malonic acid in the third process reduces the metal catalyst from the oxidized state and bromide is produced, resetting the initial concentrations so that the process can restart. The different absorption spectra of the oxidation states of the metal catalyst cause the solution to change color as the concentrations change. For the iron catalyst, the oscillations can be clearly observed visually.
**Process 1:** The inhibitor bromide ion is consumed to a critical value where the reaction rate of 
\[ \text{BrO}_3^- + \text{HBrO}_2 \] is the same as reaction rate of 
\[ \text{BrO}_3^- + \text{Br}^- \].

\[
\text{BrO}_3^- + \text{Br}^- + 2\text{H}^+ \rightarrow \text{HBrO}_2 + \text{HOBr},
\]

\[
\text{HBrO}_2 + \text{Br}^- + \text{H}^+ \rightarrow 2\text{HOBr},
\]

\[
\text{HOBr} + \text{Br}^- + \text{H}^+ \rightarrow \text{Br}_2 + \text{H}_2\text{O},
\]

**Process 1 overall:** \[ \text{BrO}_3^- + 5\text{Br}^- + 6\text{H}^+ \rightarrow 3\text{Br}_2 + 3\text{H}_2\text{O}. \]

**Process 2:** The Oscillator fires when the system switches to HBrO₂ autocatalysis. HBrO₂ and 
\[ \text{M}^{3+} \] (oxidized metal catalyst) are produced.

\[
\text{BrO}_3^- + \text{HBrO}_2 + \text{H}^+ \rightarrow 2\text{BrO}_2^* + \text{H}_2\text{O},
\]

\[
2 \times (\text{BrO}_3^- + \text{M}^{2+} + \text{H}^+ \rightarrow \text{HBrO}_2 + \text{M}^{3+}),
\]

\[
2\text{HBrO}_2 \rightarrow \text{BrO}_3^- + \text{HOBr} + \text{H}^+,
\]

**Process 2 overall:** \[ \text{BrO}_3^- + \text{HBrO}_2 + 2\text{M}^{2+} + 3\text{H}^+ \rightarrow 2\text{HBrO}_2 + 2\text{M}^{3+} + \text{H}_2\text{O}. \]

**Process 3:** The Oscillator cycle is reset as \[ \text{M}^{3+} \] regenerates \[ \text{Br}^- \] and \[ \text{M}^{2+} \] (reduced form of metal catalyst).

\[
2\text{M}^{3+} + \text{MA} + \text{BrMA} \rightarrow 2\text{M}^{2+} + \text{fBr}^- + \text{(prod)}.
\]

In these processes, \[ \text{BrO}_3^- \] is bromate ion, \[ \text{Br}^- \] is bromide ion, \[ \text{BrMA} \] is brominated malonic acid 
(\[ \text{BrCH(COOH)}_2 \]), \[ \text{HBrO}_2 \] is bromous acid (\[ \text{O=Br-OH} \]), \[ \text{HOBr} \] is hypobromous acid (\[ \text{Br-OH} \]), [5, 9].

---

**Figure 2.1:** Spatiotemporal pattern formation in the ferroin-catalyzed BZ reaction. The pictures were 
taken at time intervals of 6 hours from (a) – (c). (Outside the ring the image is reflected by the container 
walls.)
2.2.2 The Oregonator Model

A mathematical model designed to describe the BZ reaction can be used to simulate the experimental results semi-quantitatively. Field and Noyes reduced the chemical reaction steps from the FKN mechanism to a set of ordinary differential equations with only three variables. They named the model the Oregonator after their home institution, the University of Oregon. The Oregonator model provides a mathematical description of the main features of the reaction, and is given by the equations below [5]:

\[
\begin{align*}
A + Y & \xrightarrow{k_1} X + P, \\
X + Y & \xrightarrow{k_2} 2P, \\
A + X & \xrightarrow{k_3} 2X + Z, \\
2X & \xrightarrow{k_4} A + P, \\
B + Z & \xrightarrow{k_c} hY,
\end{align*}
\]  

(01) (02) (03) (04) (05)

where \( A \) is bromate, \( B \) is all oxidizable organic species, \( P \) is HOBr (hypobromous acid), \( X \) is \( \text{HBrO}_2 \) (bromous acid), \( Y \) is \( \text{Br}^- \) (bromide), and \( Z \) is the oxidized form of the metal catalyst.

The ordinary differential equations for the three variables \( X, Y, \) and \( Z \) can be written, describing the species \( \text{HBrO}_2, \text{Br}^-, \) and the oxidized form of the catalyst, respectively. \( A \) and \( B \) correspond to fixed concentrations of the reagents bromate and malonic acid, which are in large excess.

\[
\begin{align*}
\frac{dx}{dt} &= k_1AY - k_2XY + k_3AX - 2k_4X^2 \\
\frac{dy}{dt} &= -k_1AY - k_2XY + h_k c BZ \\
\frac{dz}{dt} &= 2k_3AX - k_c BZ
\end{align*}
\]  

(2.6)

The Oregonator model generates limit-cycle oscillations, which are characterized by a constant period.
Figure 2.2: Time series showing oscillation for the oxidized catalyst \((Z)\), bromous acid \((HBrO_2)\) \((X)\), and bromide ion \((Y)\) from Oregonator model simulations of the BZ reaction. The concentrations were calculated by the numerical integration of the differential equations Eq. (2.6) with the rate constants \(k_1 = 6.28\), \(k_2 = 2.4 \times 10^6\), \(k_3 = 3.0\), \(k_4 = 240.0\), \(k_c = 1.0\), \(h = 1.0\), and initial concentrations of bromate \((A) = 0.4\) and malonic acid \((B) = 0.12\)

Figure 2.3: Plot of \(Z\) vs. \(X\) and \(Z\) vs. \(Y\) showing the limit cycle of the BZ reaction from the Oregonator model simulation.
The dynamical behavior depends on the concentrations of the reactants and the rate constants. To minimize the number of parameters for analysis, Tyson and Fife [7, 8] introduced the non-dimensional variables $u, w, v, \text{ and } \tau$ to replace $X, Y, Z, \text{ and } t$, respectively, in Eq. (2.6):

$$u = \left(\frac{2k_4}{k_3 A}\right)X, \quad v = \left(\frac{k_4 k_5 B}{(k_3 A)^2}\right)Z, \quad w = \left(\frac{k_2}{k_3 A}\right)Y, \quad \epsilon = \frac{k_5 B}{k_3 A},$$

$$\epsilon' = \frac{2k_4 k_5 B}{k_2 k_3 A}, \quad q = \frac{2k_4 k_4}{k_2 k_3}, \quad \tau = k_5 Bt, \quad f = 2h,$$

where $\epsilon, \epsilon'$, and $q$ are scaling parameters, and $f$ is the stoichiometry parameter.

The rate equations (2.6) become

$$\epsilon \frac{du}{d\tau} = qw - uw + u - u^2,$$

$$\frac{dv}{d\tau} = u - v,$$

$$\epsilon' \frac{dw}{dt} = -qw - uw + fv.$$

Since the values of $\epsilon' \ll \epsilon$, the rate of change of $u$ and $v$ will be relatively greater than the rate of change of $w$. Therefore, the three-variable model can be reduced to a two-variable model by solving for the steady state variable $w$:

$$w = \frac{fv}{u+q}.$$

Replacing $w$ in Eq. (2.7) above gives

$$\frac{du}{d\tau} = \frac{1}{\epsilon} \left[ u - u^2 - fv \frac{u-q}{u+q} \right],$$

$$\frac{dv}{dt} = u - v.$$

The dimensionless variable $u$ corresponds to $\text{HBrO}_2$ and $v$ corresponds to the oxidized state of the catalyst concentrations. The two-variable model retains the qualitative features of the BZ reaction.
2.3.1 ZBKE Reaction Mechanism

To effectively simulate experimental observations, Zhabotinsky, Buchholtz, Kiyatkin, and Epstein proposed a simplified reaction scheme for the bromate-catalyst-bromomalonic acid system, which is known as ZBKE mechanism [1].

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Reaction number</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOBr + Br⁻ + H⁺ ⇌ Br₂ + H₂O</td>
<td>ZBKE (R1)</td>
</tr>
<tr>
<td>HBrO₂ + Br⁻ + H⁺ ⇌ 2HOBr</td>
<td>ZBKE (R2)</td>
</tr>
<tr>
<td>HBrO₃ + Br⁻ + H⁺ ⇌ HBrO₂ + HOBr</td>
<td>ZBKE (R3)</td>
</tr>
<tr>
<td>2HBrO₂ ⇌ HBrO₃ + HOBr</td>
<td>ZBKE (R4a)</td>
</tr>
<tr>
<td>H⁺ + HBrO₂ ⇌ H₂BrO₂⁺</td>
<td>ZBKE (R4b)</td>
</tr>
<tr>
<td>HBrO₂ + H₂BrO₂⁺ ⇌ HBrO₃ + HOBr + H⁺</td>
<td>ZBKE (R4c)</td>
</tr>
<tr>
<td>H⁺ + BrO₃⁻ ⇌ HBrO₃</td>
<td>ZBKE (R5a)</td>
</tr>
<tr>
<td>H⁺ + HBrO₃ + HBrO₂ ⇌ HBrO₂⁺ + BrO₂⁺ + H₂O</td>
<td>ZBKE (R5b)</td>
</tr>
<tr>
<td>H⁺ + BrO₂⁺ ⇌ HBrO₂⁺</td>
<td>ZBKE (R5c)</td>
</tr>
<tr>
<td>cat_red + HBrO₂⁺ ⇌ cat_ox + HBrO₂</td>
<td>ZBKE (R6)</td>
</tr>
<tr>
<td>cat_ox + CHBr(COOH)₂ ⇌ cat_red + CBr(COOH)₂ + H⁺</td>
<td>ZBKE (R7)</td>
</tr>
<tr>
<td>H₂O + CBr(COOH)₂ → Br⁻ + H⁺ + COH(COOH)₂</td>
<td>ZBKE (R8)</td>
</tr>
<tr>
<td>H₂O + CHBr(COOH)₂ → Br⁻ + H⁺ + CHO(COOH)₂</td>
<td>ZBKE (R9)</td>
</tr>
<tr>
<td>2COH(COOH)₂ → CHO(COOH)₂ + CO(COOH)₂</td>
<td>ZBKE (R10)</td>
</tr>
<tr>
<td>COH(COOH)₂⁺ + CBr(COOH)₂⁺ → CHBr(COOH)₂ + CO(COOH)₂</td>
<td>ZBKE (R11)</td>
</tr>
<tr>
<td>HOBr + CHBr(COOH)₂ → CBr₂(COOH)₂ + H₂O</td>
<td>ZBKE (RA-1)</td>
</tr>
<tr>
<td>Br₂ + CHBr(COOH)₂ → CBr₂(COOH)₂ + H⁺ + Br⁻</td>
<td>ZBKE (RA-2)</td>
</tr>
</tbody>
</table>

Table 2.1: Table shows the ZBKE mechanism [1], describing the simplified reaction scheme for the bromate-catalyst-bromomalonic acid system.
The ZBKE mechanism can be reduced to three processes of the BZ reaction system with the essential reaction intermediates for the ZBKE model construction as follows [17]:

**Process A:** Removal of the inhibitor, Br$^-$.

(A1) \( \text{HBrO}_3 + \text{Br}^- + \text{H}^+ \rightleftharpoons \text{HBrO}_2 + \text{HOBr} \)

(A2) \( \text{HBrO}_2 + \text{Br}^- + \text{H}^+ \rightleftharpoons 2\text{HOBr} \) \hspace{1cm} (2.9)

(A) \( \text{HBrO}_3 + 2\text{Br}^- + 2\text{H}^+ \rightleftharpoons 3\text{HOBr} \)

**Process B:** Autocatalytic production of the activator, HBrO$_2$.

(B1) \( \text{HBrO}_3 + \text{HBrO}_2 + 2\text{H}^+ \rightleftharpoons 2\text{HBrO}_2 + \text{H}_2\text{O} \)

(B2) \( 2 \times (\text{cat}_\text{red} + \text{HBrO}_2^+ \rightleftharpoons \text{cat}_\text{ox} + \text{HBrO}_2) \) \hspace{1cm} (2.10)

(B) \( \text{HBrO}_2 + 2\text{cat}_\text{red} + \text{HBrO}_3 + 2\text{H}^+ \rightarrow 2\text{HBrO}_2 + 2\text{cat}_\text{ox} + \text{H}_2\text{O} \)

The autocatalytic production of the activator is terminated by step (B3),

(B3) \( 2\text{HBrO}_2 \rightleftharpoons \text{HBrO}_3 + \text{HOBr} \)

**Process C:** Regeneration of the inhibitor, Br$^-$.

(C1) \( \text{cat}_\text{ox} + \text{B} \rightleftharpoons \text{cat}_\text{red} + \text{B}^+ + \text{H}^+ \)

(C2) \( \text{B}^+ \rightarrow \text{fBr}^- + \text{products} \) \hspace{1cm} (2.11)

(C3) \( \text{B} \rightarrow \text{Br}^- \)

(C) \( \text{cat}_\text{ox} + \text{B} \rightleftharpoons \text{cat}_\text{red} + \text{fBr}^- + \text{H}^+ + \text{products} \)

### 2.3.2 Kinetic Model: ZBKE Model

The ZBKE model reduces the BZ mechanism to three kinetic variables representing concentrations of three key intermediates. The reaction species involved are defined as [1, 5, 17]: \( X = \text{[HBrO}_2, \ Y = \text{[Br}^-, \ Z = \text{[cat}_\text{ox}, \ U = \text{[HBrO}_2^+, \ A = \text{[HBrO}_3] = h_0[\text{NaBrO}_3]_0/(0.2+h_0), \)

where \( h_0 \) is the Hammett acidity function, \( H = h_0, K_{\text{HBrO}_3} = 0.2 + h_0, B = \text{[CHBr(COOH)]}_2, B^* = \text{[CBr(COOH)]}_2^+, C = ([\text{cat}_\text{ox} + [\text{cat}_\text{red}], P \text{ is HOBr, and Q is organic products. P and Q do not affect the dynamics, while q is a stoichiometric factor.} \)
\[ X + Y + H \rightarrow k_2 \quad 2P, \]
\[ A + Y + H \rightarrow k_3 \quad X + P, \]
\[ 2X \rightarrow k_4 \quad P + A, \]
\[ A + X + H \rightarrow k_5 \quad k_{-5} \quad 2U, \]
\[ U + (C - Z) \rightarrow k_6 \quad X + Z, \]
\[ U_{ss} = \frac{1}{4k_{-5}} \left[ k_6 (c - z) + \sqrt{k_6^2 (c - z)^2 + 16k_5 k_{-5} h_0 Ax + 8k_{-5} k_{-6} xz} \right] \]

The parameter \( U_{ss} \) is the concentration of \( U \) at steady state and can be calculated as follows:

\[ U_{ss} = \frac{1}{4k_{-5}} \left[ k_6 (c - z) + \sqrt{k_6^2 (c - z)^2 + 16k_5 k_{-5} h_0 Ax + 8k_{-5} k_{-6} xz} \right] \]
The following differential equations describe the non-dimensional ZBKE oscillator’s dynamics [20]:

\[
\begin{align*}
\frac{dx}{dt} &= \frac{1}{\varepsilon_1} (-x(x + y + 1) + \varepsilon_2 Y_1 p^2 + p(1 - z) + \mu y), \\
\frac{dy}{dt} &= \frac{1}{\varepsilon_4} (-y(x + \mu) + q\alpha \frac{z}{\varepsilon_3 + 1 - z} + \beta), \\
\frac{dz}{dt} &= p(1 - z) - \alpha \frac{z}{\varepsilon_3 + 1 - z}.
\end{align*}
\] (2.14)

The dimensionless state variables \(x, y, \) and \(z\) are the concentrations of \(\text{HBrO}_2, \text{Br}^-,\) and the oxidized form of the catalyst respectively. The non-dimensional steady state concentration of \(U_{ss}\) is designated \(p\) and can be calculated as follows:

\[
p = -\frac{\gamma_1}{4\varepsilon_2} (1 - z - \sqrt{(z - 1)^2 + 16\gamma_1 \varepsilon_2 x}) \tag{2.15}
\]

\[
x = \frac{k_5 h_0 A}{2k_4} AX, \quad y = \frac{k_5}{k_2} AY, \quad z = CZ,
\]

\[
u = \frac{(k_5 h_0 A)^2 U}{2k_4 k_6 C}, \quad t = \frac{2k_4 CZ}{(k_5 h_0 A)^2}
\]

These constant parameters contain information about the rate equations of the irreversible steps of the reduced mechanism and the concentration of the malonic acid.

\[
\begin{align*}
\varepsilon_1 &= \frac{k_5 h_0 A}{2k_4 C}, \quad \varepsilon_2 = \frac{(k_5 h_0 A)^2}{2k_4 k_6 C}, \quad \varepsilon_3 = \frac{k_8}{k_{-7} h_0 C}, \\
\varepsilon_4 &= \frac{k_6 A}{k_2 C}, \quad \alpha = \frac{2k_4 k_7 k_8 B}{k_6^2 k_{-7} h_0^3 A^2}, \quad \beta = \frac{2k_4 k_9 B}{(k_5 h_0 A)^2}, \\
\mu &= \frac{2k_3 k_4}{k_2 k_6 h_0}, \quad \gamma = \frac{k_{-5}}{k_6}, \quad \delta = \frac{k_{-6} C}{k_5 h_0 A}
\end{align*}
\]
Figure 2.4: Time series showing the oscillations of the oxidized form of the catalyst (Z) and bromous acid (X) from ZBKE model simulations of the BZ reaction system.

Figure 2.5: A plot of Z vs. X and Z vs. Y showing the limit cycle of the BZ reaction from ZBKE model simulations.

The parameter values used for the ZBKE simulations follow:

\[\begin{align*}
\epsilon_1 &= 0.11, \\
\epsilon_2 &= 1.7 \times 10^{-5}, \\
\epsilon_3 &= 1.6 \times 10^{-3}, \\
\epsilon_4 &= 4.2 \times 10^{-4}, \\
\alpha &= 0.1, \\
\beta &= 1.7 \times 10^{-5}, \\
\mu &= 2.4 \times 10^{-4}, \\
\gamma &= 1.2, \\
q &= 0.35 - 1.18
\end{align*}\]
2.4.1 Effect of Light on the BZ Reaction

The photosensitivity of the catalyzed BZ reaction to illumination has been a subject of a number of studies. Researchers have carried out studies on photoinhibition and photoinduction by ultraviolet (UV) light irradiation of a cerium-catalyzed BZ reaction[12, 13]. In 1973, Demas and Diemente [14] used the Ru(bpy)$_3^{2+}$catalyst as a luminescent indicator in the BZ reaction system. Using a batch reactor, Gáspár et al. [8] investigated the illumination effects on the Ru(bpy)$_3^{2+}$-catalyzed BZ reaction in 1983. In the study, ruthenium catalyst was photochemically excited by 440-460 nm light. The period of the oscillation in the Ru(bpy)$_3^{2+}$-catalyzed BZ reaction was altered by the light. Photoinduction and photoinhibition processes were observed in subsequent studies of the BZ reaction [8, 9, 18]. The sensitivity to an illumination pulse in the Ru(bpy)$_3^{2+}$-catalyzed BZ reaction was found to be altered when the initial concentration of bromomalonic acid was varied. The response of the BZ reaction is attributed to two channels of photochemical reaction [9]. These processes involve the photochemical production of the bromide ion from BrMA and the photochemical production of HBrO$_2$ from the bromate ion.

2.4.2 The Photo-Chemical Mechanism

Through the two reaction channels, the light sensitivity of both the inorganic and organic subsets of the Ru-catalyzed BZ reaction is incorporated in the overall reaction mechanism as shown below [9, 18].

\[
\text{Ru(II)} + \text{hv} \rightarrow \text{Ru(II)}^* \quad (2.16)
\]

**Excitatory Channel**

\[
\text{Ru(II)}^* + \text{BrO}_3^- + 2\text{H}^+ \rightarrow \text{BrO}_2^* + \text{Ru(III)} + \text{H}_2\text{O} \quad (2.17)
\]

\[
\text{BrO}_2^* + \text{Ru(II)} + \text{H}^+ \rightarrow \text{HBrO}_2 + \text{Ru(III)}
\]

**Inhibitory Channel**

\[
\text{Ru(II)}^* + \text{BrMA} \rightarrow \text{Ru(III)} + \text{Br}^- + \text{org. prod.} \quad (2.18)
\]

\[
\text{Ru(III)} + \text{BrMA} \rightarrow \text{Ru(II)} + \text{Br}^- + \text{org. prod.}
\]

Bromous acid is photochemically produced from bromate through the excitatory channel while bromide is photochemically generated from BrMA through the inhibitory channel. The
bromomalonic acid that forms during the induction period is a bromide source that is critical in determining whether the oscillator will be photoinhibitory or photoexcitatory. Thus, the ratio of bromomalonic acid to bromate affects the BZ reaction and the photosensitive properties of the Ru-catalyst. On light perturbation, the two reaction processes in Eq. (2.17) and Eq. (2.18) compete. When the ratio of bromomalonic acid to bromate is below a critical value, then photoexcitation is seen with the application of light. If the ratio is above the critical value, then photoinhibition results from a light perturbation.

### 2.4.3 Light sensitive ZBKE model modification

In 1990, Krug et al. [15], proposed a model for the photosensitivity in the BZ reaction. The modification included in the Oregonator model accounted for the excitatory effects of visible light illumination. In 1997, Kádár et al. [9], further modified the model to account for the photoinhibitory effects of visible light irradiation. The inhibiting effects are due to the photochemical generation of bromide ions from bromomalonic acid, while excitatory effects are a result of bromous acid photochemically produced from bromate. The equations accounting for the photosensitivity of the BZ reaction system in the ZBKE model are shown below. The reaction species are defined as $E = \text{Ru(bpy)}^{2+} \text{(excited catalyst)}$, $A = \text{bromate}$, $B = \text{bromomalonic acid (BrMA)}$, $X = \text{bromous acid (activator)}$, $Y = \text{bromide ion (inhibitor)}$, and $Z = \text{Ru(bpy)}^{3+} \text{(oxidized catalyst)}$ [9].

**Photo-excitatory channel**

$$E + A \rightarrow X + 2Z \quad (2.19)$$

**Photoinhibitory channel**

$$E + B \rightarrow Y + Z \quad (2.20)$$

We use the ZBKE model to carry out numerical simulations to compare with the experimental BZ reaction measurements. The influence of these two photochemical processes in the overall sensitivity to a light pulse can be included in the ZBKE oscillator dynamics by modification of the differential equations using a parameter $\phi$ [16].
\[
\frac{dx}{dt} = \frac{1}{\varepsilon_1} (\phi - x(x + y + 1) + \varepsilon_2 \gamma_1 p^2 + p(1 - z) + \mu y),
\]
(2.21)

\[
\frac{dy}{dt} = \frac{1}{\varepsilon_4} (\phi - y(x + \mu) + q\alpha \frac{z}{\varepsilon_3 + 1 - z} + \beta),
\]
(2.22)

\[
\frac{dz}{dt} = \phi + p(1 - z) - \alpha \frac{z}{\varepsilon_3 + 1 - z}.
\]
(2.23)

Depending on whether the BZ reaction system is excitatory or inhibitory, parameter \(\phi\) appears in the Eq. (2.21) or Eq. (2.22), respectively. In an excitatory system, \(\phi\) does not appear in Eq. (2.22), while in an inhibitory system, \(\phi\) does not appear in Eq. (2.21).

The above modification is limited to either pure excitatory or pure inhibitory behavior, which does not capture all of the dynamics of the experimental observations. We modify the model further by introducing a tunable parameter, \(\alpha_0\), that accounts for the photochemical processes that take place when light is applied to the Ru-catalyzed BZ reaction. The model below includes photochemical terms \(\alpha_0\) and \(\phi\) in the ZBKE model for the photosensitive BZ system.

\[
\frac{dx}{dt} = \frac{1}{\varepsilon_1} (\alpha_0 \phi - x(x + y + 1) + \varepsilon_2 \gamma_1 p^2 + p(1 - z) + \mu y),
\]

\[
\frac{dy}{dt} = \frac{1}{\varepsilon_4} ((1 - \alpha_0)\phi - y(x + \mu) + q\alpha \frac{z}{\varepsilon_3 + 1 - z} + \beta),
\]
(2.22)

\[
\frac{dz}{dt} = (1 + \alpha_0)\phi + p(1 - z) - \alpha \frac{z}{\varepsilon_3 + 1 - z}.
\]

The parameter \(\alpha_0\) is introduced to specify the weight of the excitatory and inhibitory channels in the Ru-catalyzed BZ reaction when a light pulse of intensity \(\phi\) is applied. The system is purely excitatory for \(\alpha_0=1.0\) and purely inhibitory for \(\alpha_0=0.0\).
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Chapter Three

3 Discretization and Coupling

3.1 Discretization of the BZ Reaction System

Belousov’s original experiment used a well-stirred solution to study temporal oscillations [1]. However, subsequent studies using an un-stirred catalyzed BZ reaction in solutions [2, 3], gels [4], and membranes [5, 6, 7, 8] revealed the formation of spatial patterns. In the un-stirred system, the intermediate species propagate by diffusion and initiate reaction in adjacent regions.

A BZ system with cation exchange beads loaded with the catalyst in a catalyst-free reaction solution was first studied by Maselko and Showalter [10, 11]. Depending on the size of cation exchange beads and the reaction mixture, uniform pattern formation, irregular behaviors, and broken waves were observed. Maselko and Showalter [9] also studied the spatiotemporal behavior of the BZ reaction on the bead surface. Uniform oxidation and reduction of the catalyst, propagation of waves, and formation of spirals were observed on the surface of these beads.

The use of cation exchange beads provides an effective means of discretizing the BZ reaction oscillation. Each discrete bead can be thought of as a single BZ reaction oscillatory unit. Discretizing the reaction system enables the study of collective behaviors in a population of the BZ oscillators. Collectively, these chemical oscillators can interact by mutual signaling in the form of stimuli that alters the behavior of the oscillators. Coupling a population of discrete BZ oscillators has allowed researchers to study emergent behaviors such as synchronization [12, 15, 18], desynchronization [19], quorum sensing [14], and chimera states [16, 17].

In order to study populations of coupled BZ oscillators, coupling methods must be developed. Using the BZ reaction system with catalyst-loaded beads, two coupling methods have been utilized: diffusive coupling and photochemical coupling. Diffusive coupling involves the exchange of chemical species with the surrounding solution. On the other hand, photochemical coupling involves the light-induced production of chemical species by the oscillatory unit due to excitation of the photosensitive metal catalyst. In diffusive coupling,
behaviors such as synchronization and quorum sensing have been studied, while photochemical coupling has allowed the study of synchronization and chimera states in a networks of BZ oscillators. Synchronization occurs when oscillators fire either simultaneously or with a constant phase difference, while quorum sensing is an oscillator density dependent behavior [15]. The chimera state is where the population of oscillators splits into coherent and incoherent groups. The photochemical coupling allows interactions of BZ oscillators to take place by timed light pulses, which enables the study of BZ oscillators in a network.

3.2 Photochemical Coupling of BZ Oscillators in a Network

The photosensitivity property has been successfully utilized in the coupling of discrete Ru(bpy)$_3^{2+}$-catalyzed BZ reaction oscillators [16-19]. Experiments have been carried out that involve coupling a population of Ru(bpy)$_3^{2+}$-catalyzed BZ oscillators in a network [18]. Using Ru(bpy)$_3^{2+}$-loaded beads in catalyst-free BZ solutions, arbitrary network topologies can be realized by photochemical coupling. This system has been used to investigate synchronization, chimera states, phase-lag synchronization, echo behavior, and desynchronization phenomena [16 - 20].

Discretizing the illumination pulse applied on the oscillator allows us to model a spatiotemporal network using an adjacency matrix for coupling the oscillators. Networks consist of nodes and links. In our case, the nodes are the oscillators and the links are the connections between the oscillators. Consider individual oscillators labeled $i = 1, 2, ..., N$. The interaction process of these oscillators is determined by an $N$ by $N$ matrix, $A_{ij}$. Thus, a network topology is established by introducing adjacency matrix, $A_{ij}$, to the coupling equation. The individual oscillators occupy the nodes of the network. The links determine the interaction of the oscillators. If $A_{ij} = 1$, there is a link from node $i$ to $j$. If $A_{ij} = 0$, there is no link leading from node $i$ to $j$. The example matrix $A_{ij}$ below has undirected links.

$$A_{ij} = \begin{cases} 
1 & \text{if } j \text{ is connected to } i \\
0 & \text{if } j \text{ is not connected to } i
\end{cases}$$
The photochemical coupling between two oscillators $i$ and $j$ is carried out by determining the difference between the gray level of oscillator $i$, $z_i$, and gray level of oscillator $j$, $z_j$, and multiplying this difference by the coupling constant, $\delta$. The illumination pulse, $\varphi_i$, is applied to the respective discrete oscillators via a space- and time-dependent feedback. The light intensity feedback, $\varphi_i$ is calculate by:

$$\varphi_i = \delta \sum_{j=1}^{n} A_{ij} (z_i - z_j).$$  \hspace{1cm} (3.2)

The coupling constant is $\delta$ and $A_{ij}$ is the adjacency matrix, which introduces the network topology.
3.3 Experimental Methods

3.3.1 BZ Reaction Mixture

The experiments were carried out using a photosensitive BZ reaction system in which catalytic Ru(bpy)$_3^{2+}$-loaded cation exchange beads were dispersed in catalyst-free BZ solutions. Each discrete bead represents a single oscillatory unit. The catalyst-free BZ solutions used for the experiments were prepared from commercially available analytical grade chemicals with deionized water. The catalyst-free BZ reaction mixture consists of the following reagents: sodium bromide (NaBr), sodium bromate (NaBrO$_3$), sulfuric acid (H$_2$SO$_4$), and malonic acid (CH$_2$(COOH)$_2$).

3.3.2 Ruthenium (II) Loaded Oscillator Bead Preparation

The Ru(bpy)$_3^{2+}$-loaded beads were prepared by mixing 1.0 ml of 0.025 M Ru(bpy)$_3^{2+}$ with 3.0 grams cation exchange beads (DOWEX 50WZ2-100; Sigma-Aldrich) and 9.0 ml of deionized water. The mixture is stirred for 12-24 hours. The beads are filtered and air-dried (under dim light) before use. The dry beads are stored in a glass vial, under dim light conditions. The beads are inherently heterogeneous since individual beads have small differences in size and different adsorbed catalyst concentrations. The inherent heterogeneity causes the oscillators to have a distribution of natural oscillation periods.

3.3.3 The Oscillator System Preparation

The catalyst-free BZ solution is prepared by mixing reagents with initial concentrations, depending on the reaction regime listed in Table 3.1, to obtain the desired reaction concentrations. The discrete catalyst-loaded beads were dispersed and arranged in a glass petri dish filled with catalyst-free BZ solution of height approximately 2.0-3.0 mm. The beads are separated by at least two diameters to avoid diffusive coupling, as shown in Figure 3.2.
Figure 3.2: Catalytic Ru(bpy)$_3^{2+}$-loaded cation exchange beads (200-250 microns in diameter) in catalyst-free Belousov-Zabotinsky (BZ) solutions.

<table>
<thead>
<tr>
<th>BZ Reagents</th>
<th>Excitatoty (E)</th>
<th>Bromate varied (I -&gt; E)</th>
<th>Bromide varied (E -&gt; I)</th>
<th>Inhibitory (I)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MA</td>
<td>0.08</td>
<td>0.096</td>
<td>0.096</td>
<td>0.08</td>
</tr>
<tr>
<td>H$_2$SO$_4$</td>
<td>0.78</td>
<td>0.72</td>
<td>0.72</td>
<td>0.78</td>
</tr>
<tr>
<td>NaBr</td>
<td>0.02</td>
<td>0.06</td>
<td>0.02 - 0.09</td>
<td>0.09</td>
</tr>
<tr>
<td>NaBrO$_3$</td>
<td>0.48</td>
<td>0.32 - 0.76</td>
<td>0.48</td>
<td>0.48</td>
</tr>
<tr>
<td>Ru(bpy)$_3^{2+}$-catalyst</td>
<td>8.3 x 10$^{-6}$ mol/g</td>
<td>8.3 x 10$^{-6}$ mol/g</td>
<td>8.3 x 10$^{-6}$ mol/g</td>
<td>8.3 x 10$^{-6}$ mol/g</td>
</tr>
</tbody>
</table>

Table 3.1: Initial concentrations for the catalyst-free BZ solution and catalyst-loaded oscillator beads.

3.3.4 Instrumental Setup

The experimental setup is shown by the schematic diagram in Figure 3.3. The setup includes a glass petri dish (reactor), a beam splitter, a bandpass filter, and a spatial light modulator (SLM) connected to and controlled by a computer coupled to a charge-coupled device (CCD)-camera. The SLM projects the light, and the beam splitter reflects the light onto the reaction vessel while allowing real time observation with the camera. A bandpass filter improves the contrast of the grayscale signal from the photosensitive tris(2,2′-bipyridine)ruthenium(II) loaded beads at 440-460 nm. The projected light also serves as a
background for observing the chemical oscillators. During an oscillation cycle, the beads change color based on the concentrations of the reduced, \( \text{Ru(bipy)}_3^{2+} \) (orange), and oxidized, \( \text{Ru(bipy)}_3^{3+} \) (green), forms of the BZ catalyst. The color changes on the discrete beads can be processed in grayscale values from the images taken with the CCD-camera. The grayscale values of individual beads are plotted in real time.

![Diagram of experimental setup](image)

**Figure 3.3:** Schematic diagram of the experimental setup for the BZ reaction system with discrete Ru-catalyst loaded beads [18].

### 3.3.5 Computer-Control and Photochemical Coupling

The experiment is carried out with a duty cycle of 2.8 seconds, controlled by MatLab algorithms. A single cycle consists of exposing the reaction vessel to background light while the CCD-camera captures an image, followed by the light perturbation according to the feedback and the cycle then repeats. The CCD-camera sends images of the spatiotemporal behavior of the individual beads as shown in Figure 3.2 to the computer every cycle. The computer records the intensity (averaged grayscale value) of each bead from the image, and the measured
intensity of individual beads is plotted. When coupling is turned on, the measured averaged
grayscale values of the discrete beads can be used to calculate the illumination feedback
according to Eq. (3.3). The feedback is applied for a duration of 1.5 seconds to the beads via
irradiation with the SLM. Then the background light is turned on, another image is captured,
and the cycle repeats.

The photochemical coupling between two beads $i$ and $j$ is carried out by determining
the difference in the transmitted light intensity of the beads, in grayscale, and multiplying this
difference by the normalized coupling constant, $\delta = 255 \frac{k}{d_i}$, according to Eq. (3.3):

$$\varphi_i = \varphi_0 + 255 \frac{k}{d_i} \sum_{j=1}^{n} A_{ij} (z_i - z_j). \quad (3.3)$$

The light with intensity $\varphi_i$ is projected by the SLM onto a defined area where the individual
bead $i$ is positioned. The normalized grayscale values $z_i$ and $z_j$ are proportional to the
Ru(bipy)$_3^{3+}$ concentration of beads $i$ and $j$, respectively. The normalized coupling constant, $\delta$,
the projected light intensities, $\varphi_i$, and background light intensity, $\varphi_0$, in Eq. (3.3) are
dimensionless. The light intensity of grayscale value 100 corresponds to 0.925 mW cm$^{-2}$ and the
actual value of the applied light intensity can be calculated by multiplying the grayscale value of
$\varphi_i$ by $9.25 \times 10^{-3}$ mW cm$^{-2}$. The experimental time for determining the gray levels of beads $i$
and $j$ and projecting the light with intensity $\varphi_i$ on bead $i$ is approximately 0.4 seconds.

For light-induced phase resetting experiments, the SLM illuminates with a grayscale
value of 250, corresponding to $I = 2.31$ mW cm$^{-2}$, to individual beads in defined time frames (a
sequence of three pulses separated by 1.3 seconds; for our experiment a total of 4.5 seconds
illumination time was used). The background light is then turned on, an image is captured, and
the cycle repeats. When there is no specific illumination, the background light intensity is
resumed.
3.4 Numerical Simulations: Coupled ZBKE Oscillator Model

The chemical reaction taking place on each catalyst-loaded bead and the influence of the projected light perturbations on the reaction are numerically simulated with a modified ZBKE model for the photosensitive BZ reaction. For oscillators interacting via coupling, Eq. (2.22) is modified by replacing the parameter \( \varphi \) by the coupling function \( \varphi_i \), which characterizes the interaction between the coupled oscillators. Following the experimental setup for the coupled chemical oscillators, the model has been extended to include a term representing a feedback \( \varphi_i \) on \( N \) oscillators, label \( i = 1, 2, ..., N \), whose individual dynamics are given by Eq. (3.4) below:

\[
\begin{align*}
\frac{dx_i}{dt} &= \frac{1}{\varepsilon_1} (\alpha_0 \varphi_i - x_i(x_i + y_i + 1) + \varepsilon_2 y_1 p_i^2 + p_i(1 - z_i) + \mu y_i), \\
\frac{dy_i}{dt} &= \frac{1}{\varepsilon_4} ((1 - \alpha_0) \varphi_i - y_i(y_i + \mu) + q_i \alpha \frac{z_i}{\varepsilon_3 + 1 - z_i} + \beta), \\
\frac{dz_i}{dt} &= (1 + \alpha_0) \varphi_i + p_i(1 - z_i) - \alpha \frac{z_i}{\varepsilon_3 + 1 - z_i}.
\end{align*}
\]

The constant values used in the ZBKE model simulations are listed below:

\[
\begin{align*}
\varepsilon_1 &= 0.11, & \alpha &= 0.10, \\
\varepsilon_2 &= 1.7 \times 10^{-5}, & \beta &= 1.7 \times 10^{-5}, \\
\varepsilon_3 &= 1.6 \times 10^{-2}, & \mu &= 2.4 \times 10^{-4},
\end{align*}
\]
\[ \varepsilon_4 = 4.2 \times 10^{-4}, \quad \gamma_1 = 1.10, \]

where \( \varphi_i \) is given by
\[ \varphi_i = K \sum_{j=1}^{n} A_{ij} (z_i - z_j), \quad (3.5) \]

where \( K, A_{ij}, \) and \( z \) are the coupling constant, adjacency matrix, and oxidized form of the catalyst respectively.

When studying a population of oscillators, the initial numerical simulation conditions can be set to homogeneous oscillators by using a single value of \( q_i \), with \( 0.35 < q_i < 1.180 \), where oscillations are observed. However, the interacting dynamical units in many real systems are not homogeneous, as pointed out earlier with the case of heterogeneous Ru-loaded beads in the BZ reaction. Some examples in nature include cells in the hippocampus and cortex, which are known to be diverse in terms of their biochemical content, morphology, electrophysiological characteristics, and neuromodulator sensitivities with theta and gamma having frequency bands of (8-12 Hz) and (20-80 Hz), respectively [13]. Networks of these cells have been found to be responsible for the generation and control of rhythmic brain activities. Studying the influence of intrinsic properties such as heterogeneity provides insights into the generation and control of collective behaviors in populations of coupled oscillators. Therefore, we investigated the effects of heterogeneities on the local dynamics of the BZ system using experimental methods and numerical simulations. We introduce heterogeneity in the modified ZBKE model by assigning the parameter values \( q_i \) with the distribution \( q_i \in [0.35, 1.18] \), where these values are within the oscillatory regime.
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Chapter Four

Abstract

The phase response curve (PRC) of an oscillator is useful in determining the entrainment mechanisms of oscillators perturbed by external stimuli. To characterize the PRC of a Belousov-Zhabotinsky (BZ) reaction system, we vary the initial concentration of bromate or bromide in the BZ solution. We report on phase-locked synchronization and switching patterns in a pair of coupled photosensitive BZ oscillators. The oscillators, Ru(bpy)$_3^{2+}$-loaded beads in catalyst-free BZ solutions, were perturbed with light pulses. We quantify the transient changes by constructing the PRC from the resultant oscillations. The PRCs measure the effect of an illumination pulse on the phase of a BZ oscillator. Depending on the phase at which the pulse is applied and the chemical composition of the BZ solution, the oscillations are either advanced or delayed relative to the unperturbed oscillations. We present both experimental measurements and numerical simulations of the dynamical behavior of a pair of photochemically coupled BZ oscillators. An analysis of the behavior reveals phase-locked oscillations and periodic and aperiodic switching of oscillations from in-phase to out-of-phase synchronization.
Chapter Four

4.0 Coupled BZ Chemical Oscillators

The Belousov-Zhabotinsky (BZ) reaction exhibits a rich variety of dynamical behaviors that are similar to those found in biological systems, such as fireflies flashing in unison, rhythmic beating of cardiac pacemaker cells, and central pattern generators that control rhythmic actions. The dynamical behaviors of the organisms, cells, and neurons in these systems show remarkable self-organization and synchronization as a result of their interactions. Synchronization patterns of neurons in the brain are linked to diseases such as epilepsy, schizophrenia, and autism [1]. To understand the collective behavior of coupled oscillators, we need to understand how the individual oscillators respond to external stimuli. The sensitivity of the oscillators to external stimuli can be characterized by their Phase Response Curves (PRC) [2-5]. A PRC is a graphical representation that quantifies the change of the oscillator phase as a function of the phase at which the stimulus was applied.

In this chapter, we investigate the photochemical responses induced by light on BZ oscillators with two aims. The first aim is to characterize the PRCs in the photosensitive Ru(bpy)$_3^{2+}$-catalyzed BZ reaction as a function of the BZ reaction mixture composition. The second aim is to examine the effect of the phase responses on the synchronization pattern of a pair of photochemically coupled BZ oscillators. The effect can be studied for various excitatory-inhibitory regimes and varying natural period heterogeneity. We report experimental results, followed by numerical results obtained using a modified ZBKE model [15, 19] described in Subsection 2.3.2. We describe phase-locked synchronization and switching patterns of the coupled oscillators. A parameter plot will demonstrate the influence of the PRC and heterogeneity of natural periods on the entrainment patterns of the coupled BZ oscillators at varying coupling strength.
4.1 Phase Response Curve: Photosensitive Ru(bpy)$_3^{2+}$-Catalyzed BZ Oscillators

The response of an oscillator to external stimuli such as a light pulse, composition change, or temperature variation can be quantified using a PRC. The PRC is widely used to study the response of dynamical systems to external stimuli in various fields, such as physiological rhythms, circadian rhythms, and neuroscience [2-5]. In the photosensitive BZ system, the periodic oscillation in a Ru(bpy)$_3^{2+}$-catalyzed BZ oscillator can be altered by applying a light pulse [11-18]. The phase shift in the BZ oscillator can be characterized with respect to reaction mixture composition and the phase of the oscillator when the perturbation is applied. To measure and characterize the phase responses of the BZ reaction oscillations due to perturbation by a light pulse, we construct a PRC and a phase transition curve (PTC). The PTC is presented in the form of a new phase relative to the old phase [6]. The old phase refers to the phase at the time of perturbation and the new phase denotes the phase at the perturbation plus the phase shift. The transient changes measured by PRC and PTC plots can aid in understanding the response properties of oscillating BZ systems to light pulse perturbations. The shape of the PRC can be useful in linking the dynamics of individual oscillators to network dynamics.

To characterize the influence of a light pulse on BZ reaction oscillations in our experimental setup, a sequence of three 1.5-second pulses, separated by 1.3 seconds was applied to the beads at different phases, $\phi(t)$, according to Eq. (4.1). Prior to each light perturbation, the oscillators are allowed to oscillate for multiple cycles without perturbation, and the periods of these unperturbed oscillations are used in the calculation of the natural periods ($T_o$). After each light perturbation, the phase of the oscillators will shift. The phase shifts, $\Delta \phi(t)$, were calculated as the difference between the periods without ($T_o$) and with ($T_1$) light perturbation, as shown in Eq. (4.2). The periods of the unperturbed BZ reaction oscillations are relatively stable until a light perturbation is applied, at which time the oscillation period either decreases or increases, as illustrated in Figure 4.1.
Figure 4.1: Time series plots showing phase shifts (phase advancing and phase delaying). (a) After perturbation, the period of oscillation decreases, and (b) after perturbation, the period of oscillation increases. The solid blue line shows the oscillations with the natural period, while the dotted blue line shows the course of oscillations after a perturbation at the point shown by the vertical arrow after time t from the previous oscillation peak.

The effect of a light perturbation on the BZ system can be explained via the production of activator and/or inhibitor in the BZ system [7-8]. The illustration in Figure 4.1(a) shows a phase advance in the photoexcitatory regime, which shortens the oscillation period after perturbation. Here, the light pulse excites the reduced form of the catalyst, and the excited catalyst, Ru(bpy)$_2^{2+}$*, reacts directly with the reactant BrO$_3^-$, and in a series of subsequent reactions produces the autocatalytic species, $HBrO_2$. Additional $HBrO_2$ typically results in a phase advance, as shown in Figure 4.1(a), although it has little effect during the excited or recovery period of the oscillation [15]. Figure 4.1(b) shows a case of phase delay in the photoinhibitory regime of the BZ reaction. After generation of the excited form of the reduced catalyst, the excited catalyst reacts directly with bromomalonic acid to produce the inhibitor, $Br^-$. The production of $Br^-$ results in a phase delay as illustrated by Figure 4.1(b).

In our experimental investigation of the photosensitive BZ system, we perturbed the Ru-catalyzed beads using illumination from a SLM. The examples in Figure 4.1(a-b) show perturbations at a particular phase of the limit cycle, and demonstrate how the oscillator
responds to the perturbation. However, the oscillator response might have a different magnitude if it is perturbed at a different phase. The phase of the oscillator at which the stimuli is applied, can be calculated by Eq. (4.1)

\[ \phi(t) = \frac{2\pi t}{T_0}. \]  

(4.1)

\( T_0 \) is the unperturbed period, corresponding to the oxidation of the \( \text{Ru(bpy)}_3^{2+} \) period, and \( t \) is the perturbation time from the reference point, which is the previous peak of oscillation. The reference point is defined to be zero when the oscillation cycle reaches the peak. To get a complete picture of how the oscillator responds to perturbations at different phases, the phase shift at these phases is determined using Eq. (4.2)

\[ \Delta \phi(t) = \frac{2\pi(T_0 - T_1)}{T_0}, \]  

(4.2)

where \( T_1 \) is the period of the cycle with the perturbation. The new phase for constructing the PTC is given by

\[ \phi_{\text{new}}(t) = \phi(t) + \Delta \phi(t). \]  

(4.3)

The transient change of the phase of an oscillator is quantified by comparing the period difference between perturbed and unperturbed cycle. If \( \Delta \phi < 0 \), the oscillation period lengthens after the perturbation, and this phenomenon is called phase retardation or phase delay. If \( \Delta \phi > 0 \), the oscillation period shortens after the perturbation, and this phenomenon is called phase advance. If \( \Delta \phi = 0 \), there is no phase shift, and this usually occurs during the refractory phase of the BZ reaction.

The experiments were carried out using the experimental method described in chapter two. We determine the phase responses of \( \text{Ru(bpy)}_3^{2+} \)-catalyzed BZ oscillators to light perturbations using forty to sixty beads dispersed in a Petri dish. The beads were perturbed at the grayscale value of 250 in a sequence of three pulses separated by 1.3 seconds, for a total of 4.5 seconds of illumination time. Five perturbations where applied during each experiment in an interval that allows at least three oscillation cycles for determining the natural periods. The recorded data are analyzed using MATLAB and calculations are carried out using Eqs. (4.1) – (4.3) to plot the PRC and PTC.
4.2 Experimental Results

4.2.1 Phase Response Curve and Phase Transition Curve

In the experimental results, time series plots of the chemical oscillators’ normalized transmitted light intensities are used to extract the periods used in the calculation of phases and phase shifts. In general, the shapes of the PRC and PTC shown below depend on the dynamics that characterize the perturbed oscillators. The phase and BZ chemical composition influences the magnitude of the phase shift and causes either oscillation phase delay or phase advance. The character of the PRC changes from predominantly excitatory to predominantly inhibitory depending on the chemical composition. Thus, the PRC shapes are measured as bromate and bromide concentrations are varied. To characterize the phase response of a wide regime of these Ru(bpy)$_3$$^{2+}$-catalyzed BZ oscillators to light pulses, we varied the chemical composition of the BZ solution as specified below.

4.2.1.1 The Effect of Bromate Concentration in the BZ Reaction Mixture

In the experimental results shown below, we used a reaction mixture with the following concentrations: $[\text{MA}] = 0.096 \text{ M}$, $[\text{H}_2\text{SO}_4] = 0.78 \text{ M}$, $[\text{Br}^-] = 0.060 \text{ M}$, and varied $[\text{BrO}_3^-]$. In a 25.0 mL or 50.0 mL volumetric flask the reagents were added in the following order: malonic acid (MA), sodium bromate (NaBrO$_3$), sulfuric acid (H$_2$SO$_4$), and sodium bromide (NaBr). The addition of the bromide turned the solution to a brown color due to the production of bromine. After a few minutes, the brown color disappeared and the solution became colorless due to the bromination of malonic acid. Water was then added to the volumetric flask to the mark. The reaction mixture was tuned by varying the bromate concentration so that the BZ reaction changed from a predominantly inhibitory regime to a predominantly excitatory regime.

The bromination of MA during the induction period establishes the actual initial concentrations. The formation of BrMA follows these stoichiometric equations:

$$\text{BrO}_3^- + 5\text{Br}^- + 6\text{H}^+ \rightleftharpoons 3\text{Br}_2 + 3\text{H}_2\text{O}$$

$$\left( \text{MA} + \text{Br}_2 \rightleftharpoons \text{BrMA} + \text{Br}^- + \text{H}^+ \right) \times 3$$

$$\text{BrO}_3^- + 2\text{Br}^- + 3\text{MA} + 3\text{H}^+ \rightleftharpoons 3\text{BrMA} + 3\text{H}_2\text{O}$$

(4.4)
Figure 4.2: Phase response curves for the BZ reaction that show the transition from inhibitory to excitatory regimes as bromate concentration is increased. Experimental PRCs (left) and PTCs (corresponding right) of Ru(bpy)$_3^{2+}$-catalyzed BZ oscillators. (a) $[\text{BrO}_3^-] = 0.29$ M (b) $[\text{BrO}_3^-] = 0.41$ M (c) $[\text{BrO}_3^-] = 0.61$ M.
Equations (4.4) show the formation of BrMA from the reaction of Br\(^-\) with BrO\(_3^-\) in acidic condition to form Br\(_2\), which then is followed by the bromination of MA to give BrMA. Using the stoichiometry, the established initial concentrations are: [MA] = 0.006 M, [BrMA] = 0.090 M, [H\(_2\)SO\(_4\)] ≈ 0.78 M and varied [BrO\(_3^-\)].

4.2.1.2 The Effect of Bromomalonic Acid Concentration in the BZ Reaction Mixture

A catalyst-free BZ solution preparation procedure similar to that described above was used with the following concentrations: [H\(_2\)SO\(_4\)] ≈ 0.78 M, [BrO\(_3^-\)] = 0.44 M, and varied [BrMA]. The reaction mixture was tuned by varying the bromomalonic acid concentration so that the BZ reaction changed from a predominantly inhibitory regime to a predominantly excitatory regime, see Figure 4.3.

The PRC shapes of Ru(bpy)\(_3\)\(^2^+\)-catalyzed BZ oscillators are influenced by the reaction solution composition, which determines the dominant channel in the photochemical mechanism (see section 2.4.2 for details). A systematic increase in bromate concentration resulted in the PRC shapes to change from a predominantly inhibitory to a predominantly excitatory regime, whereas a systematic increase in bromomalonic acid concentration resulted in the PRC shapes to change from a predominantly excitatory to a predominantly inhibitory regime. Between the extreme ends of the excitatory-inhibitory regimes, the BZ oscillators’ PRCs are characterized by both phase advancement and phase delay in different regions of the plot, separated by a sharp transition. A transition from phase delay to phase advance occurs at this point. Increasing bromate concentration in the BZ solution results in a shift to lower phase of the transition in the PRC plot, whereas increasing bromomalonic acid concentration in the BZ solution results in a shift to higher phase of the transition in the PRC plot.
Figure 4.3: PRC and PTC plots that show the transition from inhibitory to excitatory regimes as bromide concentration is decreased. Experimental PRCs (left) and PTCs (corresponding right) of Ru(bpy)$_3^{2+}$-catalyzed BZ oscillators. (a) [BrMA] = 0.096 M, [MA] = 0.000 M, [Br$^-$] = 0.026 (b) [BrMA] = 0.096 M, [MA] = 0.000 M (c) [BrMA] = 0.03 M, [MA] = 0.066 M.
4.3 PRC Numerical Simulations Results

Simulations were based on Eq. (2.22) to determine the PRCs of the oscillators using the perturbation $\phi = 0.075$. The simulation results compare well with our experimental observations. Similar to the experimental observation, the simulation results below show the PRC plots when $\alpha$ is varied.

![Simulation plots](image)

**Figure 4.4:** Simulations of the PRC and PTC using the modified ZBKE model. The plots show the transition from the inhibitory regime to excitatory regime as $\alpha$ increases. The plots on the left are the PRCs and the plots on the right are the PTCs described by Eqs. (4.1)-(4.3). (a) $\alpha_0=0.10$ (b) $\alpha_0=0.50$ (c) $\alpha_0=0.70$. 
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The PRC of an oscillator can be used as a guide to gain insights into the entrainment mechanism, to classify oscillator responses, and it is helpful in understanding or predicting the collective behaviors in coupled pairs of oscillators. After characterizing the effects of varying the BZ reaction mixture composition from the excitatory to the inhibitory regime, we can use the different regimes to implement photochemical coupling in a network of Ru-catalyzed BZ oscillators.

4.4 Coupling Pair of BZ Oscillators

Interacting oscillatory systems, such as yeast cells or BZ oscillators, tend to exhibit a collective rhythm. The interactions occur by mutual signaling in the form of stimuli that alters the behavior of the oscillators. Two coupled oscillators can exhibit a variety of dynamical behaviors, ranging from synchronization to aperiodic oscillations [9-10]. Here, we examine the effect of the parameters such as the heterogeneity in period, quantified here as period ratio of the two oscillators, the excitatory-inhibitory regimes, and the coupling strength on the dynamical behavior of coupled BZ oscillators. The aim is to characterize the influence of the period heterogeneity and the inhibitory-excitatory regimes on the synchronization patterns of two coupled BZ oscillators. We quantify the synchronization patterns using the phase lag and the periods of the two oscillators during coupling. We begin by presenting experimental results describing phase-locked synchronization patterns followed by switching patterns in a pair of coupled BZ oscillators. We explore further the effect of frequency (period) heterogeneity and the excitatory-inhibitory regimes on the observed experimental synchronization behavior in simulations of coupled BZ oscillators. The simulations reveal four regions of synchronization patterns: (i) exclusively in-phase synchronization, (ii) exclusively out-of-phase synchronization, (iii) bistable with coexisting in-phase and out-of-phase synchronization, which depends on initial phase conditions, and (iv) switching patterns with periodic and “aperiodic” switching.

In the experimental setup, two BZ oscillators were coupled bidirectionally for various BZ reaction mixture compositions and heterogeneous period distributions. The oscillators are coupled using the difference of their normalized grayscale values, \((Z_i - Z_j)\). The feedback is calculated by Eq. (3.3). The interaction between the two oscillators is illustrated in Figure 4.5.
Figure 4.5: Time series (blue line) showing oscillations of interacting oscillators (1) and (2). The interaction signals are shown by the dotted red line.

The normalized grayscale values $Z_i$ and $Z_j$ for oscillators $i$ and $j$ are obtained from the transmitted light intensity of the oscillators, which is proportional to the concentration of Ru(bipy)$_3^{3+}$.

In the experimental plots shown in Figure 4.6, a BZ system in a mixed excitatory-inhibitory regime was used to obtain the observed synchronization patterns. The BZ solution composition produces a PRC with both inhibitory and excitatory region has the following concentrations: $[MA] = 0.006 \text{ M}$, $[\text{BrMA}] = 0.09 \text{ M}$, $[\text{BrO}_3^-] = 0.45 \text{ M}$, and $[\text{H}_2\text{SO}_4] \approx 0.78 \text{ M}$.

Figure 4.6: PRC and PTC plots for coupled BZ oscillators with competing inhibitory and excitatory regimes.
The behavior between the two oscillators can be quantitatively described by calculating the phase lag (also corresponding to perturbation phase) and the oscillations periods. The phase of the oscillator at the time of the perturbation is calculated using 

\[ \phi_i = 2\pi \frac{\delta t}{T_{oi}}, \]  

(4.5)

where \( \phi_i \) is the perturbation phase, \( \delta t \) is the time difference between the two oscillators’ peaks, and \( T_{oi} \) is the natural period for oscillator \( i \).

The following results highlight the influence of heterogeneity and the PRC at a given coupling strength, \( k=10 \). Under the experimental conditions, we observed phase-locked synchronization and switching synchronization patterns. Phase-locked synchronization describes both in-phase and out-of-phase synchronization, where a constant phase difference is maintained during the interaction of the oscillators. In the switching synchronization patterns, the pair of oscillators alternate between in-phase and out-of-phase during the interaction of the oscillators. The results of the corresponding simulations producing switching synchronization patterns are shown below, and it is followed by a numerical analysis. In the experimental work, we can adjust the coupling strength and BZ solution composition; however, the natural periods and initial phase difference cannot be adjusted. The effect of the initial phase difference between the oscillators and the heterogeneous period distributions on the dynamical behaviors can be addressed using numerical simulations.

4.4.1 Phase-locked Synchronization

The experimentally measured gray level for two oscillators as a function of time is shown in Figures (4.7) and (4.8). After the coupling is switched on at approximately 500 seconds, the two oscillators begin to synchronize, and the oscillators fire with a constant phase difference of approximately 180 degrees for out-of-phase synchronization. For in-phase synchronization, the oscillators fire nearly simultaneously. In order to quantify and classify the synchronization patterns, we plot the periods and the perturbation phases when each oscillator receives a light pulse as a function of time, as shown in Figures 4.7 and 4.8. The phase-locked synchronization is characterized by a constant phase lag and similar periods.
Figure 4.7: A pair of coupled Ru-catalyzed BZ oscillators, displaying anti-phase synchronization: (a) time series, (b) calculated periods, and (c) perturbation phases. Coupling is turned on after 500 seconds and turned off close to 3000 seconds; the experiment runs for approximately one hour. Coupling is applied between the green lines. Initial concentrations: $[\text{MA}] = 0.006 \text{ M}$, $[\text{BrMA}] = 0.09 \text{ M}$, $[\text{BrO}_3^-] = 0.45 \text{ M}$, and $[\text{H}_2\text{SO}_4] \approx 0.78 \text{ M}$.

For out-of-phase oscillations, the phase difference between the two oscillators is close to 180 degrees, which is within the inhibitory phase region in Figure 4.6. The inhibitory effect from perturbations received by each oscillator at the phase shown in Figure 4.7 (c) leads to each oscillator entraining the other oscillator. The natural periods of the two oscillators are nearly the same before and after the coupling is on; the periods of both oscillators increase during perturbation when coupling is on. This is because the perturbation phase falls on the inhibitory region of the phase response curve, and therefore causes a phase delay.
Figure 4.8: A pair of coupled Ru-catalyzed BZ oscillators, displaying in-phase synchronization: (a) time series, (b) calculated periods, (c) perturbation phases. Coupling is applied between the green lines. Initial concentrations: \([\text{MA}] = 0.006 \text{ M}, [\text{BrMA}] = 0.09 \text{ M}, [\text{BrO}_3^-] = 0.45 \text{ M}, \text{ and } [\text{H}_2\text{SO}_4] \approx 0.78 \text{ M}.

For in-phase oscillations, the phase difference between the two oscillators is close to 0 degrees, and places the perturbation phase for one oscillator in the excitatory phase region. The oscillator with the higher frequency drives the oscillations. Even though the natural periods of the oscillators are different, when coupling is switched on, the periods of both oscillators become nearly the same and close in length to the natural period of the oscillator with the higher frequency. This can be attributed to the perturbation phase falling in the excitatory region of the phase response curve. The oscillator with the higher frequency acts as the pacemaker driving the oscillations.

4.4.2 Autonomously Switching Pattern

In addition to the phase-locked synchronization, we also observe switching patterns. In switching patterns, the synchronization shifts between the two phase-locked synchronization patterns. The time trace of the perturbation phases shows that the phase lag of the two
oscillators is not constant. The drift in phase lag corresponds to the perturbation alternating between the excitatory and inhibitory regions in the phase response curve, shown in Figure 4.6. The switching pattern from in-phase to out-of-phase and vice versa is likely caused by an attractor (chain recurrent) which passes through the sharp transition in the PRC. The attractor is a function of initial phase difference and the difference in period or heterogeneity between the two oscillators. This results in perturbations moving into either the excitatory or inhibitory regions.

![Diagram](image)

**Figure 4.9:** A pair of coupled Ru-catalyzed BZ oscillators displaying switching patterns from in-phase to out-of-phase synchronization: (a) time series, (b) calculated periods, and (c) perturbation phases. Coupling is applied between the green lines. Initial concentrations: $[\text{MA}] = 0.006 \text{ M}$, $[\text{BrMA}] = 0.09 \text{ M}$, $[\text{BrO}_3^-] = 0.45 \text{ M}$, and $[\text{H}_2\text{SO}_4] \approx 0.78 \text{ M}$.

The synchronization switches from in-phase to out-of-phase because the perturbation phase shifts to the inhibitory phase region, which is shown by the initial higher period jump.
Figure 4.10: A pair of coupled Ru-catalyzed BZ oscillators displaying switching patterns from out-of-phase to in-phase synchronization: (a) time series, (b) calculated periods, and (c) perturbation phases. Coupling is applied between the green lines. Initial concentrations: $[\text{MA}] = 0.006 \text{ M}$, $[\text{BrMA}] = 0.09 \text{ M}$, $[\text{BrO}_3^-] = 0.45 \text{ M}$, and $[\text{H}_2\text{SO}_4] \approx 0.78 \text{ M}$.

The synchronization switches from out-of-phase to in-phase because the perturbation phase drifts into the excitatory phase region. For the inhibitory perturbation phases, successive cycles result in perturbations at different phases of the excitatory-inhibitory regime. In this particular case, this results in drifting of the perturbations into the excitatory region.
Figure 4.11: A pair of coupled Ru-catalyzed BZ oscillators displaying switching synchronization: (a) time series, (b) calculated periods, and (c) perturbation phases. Coupling is applied between the green lines. Initial concentrations: $[\text{MA}] = 0.006 \text{ M}$, $[\text{BrMA}] = 0.09 \text{ M}$, $[\text{BrO}_3^-] = 0.45 \text{ M}$, and $[\text{H}_2\text{SO}_4] \approx 0.78 \text{ M}$.

Perturbations in successive cycles may result in repeated switching of synchronization, which often occurs at different phase positions. This results in drifting of the phase perturbations into either the excitatory or the inhibitory region.

4.5 Numerical Calculation Results

We use a two-channel modified ZBKE model in Eq. (3.4) to carry out numerical simulations to compare with the observed experimental behavior. The parameter $\alpha_0$ is introduced to specify the weights of the excitatory and the inhibitory channels in the photosensitive Ru-catalyzed BZ reaction. The system is purely excitatory for $\alpha_0=1.00$ and purely inhibitory for $\alpha_0=0.00$. 
Figure 4.12: A pair of coupled oscillators displaying switching synchronization: (a) time series, (b) calculated periods, and (c) perturbation phases. Coupling is applied between the green lines. See section 3.3.1 for the modified ZBKE model with general parameters, additional specific parameters are: $\alpha_0 = 0.45$, $q_1 = 0.97284$, $q_2 = 0.74387$, and $k = 2.53 \times 10^{-3}$.

Panel (c) shows the phases at which the oscillators receive perturbations during the coupling interaction. The effect of the perturbations on the oscillator periods and the oscillation time series is shown in panels (b) and (a), respectively.

We investigate the periodicity of the switching pattern by plotting the periods as a function of time. Plotting consecutive periods allows distinguishing between periodic and aperiodic switching patterns.
Figure 4.13: Switching synchronization patterns. Coupling is applied between the green lines. See section 3.3.1 for the modified ZBKE model with general parameters; additional specific parameters are: $\alpha_0 = 0.45$, (a) $q_1 = 0.6673$, $q_2 = 0.5426$ ($T_1 = 33.1$, $T_2 = 30.4$), (b) $q_1 = 0.6528$, $q_2 = 0.5598$ ($T_1 = 32.8$, $T_2 = 30.8$), (c) $q_1 = 0.5875$, $q_2 = 0.5026$ ($T_1 = 31.4$, $T_2 = 29.6$), and (d) $q_1 = 0.6673$, $q_2 = 0.5526$ ($T_1 = 33.1$, $T_2 = 30.7$).
Figure 4.14: Period (n+1) as a function of period (n) for the switching synchronized patterns. The parameters for panels in Figure 4.14 correspond to the parameters for panels in Figure 4.13.

The plotted points follow a cycle, with panels (b) and (d) showing periodic jumps defining each cycle. The periodic pattern for (b) has 28-29 points, and (d) has 13-14 points. The aperiodic patterns for (a) and (c) have aperiodic jumps for each cycle. The plots below show the PRC and PTC.
Figure 4.15: Iterative phase map (PRC and PTC). The perturbation phase of the light pulse from the coupled oscillators’ interaction. The PRC shows shifting up or down according to whether the oscillators are being phase advanced or phase delayed. The parameters for panels in Figure 4.15 correspond to the parameters for panels in Figure 4.13.

Using a continuation method in numerical simulations, we carried out further calculations to investigate the effects of parameters such as the period heterogeneity, the degree of the inhibitory and the excitatory regimes, and coupling strength on the synchronization patterns. A phase diagram showing the qualitative dynamics of the system at different values of the parameters is plotted below. The phase diagram allows us to predict the presence of multistable patterns when the qualitative dynamics such as synchronization patterns changes as parameters are varied. Figure 4.16 summarizes the continuation method simulations in the form of a phase diagram, where oscillator period heterogeneity and the degree of inhibitory-excitatory regimes are varied.
Figure 4.16: Simulations with a modified ZBKE model of heterogeneous, photosensitive BZ oscillators. The synchronization patterns with in-phase (dark blue), out-of-phase (green) synchronization patterns, bistable synchronizations (grey), and switching patterns (red) as a function of the heterogeneous oscillator period distribution and the inhibitory-excitatory regimes weight. See section 3.3.1 for the modified ZBKE model with general parameters; additional specific parameters are: $\alpha_0 = [0.0 \ 1.0]$, $q_1 = 0.8580$, $q_2 = [0.8543 \ 0.6993]$, $k = 2.53 \times 10^{-3}$.

The heterogeneity of the two oscillators and the excitatory-inhibitory regime of the BZ system play a role in influencing the resultant behaviors in two coupled BZ oscillators. Figure 4.15 above reveals four synchronization pattern regions: (i) exclusively in-phase synchronization region (dark blue), (ii) exclusively out-of-phase synchronization region (green), (iii) bistable region (grey) with coexisting in-phase and out-of-phase synchronization (depending on initial phase conditions) and (iv) switching behavior (red) with periodic and “aperiodic” patterns. Two curves separate these four regions. The in-phase region is located at the upper right of the phase diagram. The out-of-phase region is on the left of the phase diagram (green color). The bistable region is found at the lower right and is colored grey.

Simulations were carried out similarly to that described above except with varying oscillator period heterogeneity and coupling strength $k$, Figure 4.17.
Figure 4.17: Simulations with a modified ZBKE model of heterogeneous, photosensitive BZ oscillators. The synchronization patterns with in-phase (dark blue), out-of-phase (light blue) synchronization patterns, and switching patterns (other colors) as a function of the oscillator period distribution and coupling strength, $k$, in three different inhibitory-excitative regimes weight, $\alpha_0$. See section 3.3.1 for the modified ZBKE model with general parameters; additional specific parameters are: $q_1 = 0.8580$, $q_2 = [0.8543 \ 0.6993]$.

Phase response curves and the associated phase transition curves are useful in understanding the dynamical behavior of coupled oscillators. Heterogeneity of the natural period of the coupled oscillators and coupling strength are also essential system parameters in characterizing the synchronization behavior.
4.6 Summary

In this chapter, we examined and characterized the phase response curves and the different synchronization patterns observed when two BZ oscillators are photochemically coupled. The characterization of the BZ reaction’s PRC reveals various possible degrees of different photochemical coupling channels where new dynamical behaviors can be observed. In the coupled pairs of the BZ oscillators, different regions of synchronization patterns are observed as we vary a combination of parameters such as heterogeneity, weight of inhibitory-excitatory regimes and coupling strength (shown in Figures 4.15 and 4.16). This study highlighted the importance of the PRC in providing insights into oscillator entrainment mechanisms and the effect of varying intrinsic parameters on dynamical behaviors of the coupled oscillators. We have presented experimental findings followed by numerical simulations using the modified ZBKE model. We examined the dynamics of the coupled oscillators and were able to categorize the behavior as phase-locked synchronization and switching patterns. We found both periodic and aperiodic behavior in the switching patterns.

Using numerical simulations, we investigated the effects of parameters such as period heterogeneity, degree of inhibitory-excitatory regimes, and coupling strength on the synchronization patterns observed in pairs of coupled BZ oscillators. We performed continuation method calculations to map out the regions of the dynamical behaviors observed in a phase diagram in which oscillator period heterogeneity and the degree of inhibitory-excitatory regimes (or coupling strength) are varied.
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Chapter Five

Collective Behavior of Self-Propelled Particles

Micro-swimmers such as bacteria exhibit various types of collective motion. The dynamical behavior of the individual synthetic micro-swimmers, such as platinum-silica particles in hydrogen peroxide solutions, has been experimentally studied. However, there are not many experimental studies focused on the collective motion of agglomerated micro-swimmers. In this chapter, we report on experiments carried out with silica particles that were asymmetrically coated with Pt and immersed in hydrogen peroxide solutions, which is similar to the system studied by Howse et al. [4, 8] and Ke et al. [2]. However, in this study, we report on the effect of the agglomerated particles’ orientation on the resultant motion pattern. The mean square displacement, step length distribution, and mean squared angular displacement are used to quantify the resultant motion dynamics.

Understanding the influence of orientation of particles in agglomerates on the motion pattern is important in exploiting the agglomerate micro-swimmers. We report experimental observations of the agglomerate motion and carry out numerical simulations of the agglomerates under different orientations of the particles. We find that motion patterns such as linear or circular trajectories emerge in the agglomerates depending on the particle orientation.
5.1 Introduction

The potential industrial and medical applications of micro-swimmers have been advanced in studies of self-propelled particles in recent decades. Self-propelled particles display directed motion by harvesting energy from the surroundings. Biological systems that exhibit self-propulsion include bacteria, algae, and biomotors, which have inspired the fabrication of nonbiological self-propelled particles such as Pt-SiO₂ and Pt-Au particles in solutions of hydrogen peroxide [14, 28]. However, with decreasing micro-swimmer length scale, viscous forces dominate over inertial forces. Since conventional swimming methods become ineffective at low Reynolds number, new self-propulsion mechanisms must be devised for the motion of nonbiological micro-swimmers. The microscale nonbiological self-propelled particles must overcome the effects of Brownian motion and viscosity. Researchers have carried out theoretical and experimental studies on the motion of self-propelled particles, such as spherical Pt-SiO₂ particles in hydrogen peroxide solution [3, 4, 13, 25, 28] and iridium-silica particles in N₂H₄ solution [25]. Because these particles are half-coated with a metal, they are referred to as Janus particles, named after the two-faced Roman god, Janus [9]. During de Gennes’s Nobel Prize lecture [9], he used the concept of “Janus grains” for the first time to describe particles with two equal surface areas with different chemical properties, such as polar and nonpolar, hydrophilic and hydrophobic. These particles can be made with different sizes and shapes. Janus particles are characterized by different chemical compositions of the two halves of the particle. The different chemical properties play a vital role in directing the motion of the self-propelled particles.

Microorganisms, such as bacteria, direct their motion using flagella or cilia in the fluid medium [12, 14]. Kinesin, a biomotor, uses ATP hydrolysis for motion along a microtubule [24]. For synthetic micro-swimmers such as Janus particles, the motion is due to the chemical energy obtained from the surrounding solution. The motion of some Janus particles arises from chemical gradients in a process called diffusiophoresis [2, 4, 8, 25]. Other chemical reactions result in propulsion mechanisms such as interfacial gradients and electrophoresis. In our experimental studies, we used platinum coated silica particles dispersed in a solution of hydrogen peroxide. The directed motion of these particles depends on the asymmetry of the
concentration gradient created by the reaction. Agglomerates of the self-propelled particles tend to form on their dispersion in a solution of hydrogen peroxide due to volume exclusion. The dynamics of the agglomerates in a solution of hydrogen peroxide is less well understood than the dynamics of single particles. We experimentally studied the motion of self-propelled agglomerates of Pt-SiO₂ particles in a solution of hydrogen peroxide. The investigation focuses on the influence that the orientation of the Janus particles in trimer agglomerates has on the resultant motion. We observe both linear and circular trajectories, which depend on the orientations of the particles. Using the orientations and the experimental data, we used modified Langevin equations [32] to simulate two-dimensional trajectories of the agglomerates. The complex motions are explained with the dynamic quantities extracted from the trajectory analysis of the agglomerates in a two-dimensional plane.

5.2 Background

In this section, we will review the challenges in designing self-propelled particles successfully, notably the effect of Brownian motion and viscous forces. We will also discuss selected experimental studies on the dynamic behavior of individual Pt-SiO₂ particles suspended in hydrogen peroxide solutions.

Brownian motion results from random collisions between microscopic particles and the molecules of the surrounding medium [10, 20]. The erratic motion of particles due to random collisions is named after the British botanist, Robert Brown, who discovered Brownian motion in 1827 while studying pollen grains suspended in water using a microscope. He observed that the microscopic particles were in random motion. In 1905, Albert Einstein [31, 32] explained Brownian motion in terms of random forces moving particles backward and forward in random motion. Hence, the diffusion of passive microscopic particles surrounded by a fluid medium is a result of random thermal forces acting on the microscopic particles [18, 20]. The Stokes-Einstein equation gives the spatial diffusion coefficient of a particle undergoing Brownian motion:

\[
D_t = \frac{k_B T}{6\pi \eta R},
\]

(1)
where $k_B T$ is the thermal energy, $\eta$ is the viscosity of the solution, and $R$ is the radius of the particle. The particle also has a rotational diffusion coefficient, given by

$$D_r = \frac{k_B T}{8\pi \eta R^3},$$  \hspace{1cm} (2)

with the characteristic rotational time scale given by

$$\tau_R = \frac{8\pi \eta R^3}{k_B T} = \frac{1}{D_r}.$$  

Theoretical investigations of Brownian motion have shown that the mean square displacement (MSD) of a Brownian particle in two-dimensions is given by

$$\langle [r(\Delta t) - r(t=0)]^2 \rangle = \langle \Delta r^2(\Delta t) \rangle = 4D_t \Delta t,$$  \hspace{1cm} (3)

where $r(\Delta t)$ denotes the position, $\Delta t$ the time step, and $D_t$ the spatial diffusion coefficient, which is the mean displacement of one Brownian particle [20]. Thus, the spatial diffusion coefficient, $D_t$, can be determined using the MSD and describes the strength of the stochastic force [10, 20].

### 5.2.1 Solving the Challenges: Overcoming Brownian Motion in Microscale Particles

A microorganism’s lack of sufficient inertial force to overcome viscous resistance and the random forces due to Brownian motion make the generation of constant directed motion difficult. Therefore, micro-swimmers must possess suitable steering mechanisms to maintain orientation or use an external bias to support their motion [4]. For example, the bacterium E. coli uses rotating or wave propagating flagella to direct its motion, as depicted in Figure 5.1 [8, 14].

![E. coli Bacterium](image)

**Figure 5.1:** E. coli Bacterium. From Marshall Brain, HowStuffWorks.com.
The motion of most synthetic micro-swimmers is driven by external power sources or fields, such as magnetic and electric fields [13]. Although theoretical models have been proposed to provide alternative methods for overcoming viscous resistance and the random forces due to Brownian motion, few of these models are successful without using external fields [13, 14]. Most synthetic microscale self-propelled particles using external fields are ineffective due to the lack of suitable power sources as well as the complexity of the environment. This problem calls for an alternative method that is effective and sustainable to direct particle motion autonomously.

5.2.1.1 Reaction-Driven Propulsion

The motion of micro-swimmers can be directed using an external force, but better alternative methods can be explored. The alternative method should be able to direct micro-swimming transporters autonomously without requiring an external driving force [3, 8]. For particles to direct their motion, they need to generate their local fields, such as electrostatic potential, temperature, or concentration gradients in otherwise homogeneous media [8]. Most biological systems use the hydrolysis of adenosine triphosphate (ATP) to adenosine diphosphate (ADP) as a source of chemical energy to power biological motors [16-17]. The use of chemical reactions to power the motion of nonbiological micro-swimmers provides an attractive mechanism for propulsion. Possible propulsion mechanisms powered by chemical reactions include diffusiophoresis, electrophoresis, and interfacial tension gradients.

5.2.1.2 Propulsion by Broken Symmetry

Myosin and kinesin are examples of biological motors that depend on ATP hydrolysis and structural asymmetry of their filaments to direct movement [16-17]. Therefore, to successfully design self-motile devices, one must combine the concepts of autonomous chemical reaction and asymmetry. In 2005, Golestainian et al. [3] modeled a self-propelling spherical particle of radius R, as shown in Figure 5.2, driven by a chemical reaction on its surface.
If the particle is propelled by a driving force generated by a chemical reaction on its surface, the instantaneous direction of motion is parallel to the driving force. The driving force accounts for the self-propulsion, and the Janus particle receives a continuous push from the catalytic (enzymatic) site. The continuous push gives rise to directed motion with a constant velocity, $V$. Using quantities from the driven particle such as the velocity, $V$, and accounting for the influence of translational and rotational fluctuations, we can use Langevin equations [33] to describe the particles propulsion in a two-dimensional plane (x-y), as shown below [23, 26, 27]:

$$\frac{dx(t)}{dt} = V \cos(\theta(t)) + \sqrt{2D_t} \xi_1(t),$$

$$\frac{dy(t)}{dt} = V \sin(\theta(t)) + \sqrt{2D_t} \xi_2(t),$$

$$\frac{d\theta(t)}{dt} = \sqrt{2D_r} \xi_r(t),$$

(4)

where $(x,y)$ is the position of the particle center of mass, $\xi_1$ and $\xi_2$ are terms for translational fluctuations, $\xi_r$ is the term for rotational fluctuations, and $\theta$ is the angle of orientation.

Using the model illustrated in Figure 5.2, Howse et al. [4] synthesized self-propelled particles powered by the process of diffusiophoresis, which arises when the catalytic decomposition of hydrogen peroxide occurs on the platinum coated silica particle. The Langevin equations can be used to simulate the self-propulsion of the particle.
5.2.2 Hydrogen Peroxide Fueled Platinum-Silica Janus Particles

Experimental studies of Janus particles dispersed in a solution of hydrogen peroxide provide insights into the dynamical properties of self-propelled particles. Platinum catalyzes the decomposition of hydrogen peroxide into oxygen and water,

\[ 2\text{H}_2\text{O}_2 \rightarrow \text{O}_2 + 2\text{H}_2\text{O}, \]  

(5)
on one-half of the spherical particle, thereby generating a concentration gradient in the interfacial region [1, 2, 4, 8, 29]. The reaction shown by Eq. (5) occurs as illustrated in Figure 5.3, and is responsible for the propulsion of the particle. Self-propelled motion has been observed with the catalytic region at the trailing end of the sphere [2, 4, 8].

![Image: Schematic representation of Janus Pt-SiO\textsubscript{2} particle undergoing diffusiophoresis.](image)

**Figure 5.3:** Schematic representation of Janus Pt-SiO\textsubscript{2} particle undergoing diffusiophoresis.

Howse et al. [1, 4, 8] investigated the motion of the self-propelled particles by dispersing platinum coated polystyrene spheres in a hydrogen peroxide solution. Propulsion was due to diffusiophoresis, which occurs when the particle is subjected to a concentration gradient in the solution, as illustrated in Figure 5.3. In the diffusiophoresis mechanism, the reaction of platinum with hydrogen peroxide induces a local asymmetric production of oxygen that leads to a spatial concentration gradient. The local asymmetric production of oxygen gives rise to the propulsion of the Pt-SiO\textsubscript{2} particles. The propulsive motion strongly depends on the concentration of hydrogen peroxide.
5.3 Experimental Method

5.3.1 Platinum-Silica Particles Fabrication

An aqueous suspension of silica microspheres (1 µm diameter) purchased from Bangs Laboratories was deposited on a glass slide. The glass slide, now covered in a closely packed silica micro-sphere monolayer, is allowed to dry at room temperature overnight. After drying, the monolayer can be coated with platinum metal using electron beam vacuum evaporation, as illustrated in Figure 5.4 [1]. The microspheres were half-coated with a platinum film approximately 5 nm in thickness. The asymmetric particles that formed on the glass slides were immersed in deionized water and removed by sonication.

![Figure 5.4: A schematic illustration of the preparation of Janus particles.](image)

5.3.2 Experimental Procedure

Self-propelled particles made of silica spheres (1 µm in diameter) and half coated with platinum were dispersed in water during sonication. The particles suspended in water were mixed with hydrogen peroxide solution to obtain a dispersion with the desired concentration. The dispersion was placed on a glass slide. The glass slide, with a thickness of 0.18 mm, was used to position the suspended particles on an inverted microscope (Lecia, 100× objective lens with immersion oil) connected to a high-resolution color digital camera (SPOT 100), as shown in the setup in Figure 5.5. On the surface of the glass slide, two-dimensional motion is exhibited.
by the particles. A small region was selected from the field view containing particles to maximize the frame capture rate. For our instrumentation setup below, images were typically collected at 9-16 fps. The videos contained the frame-to-frame information for movement and orientation of the particles. The positions of the particles in the two dimensions with respect to time were determined frame to frame. The two-dimensional (x-y) trajectories and particles’ orientation from the image sequences were processed using ImageJ software for detailed analysis with MATLAB. Deionized water was used for all experiments and solution preparations. All experiments were carried out at room temperature.

5.3.3 Instrumentation

The experimental set-up in Figure 5.5 consists of a color digital camera (Spot Insight) to capture two-dimensional image sequences, using an inverted microscope (Leica DM IRB) with a 100x objective. The platinum-silica particles in a solution of hydrogen peroxide were dispersed on glass slides. The image sequences were collected and were stored in the computer (PC).

Figure 5.5: Experimental set up.
5.4 Analysis of the motion of self-propelled particles

The frame-to-frame tracking and measurement of the position and orientation of the particles on sequential images at constant time intervals allow for the determination of dynamic quantities that characterize the motion. Two methods have been utilized to quantify the dynamics of self-propelled particles in previous work, the mean square displacement (MSD) and the step length distribution. Previous work on single self-propelled particles is described to illustrate how these methods quantify and extract motion information. We apply these methods to analyze experimental and numerical simulation data for agglomerates of these particles in our study.

Figure 5.6 shows a comparison of the trajectories of Pt-SiO$_2$ particles with equivalent pure silica spheres serving as the control at different hydrogen peroxide concentrations [4, 8].

![Figure 5.6: Trajectories of Pt-SiO$_2$ and control pure silica particles at different hydrogen peroxide concentrations. Figure adapted from Ref. [4].](image)

The mean-squared displacement can characterize the dynamics of the Pt-SiO$_2$ particles in different concentrations of hydrogen peroxide. In a two-dimensional space, the MSD is given by

$$\Delta L^2(\Delta t) = \langle (\Delta x^2(\Delta t) + \Delta y^2(\Delta t)) \rangle,$$

where $\Delta x(\Delta t) = x(t+\tau) - x(\tau)$, and $\Delta y(\Delta t) = y(t+\tau) - y(\tau)$.

As the concentration of the hydrogen peroxide increases, the motion of the self-propelled particles leads to characteristic deviations of the MSD in comparison to the ordinary Brownian motion. It is clear from Figure 5.7 that with increasing hydrogen peroxide concentration, the plots of MSD against time become increasingly exponential. The deviation of
the MSD arises from the propulsive component of the particle motion, which increases with increasing hydrogen peroxide concentration [4, 8].

Figure 5.7: Plot of mean-square displacement ($\Delta L^2$) as a function of time ($\Delta t$) of trajectories in Figure 5.6. Figure adapted from Ref. [8].

The two-dimensional MSD can be related to the dynamics of propulsion by the equation below [4, 8, 27].

$$\Delta L^2 (\Delta t) = 4D_t \Delta t + \frac{\nu^2 \tau_R^2}{2} \left( \frac{2\Delta t}{\tau_R} + e^{-\frac{2\Delta t}{\tau_R}} - 1 \right),$$  \hspace{1cm} (7)

Howse et al. in their analysis of experimental data have shown that at short time steps, $\Delta t < \tau_R$, the mean-squared displacement plot can be fitted by a quadratic equation

$$\Delta L^2 (\Delta t) = 4D_t \Delta t + \nu^2 \Delta t^2,$$  \hspace{1cm} (8)

and the characteristic motion of the particle becomes Brownian-like at a long time step, $\Delta t > \tau_R$, which can be fitted by a linear equation

$$\Delta L^2 (\Delta t) = 4(D_t + \frac{1}{4} \nu^2 \tau_R) \Delta t.$$  \hspace{1cm} (9)

Alternatively, the mean square angular displacement (MSAD) can be utilized for a dominant rotational motion, to extract dynamic quantities.

The step length distribution of a particle trajectory in the $x$ and $y$ directions for a given observation time interval, $\Delta t$, can be used to quantify the dynamics of the particle motions. The frame-to-frame measurements of the particle trajectory allow us to determine the influence of
Δt on the apparent motion of the particles. The probability density for a one-dimensional displacement Δ is given by

\[ P(\Delta, \Delta t) = A \exp\left(-\frac{\Delta^2}{2\sigma^2}\right), \] (10)

where \( \sigma = \sqrt{2D_{\text{eff}} \Delta t} \).

The value of \( D_{\text{eff}} \) can be determined by fitting the probability density from Eq. 10 to the step length Δ normal distribution for a varied time interval, \( \Delta t \). Ke et al. have demonstrated that at a short time interval, \( \Delta t < \tau_R \), the effective diffusion constant is given by a linear equation

\[ D_{\text{eff}} = D_t + \frac{1}{4} v^2 \Delta t. \] (11)

The characteristic motion of the particle becomes Brownian-like at a long time interval, \( \Delta t > \tau_R \), and the horizontal fit on the graph plateau corresponds to the effective diffusion constant,

\[ D_{\text{eff}} = D_t + \frac{1}{4} v^2 \tau_R, \] (12)

where \( v \) is the particle velocity of propulsion, \( D_t \) is the diffusion constant for purely Brownian motion, and \( \tau_R \) is the rotational diffusion time, which can be estimated as the initial time at which effective diffusion \( D_{\text{eff}} \) plateaus to a constant value. The effective diffusion, \( D_{\text{eff}} \), increases with increasing hydrogen peroxide concentrations. The dynamic quantities extracted by the analysis based on the step length distribution, mean square displacement (MSD), and mean square angular displacement (MSAD) can be compared for consistency.

Most previous studies have focused on the dynamical behavior of single self-propelled particles. Here, we examined experimentally and numerically the collective motion in agglomerates of asymmetric particles such as trimers and tetramers. The investigation focuses on interacting particles that are in contact, known as agglomerates. We examine how the relative orientation of Janus particles in trimers, tetramers, and higher agglomerates can influence the resultant motion. We present an analysis of self-propelled-particle agglomerate motion. The analysis allows us to quantify the motion pattern by extracting the diffusion constant, the rotational diffusion constant, rotational time, velocity and angular velocity using MSD, the step length distributions in the x and y directions, and MSAD.
5.5 Experimental Results

At sufficiently high densities of Pt-SiO₂ particles in hydrogen peroxide solutions, the motions of particles are accompanied by the formation of agglomerates, as shown in Fig. 5.8. This clumping is thought to be due to volume exclusion, which results in adhesive interactions between the particles.

![Experimental images showing Pt-SiO₂ particles agglomerates.](image)

**Figure 5.8:** Experimental images showing Pt-SiO₂ particles agglomerates.

Figure 5.9 shows a schematic illustration of the agglomerates formed with various orientations of the constituent particles. In the hydrogen peroxide solution, the agglomerate is propelled near the interfaces of the solution with catalytic sites due to chemical gradients generated at the individual sites. Depending on the orientation of the agglomerate, the chemical gradients developed at the multiple sites determine the motion pattern. The multiple chemical gradients, coupled with the interactions of these gradients can explain the complex motion of the agglomerates. Experimental measurements show that the agglomerates display a variety of trajectories, such as circular, rotational, spiral, and orbital, as well as linear and Brownian motion. We demonstrate here how the orientations of the Pt-SiO₂ particles in the agglomerates, using trimers as a case study, influence the resultant motion pattern. We experimentally and numerically show the dependence of the motion patterns in the agglomerates on the particle orientations.
Figure 5.9: Illustration of Pt-SiO$_2$ particle agglomerates, (a) dimers, (b) trimers, and (c) tetraters, showing some possible relative particle orientations. Blue and white represent platinum and silica surfaces, respectively.

The agglomeration of the self-propelled particles can be with various orientations as illustrated in Figure 5.9. We monitor the motion of these agglomerates using 2D image sequences taken by a high-resolution camera. During the analysis, we track the trajectories of the agglomerates to extract translational and rotational velocities of the motion. The pattern of motion in agglomerates of these particles can be controlled by varying the particle orientations, which modifies the relative prominence of the rotational or translational dynamics of the motion. Changing the pattern of motion by altering the orientations of the particles may allow new designs of chemically powered self-propelled particles for specialized functions.

The orientations of the self-propelled particles in agglomerate influence both the pattern and the velocities of motion. We quantify the observed resultant motions using MSD, MSAD, and the use of probability density function on the step length distribution of a self-propelled particle in the x and y directions for varied observations time intervals.
Figure 5.10: Motion of half-coated Pt-silica trimer in 5.0% w/w hydrogen peroxide solution. The orientations of the Pt-silica particles are shown in the insert of (a). The image sequences were collected at 10.40 fps. a) The trajectory of trimer and b) mean squared displacement as a function of time steps (blue line) fitted by Eq. 7. At short times, $\Delta t < \tau_R$, Eq. 8 is fitted by the parabola shown by the green line, and for long times, $\Delta t > \tau_R$, a straight line is fitted by Eq. 9 (red line). The fits yield the characteristic quantities, $v = 2.10 \mu m s^{-1}$; $D_t = 0.221 \mu m^2 s^{-1}$, and $\tau_R = 3.66 s$.

Using the MSD, we determine the characteristic velocity and diffusion coefficient of the particle propulsion at short times. The green curve in Figure 5.10 (b) shows a fit of the data with Eq. 8, giving $v = 2.10 \mu m s^{-1}$, and $D_t = 0.221 \mu m^2 s^{-1}$. The effective diffusion, $D_{eff}$, was determined using the long time behavior of the MSD shown by the linear red fit using Eq. 9, giving $D_{eff} = D_t + \frac{1}{4}v^2 \tau_R = 4.26 \mu m^2 s^{-1}$, and $\tau_R = 3.66 s$.

Alternatively, we can fit the probability density function of the step length distribution of the x and y displacement to extract the dynamic quantities. The step length distributions are plotted for frame-to-frame 1D step lengths and normalized by dividing by the total number of steps. The orange line in Figure 5.11 (a) shows the Gaussian fit.
Figure 5.11: (a) Distribution of the step length $\Delta$ for trimer Pt-silica particles. (b) Effective diffusion coefficient $D_{\text{eff}}$ as a function of the observation time interval, $\Delta t$.

The dynamics quantities can be extracted using the following equations:

\[
\begin{align*}
\Delta t < \tau_R, & \quad D_{\text{eff}} = D_t + \frac{1}{4} v^2 \Delta t, \text{ for green line fitting.} \\
\therefore v &= 2.48 \, \mu\text{m s}^{-1}; D_t = 0.227 \, \mu\text{m}^2\text{s}^{-1}.
\end{align*}
\]

\[
\begin{align*}
\Delta t > \tau_R, & \quad D_{\text{eff}} = D_t + \frac{1}{4} v^2 \tau_R, \text{ for red line fitting.} \\
\therefore D_{\text{eff}} &= 4.30 \, \mu\text{m}^2\text{s}^{-1}, \tau_R = 2.65 \, \text{s}, D_r = 0.38 \, \text{rad}^2\text{s}^{-1}.
\end{align*}
\]

The values $v, D_t,$ and $D_{\text{eff}}$ obtained from the MSD and probability density function fit for the step length distribution measurements are compared in Table 5.1.

<table>
<thead>
<tr>
<th></th>
<th>$\tau_R$ (s)</th>
<th>$D_r$ (rad$^2$s$^{-1}$)</th>
<th>$v$ (\mu m s$^{-1}$)</th>
<th>$D_t$ (\mu m$^2$s$^{-1}$)</th>
<th>$D_{\text{eff}}$ (\mu m$^2$s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSD</td>
<td>3.66</td>
<td>0.27</td>
<td>2.10</td>
<td>0.22</td>
<td>4.26</td>
</tr>
<tr>
<td>$\Delta$ Distribution</td>
<td>2.65</td>
<td>0.38</td>
<td>2.48</td>
<td>0.23</td>
<td>4.30</td>
</tr>
</tbody>
</table>

**Table 5.1:** Values of $\tau_R$, $D_r$, $v$, $D_t$, and $D_{\text{eff}}$ from MSD and step length probability density distribution ($\Delta$ Distribution) measurements.

The propelled trimer above describes linearly directed motion, and it is dominated by translational as opposed to rotational motion. The difference in the rotational diffusion coefficient, $D_r$, obtain by MSD and $\Delta$ Distribution might be due to a gradient field generated by the interaction of multiple catalytic sites that characterize the agglomerates.
Figure 5.12: Circular trajectory and rotation motion of half-coated Pt-silica trimer in 5.0% w/w hydrogen peroxide solution. The orientations of the Pt-silica particles are shown in the insert at (a). The image sequences were collected at 10.40 fps. (a) The trajectory of a trimer and (b) mean square displacement.

Figure 5.13: (a) Distribution of the step length $\Delta$ for trimer Pt-silica particles. (b) The time variation of $\theta(t)$ in plots of cumulative rotational angle over time.

The time variation of $\theta(t)$ in Figure 5.13 (b) shows that the circular motions were accompanied by monotonic rotation of the agglomerate with minor fluctuations. Oscillatory motions of the agglomerate were observed, as shown by MSD plot on Figure 5.12 (b). We can utilize an analytical fit, Eq. (13) [8], and a MSAD fit, Eq. (14) [30], to quantify the dynamics of the trajectory of motion shown in Figure 5.12 (a).

\[
\Delta L^2 = 4D_L\Delta t + \frac{2v^2(D_r\Delta t)}{D_r^2 + \omega^2} + \frac{2v^2(\omega^2 - D_r^2)}{(D_r^2 + \omega^2)^2} + \frac{2v^2 e^{-D_r\Delta t}}{(D_r^2 + \omega^2)^2} \left[ (D_r^2 - \omega^2) \cos(\omega \Delta t) - 2\omega D_r \sin(\omega \Delta t) \right]
\] (13)

\[
\Delta \Theta^2 = 2D_r\Delta t + \omega^2 \Delta t^2
\] (14)
**Figure 5.14:** Plots of (a) mean-squared angular displacement fitted with Eq. 14 and (b) mean square displacement measurements with analytical fit of Eq. 13.

<table>
<thead>
<tr>
<th></th>
<th>$\omega$ (rad s$^{-1}$)</th>
<th>$\tau_R$ (s)</th>
<th>$D_r$ (rad$^2$s$^{-1}$)</th>
<th>$V$ (µm s$^{-1}$)</th>
<th>$D$ (µm$^2$s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analytical MSD fit</td>
<td>5.02285</td>
<td>23.2</td>
<td>0.0431</td>
<td>8.0</td>
<td>0.385</td>
</tr>
<tr>
<td>MSAD</td>
<td>5.02285</td>
<td>23.3</td>
<td>0.0432</td>
<td>n/a</td>
<td>n/a</td>
</tr>
</tbody>
</table>

**Table 5.2:** Values of $\omega$, $\tau_R$, $D_r$, $V$, and $D_t$ from mean-square displacement fit and mean-square angular displacement measurements.

The trajectory of agglomerate motion in Figure 5.12 (a) shows circular motion with outward petals. The motion trajectory can be viewed as a combination of two circular motions, where a primary circle (with a small radius and angular velocity, $\omega$) orbits a secondary circle (with a large radius and angular velocity, $\omega_s$) in one direction and spins about its center in the same direction.

The circular trajectory above is characterized by a combination of primary and secondary circles. Therefore, identifying the forces acting on the agglomerate to generate the primary and the secondary circles is essential in understanding the circular trajectories. The forces acting on individual particles in agglomerates, with given orientations, can result in continuous centripetal force acting on the agglomerate, which is responsible for the trajectory along the primary circle. The centripetal force is due to the net diffusiophoretic force on the agglomerate directed far from the center of mass. The secondary circle is due to the interaction of gradient fields from the multiple catalytic sites in the agglomerate. The interaction of chemical gradients from multiple catalytic sites results in the secondary circle above. This could be due to the deformation of the concentration gradient, imparting net angular velocity $\omega_s$. 
Figure 5.15: Spiral motion of half-coated Pt-silica trimer in 22.5% w/w hydrogen peroxide solution. The orientations of the Pt-silica particles are shown in the insert at (a). The image sequences were collected at 10.40 fps. (a) The trajectory of the trimer and (b) the mean square displacement.

Figure 5.16: (a) Plots of cumulative rotational angle over time and (b) mean square angular displacement.

Figure 5.17: (a) Distribution of the step length, $\Delta$, for trimer Pt-silica particles. (b) Mean square displacement measurements with fit using Eq. 13.
Analytical MSD fit & 6.5 & 3.33 & 0.3 & 9.0 & 0.35 \\
MSAD & 7.45 & 3.07 & 0.3257 & n/a & n/a \\

Table 5.3: Values of $\omega$, $\tau_r$, $D_r$, $v$, and $D_t$ from mean-square displacement fit and mean-square angular displacement measurements.

The orbiting or spiral motion pattern of these agglomerates is characterized by an oscillating mean square displacement and bimodal step length distribution. Two kinds of forces are responsible for the propulsion of agglomerates with the antisymmetric orientation of the particles. An angular force, which is directly related to the orientation of the particles and is responsible for the primary circular trajectory, while the interaction of the chemical gradients from multiple catalytic sites generates a radial force, which is responsible for a secondary circle with a stable or unstable center.

5.6 Numerical Calculations

The fluctuations in translational motions observed in the experiments are thought to be due to a combination of factors: orientation of the catalytic sites of the particles in the agglomerate and strength of the gradient surrounding the particles, which are influenced by Brownian motion. To investigate the behavior of motions observed in the experiments further, we carried out numerical simulations using modified Langevin equations [33] that describe the agglomerate propulsion in two-dimensional space. We focus on the influence of the agglomerate orientations on the motion patterns using dynamic quantities and orientations extracted from the experimental data.

We numerically simulated trajectories of the agglomerates with three catalytic sites by modifying Eqs. 4 with Eqs. 13, as schematically illustrated in Figure 5.18. The trajectories of the agglomerates shown below are a result of various orientated forces

$$\frac{dx(t)}{dt} = v \sum_{i=1}^{n} \cos(\Theta(t) + \varphi_i) + \sqrt{2D_t} \xi_1(t) ,$$

$$\frac{dy(t)}{dt} = v \sum_{i=1}^{n} \sin(\Theta(t) + \varphi_i) + \sqrt{2D_t} \xi_2(t) ,$$

$$\frac{d\Theta(t)}{dt} = \omega + \sqrt{2(D_r + \frac{\omega_s^2}{D_r})} \xi_r(t) ,$$

(13)
Figure 5.18: Schematic representation of Janus particle agglomerates with multiple catalytic sites oriented in different directions.

Using the dynamics quantities obtained from the experimental results, we simulated the self-propulsion of the agglomerate with similar orientation geometry to compare the motion.

Figure 5.19: Active trimer trajectory with simulation parameters $\phi_1 = 60^\circ, \phi_2 = 240^\circ, \phi_3 = 90^\circ, D_t = 0.22, D_r = 0.4, v = 2.10, \text{and } \omega_x \leq \omega = 0.5$. (a) - (b) The trajectories of the trimer and (c) mean square displacements.
Figure 5.20: Active trimer trajectory with simulation parameters $\varphi_1 = 100^\circ$, $\varphi_2 = 80^\circ$, $\varphi_3 = 60^\circ$, $D_t = 0.385$, $D_r = 0.0432$, $v = 8.0$, $\omega_s = 0.36$, and $\omega = 5.0$. (a) The trajectory of the trimer and (b) mean square displacement.

Figure 5.21: Active trimer trajectory with simulation parameters $\varphi_1 = 150^\circ$, $\varphi_2 = 100^\circ$, $\varphi_3 = 260^\circ$, $D_t = 0.35$, $D_r = 0.8565$, $v = 9.5$, $\omega_s = 1.56$, and $\omega = 4.75$. (a) The trajectory of the trimer and (b) mean square displacement.

The motion patterns vary depending on various oriented forces, $\sum_{i=1}^{n} F_i$, and the magnitude of $v$, as shown by the trajectories. The resultant magnitude of the oriented forces occasionally results in a translational motion not directed through the agglomerate center of mass. As a result, a circular motion emerges.

In summary, we have demonstrated experimentally that the resultant motion patterns of the agglomerates depend on the orientation of the particles. We investigated the influence of
orientation on the motion observed in the experiments by numerical simulations of modified Langevin equations. Analysis of the experimental and model simulations of agglomerates with given particle orientations shows that the motion pattern is as a result of multiple forces acting on the agglomerates. Rotational, orbital, spiral, linear, and Brownian motion are observed experimentally and in the numerical simulations.

Figure 5.22: Illustration of Pt-SiO$_2$ particle agglomerates with a possible resulting motion for (a) dimers, (b) trimers, and (c) tetramers.

The resultant motion is a result of multiple catalytic sites, which contribute to the forces that propel the particle agglomerates. If the net force does not pass through the center of mass, there will be net torque. The torque results in rotational, orbital or spiral trajectories. The dependence of the motion pattern on the orientation of the particles is demonstrated by the model simulations and analysis. In the absence of net force on the agglomerates, the Brownian motion of the agglomerates is observed.

In this work, we have observed the circular motions of agglomerates in solutions of hydrogen peroxide in a 2D configuration. Two forces are thought to be responsible for the circular trajectory observed. Dynamic quantities are extracted from the measured trajectories
of motion. The circular motion in the numerical simulations corresponds to the experimental observations.

This study provides useful insights into designing motion of micro motors that optimize motion in a given environment. The experiments and numerical simulations have demonstrated that altering the orientations of the composite particles in agglomerate influences the translational and rotational components of motion. This study provides strategies to design motions of chemically propelled agglomerates with useful functions. The agglomerates, depending on particle orientations, have the capacity to change the pattern of motion depending on the environment.
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