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Abstract

Floating-Gate Design and Linearization for Reconfigurable Analog Signal Processing

Steven M. Andryzcik II

Analog and mixed-signal integrated circuits have found a place in modern electronics design as a viable alternative to digital pre-processing. With metrics that boast high accuracy and low power consumption, analog pre-processing has opened the door to low-power state-monitoring systems when it is utilized in place of a power-hungry digital signal-processing stage. However, the complicated design process required by analog and mixed-signal systems has been a barrier to broader applications. The implementation of floating-gate transistors has begun to pave the way for a more reasonable approach to analog design. Floating-gate technology has widespread use in the digital domain. Analog and mixed-signal use of floating-gate transistors has only become a rising field of study in recent years. Analog floating gates allow for low-power implementation of mixed-signal systems, such as the field-programmable analog array, while simultaneously opening the door to complex signal-processing techniques. The field-programmable analog array, which leverages floating-gate technologies, is demonstrated as a reliable replacement to signal-processing tasks previously only solved by custom design.

Living in an analog world demands the constant use and refinement of analog signal processing for the purpose of interfacing with digital systems. This work offers a comprehensive look at utilizing floating-gate transistors as the core element for analog signal-processing tasks. This work demonstrates the floating gate’s merit in large reconfigurable array-driven systems and in smaller-scale implementations, such as linearization techniques for oscillators and analog-to-digital converters. A study on analog floating-gate reliability is complemented with a temperature compensation scheme for implementing these systems in ever-changing, realistic environments.
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Chapter 1

Introduction

As humans, we exist in an analog world. The digital domain, which has invaded almost all aspects of our lives, is simply a representation of the underlying analog world. At high levels of the electronics stack, computer engineers are able to deal with digital representation by removing their access to analog information. Digital “ones” and “zeroes” become a visual and logical representation which detail the amount of electrons at a specific location on an integrated circuit (IC). While the layers of abstraction remove direct control of the analog data, digital computation opens the door to other marvels of engineering. From the digital domain curated by the computer engineer, software engineers are able to create comprehensive systems that are accessible, useful, and appealing to end users.

The separation between layers of abstraction in modern electronics design is useful not only for a division of labor, but also to create application spaces that are not burdened by unnecessary knowledge of lower-level constraints. However, we must avoid losing the knowledge of low-level systems and not allow stagnation at the bottom of the ecosystem to ensure full-stack development continues to make forward progress. In the past, analog design has been pushed to the side in favor of the digital domain. Analog electronics are seen as overly complicated and require years of study to fully comprehend. This is not far from the truth. Analog design is a costly process, and many of its engineers are required to have graduate degrees to even compete in the modern workforce.

The undeniable fact, however, is that analog design continues to be a steady market share in the electronics realm [2]. Not only is the IC, at the lowest level of the stack, governed
by analog device physics, but I bring us full circle to my opening statement: We exist in an analog world. Any time we want to send information from our world into the digital world, a conversion from analog to digital is required. This information can come from us in the form of keystrokes, which are analog buttons sending signals to a digital computer. Additionally, this information can come from sensors that detect light, sound, or heat, all of which exist exclusively in the analog domain and require an analog-to-digital converter (ADC). For any information to return to the analog world, it must be converted from digital to analog. When we view information on a computer monitor, we are viewing the analog light emitted from diodes (or other sources). It appears to us in the analog world after being passed through a digital-to-analog converter (DAC).

Traditionally, the sensor interface has been used to simply pass information to the digital domain for digital signal processing (DSP). DSP has been the standard way of processing sensor data since the rise of the digital computer and has taken a firm hold since the inception of the micro-controller. However, DSP comes with its own pitfalls, especially when related to power consumption. The DSP methodology utilizes an ADC to make all sensor data immediately available to the digital system for processing. Events are detected from the digitized signal and then decisions are made. The cost of the method is found in the requirement to digitize all data with an ADC, otherwise it can not be processed [3].

Considering the requirement of “always-on” DSPs, we begin to think how the sensor interface can be more than just a medium to pass information. It is at this point we can begin to implement analog signal processing (ASP) that goes beyond just data conversion. In the realm of ASP, we begin to see an implementation of event detection that was previously only seen in the digital domain. This type of data processing leverages the strengths of low-power analog systems without removing the capabilities of digital systems. Analog preprocessing allows for high-power-consuming digital systems and their required ADC to be kept “asleep” while the ASP monitors for specific events. When an event occurs, a “wake-up” signal is sent to the digital system, causing it to turn on and begin its power-hungry computation or radio transmissions [4–6].

The interface between our analog world and the digital domain acts as an unwavering toll that must be paid. Information must be converted and handled to be passed from one
domain to the other. Acknowledging that properly handling this interface is a requirement leads us to re-think how we can make analog design more accessible to ourselves and future generations of engineers. ASP opens up a new avenue for improving on not just the interface, but also the system as a whole. If implemented correctly, the floating-gate (FG) transistor is the key to this ASP space. The FG transistor can be the bridge between the digital way of thought that currently controls modern design and the older analog way of thought that has been shown to be a steadfast part of the electronics world.

I have dedicated my PhD to the study of FG transistors and their application in the analog and mixed-signal domains as a tool for circuit biasing, linearization, and temperature compensation. More importantly, I aim to show how FG transistors can be used as powerful tools for signal processing in reconfigurable sensor interfacing and help bridge the gap between old and new analog design. The FG transistor is most often thought of as a digital memory cell. Flash drives and solid-state hard drives are the common application of these devices. After being an oddity in analog electronics design for a prolonged period of time, in recent years, FG transistors have begun to find their place on the analog and mixed-signal side of design.

The first report of an FG transistor came out of Bell Labs in 1967 [7]. The first FG transistor was a proof of concept of its application as a memory source, much like the digital flash memory of today. Six years later in 1973, the first “non-memory” analog application of an FG transistor was reported and expanded upon in 1974 [8,9]. The application leveraged the signal-to-noise performance of charge-coupled devices (a floating-gate input) to create a low-noise two-stage amplifier. In 1988, an FG transistor was first used as a tool to remove offset voltage in an amplifier, commonly referred to as “trimming” [10].

Analog applications of FG devices took a back seat to the more alluring digital memory applications until the late 1990s. At this time, FG transistors began to be used as programmable current sources for biasing analog circuits [11]. The ability to create a permanent bias current with a compact device caused many eyes to turn back to FG transistors, and was the first step towards large-scale integration.

In 2002, the first field-programmable analog array (FPAA) was reported that leveraged FG transistors as the core programmable element [12]. FPAAAs are similar to their cousin, the
field-programmable gate array (FPGA), but instead of leveraging digital components, the FPAA makes use of analog circuits. Until 2004, this had been an unwieldy endeavor. Many core analog components require precise biasing; a stipulation that added massive overhead to the FPAA, complicating its design, understanding, and use. Since the combination of the FG transistor and the FPAA, these very-large-scale integrated (VLSI) systems have flourished and taken root in other areas of electronics applications, including as a tool for sensor interfacing and processing [13].

1.1 Objective

The objective of this work is to improve the accessibility and capability of reconfigurable analog signal processing via the implementation of FG transistors within FPAAs and ADCs. The objective will be achieved through a deeper understanding of utilizing FG transistors as the core component of reconfigurable systems like the FPAA and their peripheral circuitry. FG transistor utilization and reliability will be investigated with an emphasis on in-the-field application.

In terms of power consumption, ASP has been proven as a superior alternative to its DSP counterpart. DSP is still implemented, but the need for “always-on” processing is left to the analog domain. The problem lies in how ASP is implemented and approached. Application-specific integrated circuits (ASICs) have been the reasonable choice since ASP started to be seen as a viable solution. This work aims to show that reconfigurable ASP, through the use of FG-based FPAAs will open the door to widespread use of ASP. Making ASP available to more electronics designers will help improve overall system power consumption, especially in resource constrained applications without requiring the use of a costly ASIC.

1.2 Significance of Results

This work builds on the foundation of success with FG transistor-based FPAAs and broadens the application space for both FG transistors themselves and FG-based FPAAs. The results of this work illustrate that problems previously only solvable by custom designs
are now within the realm of the FG-based FPAA.

The combined work culminates in the advancement of electronics technology through improvements to the FG transistor’s role as a core component of accessible reconfigurable ASP. The FG transistor’s reliability has been improved through a proven temperature compensation scheme. With temperature independence and a realistic understanding of the long term effects of humidity, this work has improved FG transistor-based FPAs and their ability to operate in-the-field.

Significant advancements to reconfigurable ASP are shown by demonstrating an ASP front-end in an audio based event-detector for vehicle classification utilizing an FG-based FPAA (Chapter 6). This task has been performed previously with a fabricated ASIC and will be compared directly, showing the competitive performance of the reconfigurable system. By implementing the system on an FPAA, this work demonstrates that ASP is usable by electronics designers without the need for high level training in analog systems. Other solutions that were previously only within the ASIC realm are now possible with reconfigurable systems.

The strengths of the FG transistor have been applied not only to the FPAA space, but also to prove its use for linearization in the modern analog-digital interface. To demonstrate FG transistor capabilities, a novel linearization method for a voltage-controlled oscillator (VCO) is presented. Continuing with the premise of increased signal processing capabilities via FG transistors, the linearized VCO is used to implement an ADC designed to leverage common FPAA components and is designed to operate within the bounds of the ASP space (Chapter 7). The significance of this work can be summarized by figure 1.1. This block diagram shows how the motivation, objective, and results fit together within the work presented.

1.3 Outline

The structure of this paper will be as follows: Chapter 2 will cover a general overview of analog sensor interfacing, FG transistors, FPAs, and ADCs. Chapter 3 will cover a temperature compensation scheme for keeping array-based FG devices operating correctly outside of a controlled lab environment, which will be necessary if FPAs will ever see widespread
Figure 1.1: Summary of how the motivation, objective, tasks, and results fit within this work.

use. Chapter 4 will discuss characterization of the effects of mobile ionic charge on FG transistor performance, improving on in-the-field operation by allowing prediction of system startup transients. Chapter 5 will cover the current version of the FPAA designed in our lab, (the Reconfigurable Analog and Mixed-signal Platform (RAMP) version 1.1), showcasing FG transistor operation in a VLSI system and advanced ASP capabilities. The development and implementation of a wireless programming scheme using low-energy Bluetooth (BLE) communication as well as printed circuit boards (PCBs) for the testing and use of the RAMP system will also be covered. Chapter 6 will cover utilizing an FPAA (specifically the RAMP)
in an application as an acoustic vehicle detection and classification system, a task previously only done by custom systems. Chapter 7 will discuss a voltage-controlled oscillator-based analog-to-digital converter with FG linearization, showing how an FG transistor can be used in smaller-scale applications, leveraging its properties to solve an age-old problem with simple elegance. Chapter 8 will conclude the dissertation, discuss how this work has improved the reconfigurable ASP space, and how future researchers could continue to improve on the ideas presented.
Chapter 2

Background

This Chapter will cover an overview of the various subjects that will be presented in this work. A concise background of the subjects that will occur in subsequent Chapters helps set the stage for the upcoming discussion. The background will cover general information on the chosen subjects as well as the current state-of-the-art for relevant work. After a short discussion on generic analog sensor interfacing, this Chapter will cover analog signal processing (ASP) with a focus on the floating-gate (FG) transistor so that its usefulness can be highlighted for field-programmable analog arrays (FPAA}s) and as a trimming method for data converters. The order was selected to best present the natural progression from analog sensing to advanced ASP and highlight how the FG transistor is the necessary component for wide-scale implementation, especially as computational tasks become more demanding.

2.1 Analog Sensor Interfacing

Low-power analog and mixed-signal systems are most often utilized as the interface between the real world analog domain and the digital ecosystem. The interface is regularly implemented between an analog sensor and a digital embedded system, acting as a data converter. The data converter can be implemented as a simple transconductor or other form of domain conversion such as current-to-voltage, resistance-to-frequency, etc. This is implemented in cases such as bridging the gap between an analog sensor that outputs a current and an embedded system that can only read voltage values.
Figure 2.1: Analog sensor interfacing flow chart.

When sensor data need to be read or sent directly between a digital system and the analog domain, the interface can be implemented as a more complicated analog-to-digital converter (ADC) or digital-to-analog converter (DAC) depending on which direction the information needs to flow. As the state-of-the-art continues to focus on the Internet of Things (IoT) and small wearable devices, analog sensing has continued to be an ever-present necessity of electronics design.

2.2 Analog Signal Processing

Analog computation and pre-processing has been used in a wide variety of systems to improve energy savings, showing in some cases the equivalent of a 20-year leap in digital scaling [14]. Traditional analog pre-processing stages tend to be highly specialized application-specific systems, but developments in reconfigurable field-programmable analog arrays (FPAA)s [15, 16] have allowed these analog techniques to be applied to systems without a priori knowledge of the application space.

Digital signal processors (DSPs) are oft-used in wireless sensor nodes due to several merits (implemented with the sensor connected directly to the ADC as shown in Figure 2.2 (a)). For one, DSPs can be readily repurposed for a wide assortment of tasks, providing great benefit to node flexibility and programmability [1]. Additionally, digital systems have good immunity to electrical noise and environmental fluctuations, which make them a reliable choice for long-term applications. Recent applications of digital signal processing include a low-power feature extractor for speech recognition [17] and a front-end for an electrocardiogram acquisition system [18]. DSP energy-efficiency has historically followed Gene’s Law, doubling every 18 months due to the power savings afforded by rapid technology scaling [19].
Yet, ADCs, which are at the heart of DSP-based sensor nodes that interface with analog sensors, have not kept up with Gene’s Law [19] and are still a dominant contributor to overall power draw in digital sensor nodes [20]. Improvements in DSP energy efficiency are becoming infrequent as technology scaling becomes physically difficult and prohibitively expensive. Resource-constrained digital systems may suffer from high latency as well, which can be a concern in certain scenarios [21].

In contrast, ASP-based solutions offer real-time, low-power signal processing and often require less infrastructure than their digital counterparts. ASPs can directly interface with analog sensors, forgoing the need for always-on ADCs. Analog electronics endow designers with a rich assortment of powerful computational components at ultra-low energy cost [22, 23]. In fact, [19] notes that ASP energy-efficiency has historically led DSP technology scaling by 20 years.

These are some of the reasons why analog circuits are used in sensor interfaces like the capacitive sensing front end demonstrated in [24] and the delay line for ultrasonic imaging demonstrated in [25]. ASPs are also widely used in biopotential acquisition and analysis systems, finding recent applications in the current-mode front-end proposed in [26] and the electrocardiogram feature detector proposed in [27]. There have also been recent demon-
strations of ASPs in machine learning, such as the convolutional neural network processor shown in [28] and the framework for computing Gaussian kernels shown in [29].

An ASP “front-end” to an embedded system (implemented as shown in Figure 2.2 (b)) handles the task of initial event detection. In contrast, the system shown in Figure 2.2 (a) requires the Microcontroller Unit (MCU) to process all information from the sensor. As discussed, this requires the power-hungry ADC to be on at all times, constantly converting data to be read by the MCU. After implementing the ASP in Figure 2.2 (b), a new avenue for information processing is opened. Instead of keeping the MCU and ADC on at all times, the ASP is the only part of the system that is “always-on.” Sensor data is often very sparse in relevant information, which leads to an “always-on” MCU/ADC to be a waste of precious power (especially in resource constrained systems).

The ASP monitors the sensor until a relevant event is detected. Once an event has occurred, it signals the MCU to wake up from its low power state, turn on its ADC, and begin processing information. The MCU can make the final decision on whether the information is relevant and if so, turn on its radio to broadcast the information to the appropriate destination. However, the methodology described leads to one key question: How can an ASP be calibrated to detect the correct event for a specific application? The application-specific integrated circuit (ASIC) has long been the answer to this question. An ASIC is designed for a specific application and as history has proved, does its job very well. However, implementing an ASP as an ASIC carries the same risks of any practical design.

In the field, environmental variables such as temperature can easily change or be completely unknown until deployment. As ASP is most useful in resource-constrained environments (where its power saving can actually be a boon), these environments are also the most prone to fluctuations in temperature. The ASIC designer must take into consideration this effect and try to design contingencies that will cover all possibilities. Given the volatile nature of weather and other environmental effects, this becomes a nearly impossible task, forcing a certain amount of error to be expected from in the field devices. Advances in reconfigurable analog circuitry have shed light on how this problem can be solved.
2.3 Floating-Gate Transistors

The FG transistor helps to enable the benefits of reconfigurable analog circuitry by providing a nonvolatile memory element and a tunable current source for precise analog biasing. An FG transistor is a transistor with a capacitor attached in series with its gate. This capacitor causes the gate of the transistor to have no DC path to ground. This lack of DC path causes the gate to be “floating” and gives the device its name. Charge can be applied or removed to the floating-gate, allowing for a myriad of uses. FG devices are most commonly implemented as flash memory in digital systems, but they also have a memory-like application in analog systems. In the digital domain, the FG can be used to create a memory cell as used in NAND-Flash memory.

In the case of the analog domain, the FG transistor can be used as a variable threshold device, allowing for applications such as mismatch correction, offset removal in differential pairs, threshold definition in flash ADCs, or for creating high-precision voltage references [30,31]. By adding or removing a specific amount of charge on the floating gate, the threshold of the device can be modified, and when a static DC voltage is applied to the control gate, a corresponding current is allowed through the transistor [32].

The control gate of the FG transistor is constructed via two polysilicon layers, as shown in Figure 2.3. Its construction is important, as the poly-poly layer interface produces a mostly linear capacitor: a metric important for FG reliability and accurate programming. There are two common programming mechanisms for modifying charge on an FG: Fowler-Nordheim (FN) tunneling and hot-electron injection [33].

![Figure 2.3: (a) Schematic of floating-gate transistor. (b) Cross-section of floating-gate transistor.](image-url)
FN tunneling is typically used as a global erasure for all FGs in an array since it is difficult to tunnel individual FGs. The procedure for FN tunneling is accomplished by significantly increasing the tunneling node capacitor voltage (referred to as $V_{\text{tun}}$ in Figure 2.3). Under these conditions, charge is drawn off the FG node. A MOSCAP, $M_{\text{tun}}$ (pFET transistor with source, drain, and body connected on one side, with gate on the other) is connected to the floating node and is used as the tunneling node capacitor. To initiate tunneling, $V_{\text{tun}}$ is raised to a high voltage, typically higher than the reverse breakdown voltage of the source/drain, but less than the breakdown of the well-to-substrate junction [33]. The pFET FG transistor with pFET tunneling junction “$V_{\text{tun}}$” is shown in Figure 2.3 (a) with the FG transistor cross-section shown in (b).

Hot-electron injection (henceforth referred to as simply “injection”) is typically used to add electrons to the FG. This is accomplished by raising the FG transistor’s $V_s$ to generate drain-current conditions favorable for high energy carriers to impact-ionize at the drain. A fraction of the ionized electrons disperse with enough energy to overcome the oxide barrier and inject onto the floating node [32], programming the FG up to the desired voltage $V_{fg}$.

The following equation represents the voltage seen on the floating node:

$$V_{fg} = \frac{Q + C_{cg}V_{cg} + C_dV_d + C_sV_s + C_{tun}V_{tun} + C_wV_w}{C_T} \tag{2.1}$$

The voltage is controlled by the charge stored on the gate, $Q$, and the capacitances seen at the floating node. This assumes that $C_{cg}$, $C_d$, $C_s$, $C_{tun}$, and $C_w$ are the desired and parasitic capacitances between $V_{fg}$ and the subsequent terminals: gate, drain, source, tunneling-junction, and well respectively. In most FG devices, it is assumed that the control gate capacitance $C_{cg}$ is much larger than the parasitic capacitances and will dominate this relationship in this equation. With this in mind, the equation can be simplified to:

$$V_{fg} = \frac{Q + C_{cg}V_{cg}}{C_T} \tag{2.2}$$

Figure 2.4 details the schematic of a floating-gate transistor, as well as the IV relationship of the floating-gate after tunneling and after injection. State-of-the-art floating-gates are typically constructed from a P-type MOSFET (Metal-Oxide-Semiconductor Field-Effect-
Transistor) over an N-type. This is due to the process-control techniques that are implemented during the fabrication process [34]. Extended drain implants are employed to stop nFET devices from constantly “injecting” at normal operating voltages [35].

![Floating-gate transistor schematic](image)

**Figure 2.4:** (a) Schematic of floating-gate transistor. (b) Floating-gate transistor IV relationship.

The benefit of an FG transistor lies in its operation as a variable threshold device. The two programming mechanisms (FN tunneling and injection) have been described. However, to implement an FG transistor in realistic application, a circuit must be utilized to control the programming mechanisms, specifically injection. The two common types of FG programming structures are pulse-based programming and continuous-time programming and are shown in Figure 2.5.

Pulse-based programming is a series of program and read cycles that are implemented until an FG transistor has the desired charge. From the perspective of a tunneled FG transistor (erased), a pulse-based method will cycle between program (inject) and read states to set a specific charge [36]. To initiate injection, there must be an adequate drain current present, and the source-to-drain voltage of the FG transistor must be large enough for some of the electrons to gain enough energy to overcome the barrier between the channel and the gate.

In the case of a 0.35µm process, a source-to-drain voltage of at least 4.5V must be applied to initiate injection. The first step is to increase the voltage seen by the gate, source, drain, and well of the pFET device by 4V. At this elevated voltage, the current is measured, and as the gate-to-source voltage has remained constant, will increase slightly as the parasitic
capacitance to the substrate lowers $V_{fg}$ relative to the supply.

The drain voltage is then dropped back down to 0V. With the other terminals held at the increased voltage, the source-to-drain voltage is large enough to initiate injection. The drain is then raised back to 4V, and the channel current is measured to see if the desired charge has been programmed. If the needed charge is not present, the process is repeated. If the FG transistor has been programmed to the correct level, the terminals are lowered to their operating voltages. The accuracy of a pulse-based method is dependent on the resolution of the pulse widths. To converge on a desired programming level, the pulse widths can be decreased so that a smaller amount of charge can be applied to the FG, allowing for precise targets to be reached. If the current is measured to be too high after the pulsed injection, the charge can be tunneled off, and the process begins from an erased state.

More-recent FG technologies have begun to implement continuous-time programming methods. This differs from the pulse-based programming method in a few ways. A pulse-based programming method typically requires off-chip sources and measurement equipment
to facilitate the read and write cycles needed, especially when variable pulse widths are required. A continuous-time method can leverage on-chip structures to program to a desired target. The standard continuous-time programming method is shown in Figure 2.5.

In its most basic form, the continuous-time method operates in one programming interval where the source-to-drain voltage is elevated to cause injection. The negative feedback between source and gate keeps the source voltage fixed throughout programming by modifying the gate voltage, causing a linear injection rate. However, the resulting programming level is controlled only by the length of time the elevated source-to-drain potential is present.

![Figure 2.6: Continuous-time programming method with target setting capabilities.](image)

The ability to set a target is enabled by the addition of an operational transconductance amplifier (OTA) as shown in Figure 2.6. The voltage applied to the negative terminal of the OTA is considered the target. As the voltage on the gate rises during programming, it eventually reaches the target voltage set on the OTA. When this occurs, the OTA turns off the current being supplied to transistors $M_2$ and $M_3$. Without an adequate current flowing through the FG transistor, injection stops. The applied target can be characterized for a
specific programming level on the FG [32].

2.4 Field-Programmable Analog Arrays

A field-programmable analog array (FPAA) is a reconfigurable integrated circuit (IC) that is the mixed-signal analogue to a field-programmable gate array (FPGA). Where FPGAs allow for post-fabrication synthesis of digital circuits, FPAAAs allow for post-fabrication synthesis of analog and mixed-signal circuits. Designing and fabricating an ASIC is a costly and lengthy process. The first CMOS (complementary metal-oxide semiconductor) FPAA was reported in 1991, expanding on the principles established by the FPGA, and including analog/mixed signal computation [37].

FPAAAs can be used to synthesize common circuits such as amplifiers or filters, making them useful for sensor interfacing applications. The reconfigurable, analog architecture of an FPAA allows for both general-purpose analog signal processing and complex, application-driven signal-processing tasks. However, while being able to address a wide range of applications due to the reconfigurable nature of the FPAA, the use of volatile shift registers and external (or permanently fixed) current sources lowered the practical usefulness of the system [38].

The FPAA showed promise, but the issues presented held back its use in mainstream systems. Volatile memory made battery operation unfeasible. If an FPAA was utilized out in-the-field, it would be required to operate on battery power in most useful scenarios especially where wireless operation was required. The FPAA was originally programmed serially via a shift register, loading configuration data into volatile memory arrays. These memory arrays required the FPAA to have a constant power source to keep the configuration data from being lost, resetting the device. This requirement led to higher general power consumption and overhead when replacing batteries. FPAAAs had to be either plugged into a power source before batteries could be changed, or reprogrammed with every new set of batteries.

Volatile memory was not the only issue with the FPAA systems. Analog circuits most often require precise biasing. This can be achieved with power-hungry off-chip sources (not
viable for in-the-field applications). It can also be done utilizing static on-chip setups, causing the bias to be “set in stone” after fabrication and not tunable. Combining the need for precise, controllable bias currents and non-volatile memory, the FG transistor became a very alluring alternative. The FG transistor was able to be leveraged as both non-volatile memory and a programmable current source. This device opened the door to the modern FPAA and allowed for more realistic in-the-field operation [12, 16].

Implementing an FPAA with FG transistors as the core-memory component allowed for configuration data to be loaded into the FPAA and kept regardless of power. This non-volatility makes changing batteries a simple process and allows for lower power consumption during normal operation. Utilizing FG transistors as controllable current sources within an FPAA keep overhead costs low while allowing for precise biasing for as many analog circuits that can fit on the silicon die. An FG transistor has a small footprint, and its programming infrastructure can be reused for all devices in an array. The FPAA designed in our laboratory will be discussed in the following section.

2.4.1 The Reconfigurable Analog and Mixed-Signal Platform

The specific FPAA that will be discussed and used throughout this paper is the Reconfigurable Analog and Mixed-Signal Platform (RAMP). The current version of the RAMP (version 1.1) will be discussed in Chapter 5. The RAMP 1.0 (described at length in [39]) leverages a custom-designed FPAA structure to provide an abundant number of signal processing and computational elements.

The original version of the RAMP’s printed circuit board (PCB) was designed to operate with either an Arduino or a TelosB wireless mote connected via a serial pin. The Arduino or TelosB was used to interface between a computer and the RAMP for programming.

A new, four-layer PCB has been designed that allows the RAMP to interface with a PanStamp wireless mote. Figure 2.7 shows the two sides of the PCB without population of the discrete devices (including the RAMP and PanStamp). Image (A) shows the top of the board, and (B) shows the bottom of the board where the footprint for the PanStamp can be seen (bottom center). The PanStamp is similar to the TelosB, but is housed in a smaller
By making this change, the PanStamp has been included directly on the RAMP PCB. Along with the change to mote interfacing, improvements were made to the external systems housed on the PCB.

![PanStamp PCB](image)

The PanStamp NRG 2 [40] MCU is utilized by the RAMP for its IoT capabilities, small form factor, and low power consumption. Despite measuring 1.6 cm by 2.2 cm, the PanStamp NRG 2 has 32 kb of flash memory, a low sleep current of 1.5 µA, a maximum radio transmission power of 12 dBm, and AES encryption capabilities. The PanStamp not only enables transmission of ASP decisions made by the RAMP, but it also facilitates wireless reconfiguration of the RAMP IC. A photograph of a PanStamp NRG 2 soldered onto the backside of the RAMP PCB is displayed in Figure 2.8.

In addition to the changes to MCU, the PCB includes changes to the power-management sector. The power-management sector of the PCB houses the regulators used for generating the necessary voltages required by the RAMP (Digital Vdd, Analog Vdd, Mid-Rail, and the boosted voltage required for floating-gate injection) from either USB or battery power. This is also the sector where power measurements can be made. In the previous iteration of the PCB, a resistor was in series with both board power and chip power. This resistor was shorted using header pins. To measure how much power was being consumed by either the chip or the entire board, the short between the header pins was removed and the pins could
be probed to measure power consumption. With the new design, whether or not the resistor
is shorted or in series is controlled using a slide switch. The slide switch enables a digital
switch that places the resistor in series with the power supplies. Included with the resistor is
an on-board instrumentation amplifier with an output connected directly to an output pin.
This allows for precision measurement of the power consumed by the total system as well as
the power consumed by the RAMP itself.

In addition to including the PanStamp directly on the PCB, a USB transceiver was
also included in the design. This transceiver allows for the board to be plugged in directly
to the computer via USB port. The USB connection can be used for both power and
data transmission or just one of the two. With the implementation of the PanStamp and
transceiver, the RAMP, as well as all peripheral devices are now housed in one package.

Another improvement made by the inclusion of the PanStamp is more accessible wireless
programming. A device called the PanStick is a peripheral PCB for the PanStamp. The
PanStick houses a PanStamp, allowing for ease of operation. By using two PanStamps, one
located on the RAMP PCB and one on the PanStick, commands can be sent to the FPAA
via radio communication. The PanStamp on the RAMP queries the PanStick, receiving the
new programming file, and builds the system on the RAMP. The populated, working form
of the PCB that houses the RAMP can be seen in Figure 2.9.

The RAMP 1.1 will be discussed in Chapter 5. Along with the direct changes to the
RAMP architecture, advances in MCU technologies constantly evolving, a new version of the
RAMP PCB will be presented. The PanStamp, while an adequate tool for interfacing with
the RAMP, comes with one main drawback: it is manufactured by a small company without plans for future installments. To future-proof the RAMP architecture, the MCU platform has been converted to the Arduino family of MCUs. The new version implements a cutting edge IoT MCU with low-energy Bluetooth (BLE) to facilitate easy wireless reprogramming. By moving to the Arduino IDE, future upgrades to BLE devices within the Arduino family can be easily implemented to benefit the RAMP architecture.

2.5 Analog-to-Digital Converters

An ADC is a type of electronic system that converts data from the analog domain to the digital domain. Section 2.1 discussed the interface between the analog and digital domains. Section 2.2 highlighted how ASP can be used to improve on system performance and power savings at this junction. Section 2.4 covered a general overview of FPAAs and looked into the RAMP 1.0. The RAMP aims to fit in as an ASP while leveraging its reconfigurable nature to fit a myriad of different applications. But, to fulfill this goal, the RAMP needs to have reliable ADC capabilities. If the RAMP is being used in-the-field as an ASP and detects an event, the data need to be sent over the wireless medium. This requires an ADC to prepare the data for the MCU and radio transmission.
With an ASP front end in mind, two different types of ADCs will be investigated. To be applicable in an ASP scenario, ADCs are chosen for attributes that contribute to low-power consumption and selective sampling. The ADCs that will be discussed are a voltage-controlled oscillator-based ADC (VCO-ADC) and an asynchronous peak-sampling ADC (APS-ADC). The VCO-ADC is chosen for its simple and mostly digital design, allowing for it to operate at low supply rails. The APS-ADC is chosen for its ability to only convert data at local maxima and local minima, keeping the system dormant until relevant information has occurred. Before describing these specific ADCs, the metrics used for any ADC performance will be discussed.

ADC performance is generally looked at with two different groupings of error: quantization error and frequency response. Quantization error covers problems with offset error, integral nonlinearities, and differential nonlinearities. Quantization error is measured by inputting a slowly rising DC signal to the ADC and measuring its output. These errors manifest in step width, step height, and indefinite transfer points (a non-consistent transition from one output bit to the next).

The frequency response of an ADC system describes how the ADC performs with respect to an AC signal. A sinusoidal signal is input to the ADC and its output is tracked over a long period of time. The resulting output is converted to the frequency domain via a Fourier transform (FT). From the FT, the Spurious-Free-Dynamic-Range (SFDR) can be calculated. The SFDR is seen as the difference in decibels between the amplitude of the fundamental and the largest harmonic spike. The FT also enables the calculation of the Signal-to-Noise-Ratio (SNR) from equation 2.3.

\[
SNR = \frac{\text{FundamentalSignal}}{\text{NoiseFloor}} - 10 \log_{10} \left( \frac{f_s}{2BW} \right)
\] (2.3)

Where \( f_s \) is the sampling frequency of the ADC, and \( BW \) is the bandwidth of the logic analyzer used to read the output. The FT as well as the SNR can be used to calculate the Total Harmonic Distortion (THD) and Signal-to-Noise-and-Distortion-Ratio (SINAD). To find the THD, the amplitude of the second through sixth harmonics are measured and used with equation 2.4.
\[
THD = 20 \log_{10} \sqrt{\left[10^{-\frac{V_2}{20}}\right]^2 + \left[10^{-\frac{V_3}{20}}\right]^2 + \ldots + \left[10^{-\frac{V_6}{20}}\right]^2}
\] (2.4)

Where \(V_2\) through \(V_6\) correspond to the amplitude of the 2nd through 6th harmonic spurs. To calculate the SINAD, the SNR and THD values from equations 2.3 and 2.4 are used with equation 2.5.

\[
SINAD = 20 \log_{10} \sqrt{\left[10^{-\frac{SNR}{20}}\right]^2 + \left[10^{-\frac{THD}{20}}\right]^2}
\] (2.5)

The final metric from the frequency response of an ADC is the effective number of bits (ENOB). The ENOB measurement is the best representation of an ADC’s practical performance as it is a direct correlation to the systems dynamic range. Utilizing the SINAD value from equation 2.5 the ENOB can be calculated from equation 2.6.

\[
ENOB = \frac{SINAD - 1.76}{6.02}
\] (2.6)

The ENOB can also be extracted by comparing the input (ideal) sine wave to the quantized output of the ADC. The root mean square (RMS) of both ideal and quantized signal is then calculated. The max deviation between the RMS of the ideal signal and the RMS of the quantized signal is found to be \(Q_a\). \(Q_t\) is then calculated using the the weight of the least significant bit, \(q\), from equation:

\[
Q_t = \frac{q}{\sqrt{12}}
\] (2.7)

Utilizing \(Q_a\) and \(Q_t\), the ENOB can be directly calculated from equation:

\[
ENOB = N - log_2\left(\frac{Q_a}{Q_t}\right)
\] (2.8)

Where \(N\) is the number of bits in the ADC system. This alternative method of measuring the ENOB is useful for comparison to the ENOB value extracted from the FT, verifying the frequency response of the system. The metrics for ADC performance have been discussed to set a reference for the two ADCs that will be presented (the VCO-ADC and APS-ADC). The designs of both ADCs have inherent problems that will be addressed through the use
of FG transistors. Both designs have properties that are beneficial to ASP, especially in resource constrained environments.

2.6 Solving the Problems of Reconfigurable ASP with FG Transistors

The content within this Chapter has covered important background relating to the work I will be presenting from here forward. There is still a significant problem when dealing with a reconfigurable ASP. This subject requires high-level understanding of analog electronics, not just in design, but also in operation. The ability for electronics designers to implement the benefits of the front end ASP requires a reconfigurable system that is both accessible and powerful.

The research I have conducted to alleviate this issue will be discussed in the following Chapters. I have investigated how to improve preexisting reconfigurable FPAAs with their performance in-the-field both in the generic sense and with respect to application-specific design. The use of FG transistors as supplements to data converters has been explored with respect to system linearization, a requirement for any accurate signal processing. A study on the reliability of FG transistors will help establish rules for how and when FPAAs must be reconfigured to ensure optimal performance. The combination of these subsequent works result in the ability for the RAMP to be used reliably as a front end ASP in standard and harsh environments.
Chapter 3

Temperature Compensation of Floating-Gate Transistors in Field-Programmable Analog Arrays

**This Chapter was published at the 2017 Institute of Electrical and Electronics Engineers International Symposium on Circuits and Systems. It has been re-purposed to fit in this dissertation by removing redundant information that has already been discussed in previous Chapters. To read the original, unedited, published paper, see citation [41].

This Chapter is meant to solve an inherent issue that is present with very-large-scale integration (VLSI) systems that implement analog use of floating-gate (FG) transistors such as the Reconfigurable Analog and Mixed-Signal Processor (RAMP) described in Chapter 2.4.1. Analog pre-processing has been shown to be energy-efficient in a wide variety of low-power applications. Reprogrammable analog devices have leveraged this energy efficiency and applied it to a wider application space, but they still require accurate and stable bias currents for proper operation. For single-application devices, it is sufficient to create temperature compensation schemes that apply to a single bias current. But for reprogrammable or reconfigurable platforms which can be used in a variety of applications, temperature compensation must work well over a large range of potential bias currents and for a large number of different components. In this Chapter, temperature compensation for floating-gate transistors in a reconfigurable system which improves performance over a wide range of currents
and temperatures is presented.

One of the biggest hurdles in implementing reconfigurable analog systems lies in the infrastructure of the system. Temperature compensation is a particular challenge since the diverse application space demands a wide range of stable bias currents. Many reconfigurable analog systems utilize FG transistors to provide programmable bias currents [15,16]. Unfortunately, the programmable bias currents generated by FG transistors are quite sensitive to temperature. There have been some successes in implementing temperature compensation for FGs employing large passive devices; however, these techniques are too area-hungry to be a viable option in dense FG arrays [42]. Others have employed a varactor on the FG node and use an additional voltage to modulate the capacitance at the FG node in response to temperature effects [43,44]. This varactor-based method has been implemented on-chip and off-chip with great success, but has only been demonstrated for a temperature range between 25 – 43 due to the small tuning range of the varactor. Moreover, no work has yet demonstrated the ability of a temperature compensation circuit to accurately regulate a multitude of currents across an array of FGs, as would be utilized in the RAMP, which is a field-programmable analog array (FPAA) system, without adding infeasible levels of power or area overhead.

This Chapter explores temperature compensation of FG transistors when the required number and values of currents remain unknown at design time. All plots depict measured results from an integrated circuit fabricated in a standard 0.35µm CMOS process.

### 3.1 Floating-Gate Device Performance in FPAAAs

FPAAAs often utilize large arrays of FG devices [15,16] as bias generators. Within the FPAA system referenced throughout this work and described in Chapter 2.4.1, there are over 300 biases realized by FGs which control elements ranging in granularity from current-starved inverters to bandpass filters. This wide range of elements necessitates a very wide range of bias currents — creating a need for a temperature compensation circuit which can stabilize a wide range of currents.

Before operating an FG device as a current source, it must first be programmed. Methods
Figure 3.1: Temperature dependence of an FG transistor. The plateaued currents for $V_{cg} > 2.25V$ are artifacts of many junction connections to a single global connection where the current reading was taken. As a consequence, their collective leakage current becomes non-negligible and is manifested in these measurements. The current in a single FG transistor continues below these values.

for programming FGs have been discussed at a high level in Chapter 2.3 and with reference to FPAAs in Chapter 2.4.1. A transistor’s operational characteristics will have an inherent dependence on temperature. Furthermore, transistors operating in the sub-threshold region, which is our main application operation area, experience more extreme changes (exponential) in channel current for a change in temperature than when in above-threshold operation.

Figure 3.1 shows the extent of temperature effects on an FG transistor. This example demonstrates for a single programmed FG device with a fixed $V_{cg}$ — the voltage node for setting the target current bias — that the output current wildly varies with temperature change. Holding $V_{cg}$ constant is the traditional method for setting target bias currents in FPAAs; however, a compensation circuit to modify $V_{cg}$ in response to a change in temperature is clearly needed.

To generate temperature compensation, we use an FG current multiplier, as illustrated
in Fig. 3.2 [44]. Considering that \( M_{\text{REF}} \) and \( M_1 \) have the same \( W/L \), the charge stored on their respective FGs can be modified and used to ratio the reference current \( I_{\text{REF}} \) to \( I_{M1} \). Operating an FG in the sub-threshold saturation region can be characterized by the following:

\[
I_d = I_o e^{-\kappa V_{f g} q/kT} e^{V_A q/kT} e^{V_{d}/V_A} \tag{3.1}
\]

where all voltages are referenced to the well potential, \( V_{f g} \) is the FG voltage, \( V_A \) is the Early voltage, and \( q\kappa/kT \) defines the subthreshold current slope with \( kT/q \) being the thermal voltage (\( k \) = Boltzmann constant). \( V_{f g} \) can be approximated as:

\[
V_{f g} = \frac{Q_{\text{FG}}}{C_T} + C_{cg} V_{cg} + \sum C_{\text{par}} V_x \approx \frac{Q_{\text{FG}}}{C_T} + C_{cg} V_{cg} \tag{3.2}
\]

where \( Q_{\text{FG}} \) is the amount of charge on the FG, \( C_T \) is the total capacitance seen at the FG node including parasitic capacitances, \( C_{cg} \) is the control gate capacitance, and \( C_{\text{par}} \) are the parasitic capacitances with \( V_x \) being the terminal voltages coupled to \( V_{f g} \). The right-hand side is a reasonable approximation given that \( C_{cg} \) represents the majority of total capacitance \( C_T \). Then, incorporating (3.1) and (3.2) into the FG current multiplier topology of Fig. 3.2 renders the following output current relationship:

\[
I_{M1} \approx I_{\text{REF}} e^{q\kappa Q_{\text{MG}} - Q_{M1}} C_T kT \tag{3.3}
\]

where \( Q_{\text{MREF}} \) and \( Q_{M1} \) signifies the amount of charge on their respective FGs. Equation (3.3) shows that all temperature dependence is removed from the output current for charge-matched FGs in the mirror topology. For FGs with unmatched charges in the mirror, there still exists a temperature dependence, but its effects are greatly diminished compared to an FG without temperature compensation. Unmatched charges have a temperature dependence that can be characterized for the following two cases: \( Q_{M1} < Q_{\text{MREF}} \) and \( Q_{M1} > Q_{\text{MREF}} \), where a larger charge amount is the result of fewer electrons on the FG and will correspond to a smaller current. Defining the exponential terms in (3.3) as \( \beta \) with the exception of \( T \)

\[
\beta = \frac{q\kappa(Q_{\text{MREF}} - Q_{M1})}{kC_T} \tag{3.4}
\]
gives the following expression of $I_{M_1}$ for the two differing charge cases:

$$I_{M_1} = \begin{cases} I_{REF} e^{\beta/T} & Q_{M_1} < Q_{M_{REF}} \Rightarrow I_{M_1} > I_{REF} \\ I_{REF} e^{-\beta/T} & Q_{M_1} > Q_{M_{REF}} \Rightarrow I_{M_1} < I_{REF} \end{cases}$$

(3.5)

Taking the derivative of (3.5) with respect to temperature yields a negative temperature relationship for $I_{M_1} > I_{REF}$ and a positive relationship for $I_{M_1} < I_{REF}$

$$\frac{dI_{M_1}}{dT} = \begin{cases} -\frac{I_{REF}}{T} e^{\beta/T} & Q_{M_1} < Q_{M_{REF}} \\ \frac{I_{REF}}{T^2} e^{-\beta/T} & Q_{M_1} > Q_{M_{REF}} \end{cases}$$

(3.6)

These temperature coefficients will be manifested in the current measurement slope over a temperature range and become more apparent with larger differences in charge.

### 3.2 FG Temperature Compensation

The application presented in this Chapter is applied to our FPAA, which is called the Reconfigurable Analog and Mixed-signal Platform (RAMP), discussed in Chapter 2.4.1 [15].

To provide temperature compensation to such a large-scale system, we are leveraging the FG current mirror shown in Fig. 3.2. As stated in Section 3.1 regarding FPAAs, the RAMP utilizes FGs to provide precise, but temperature-dependent current sources. The FG
current mirror is used to generate a control gate (\(V_{cg}\)) voltage that responds to changes in temperature and reduces its effect on current variation.

### 3.2.1 System Architecture

Our RAMP includes over 300 controllable current sources generated from FGs to be used as biases for the different circuits included within the RAMP. As an FPAA, the RAMP utilizes “computational analog blocks” (CABs), as building blocks for post-fabrication reconfiguration. The CABs can include simple devices or full circuits. By routing the CABs together and making connections to the FG biases, analog and mixed-signal systems can be synthesized directly on the RAMP. Figure 3.3 shows a block-level diagram of the RAMP and how the bias currents, as well as how temperature compensation fits in to the system as a whole.

To implement the FG current mirror for temperature compensation, a “reference” transistor is set-up in diode connection to dynamically set the global \(V_{cg}\) so that a steady current will be seen on any other FG connected to the mirror topology. To accomplish this, a specific CAB has been added to the RAMP that allows for the diode connection. Figure 3.3 shows the full schematic of the compensation circuit within an FG array. Transistor \(M_{REF}\) is placed in diode connection via the current mirrors comprised of transistors \(M_A-M_D\). Transistor \(M_D\) mimics the behavior of the \(M_{REF}\), specifically at its drain. All reference transistors are sized identically to ensure the same current flowing from the drain of \(M_{REF}\) is also flowing from the drain of \(M_D\). The drain of \(M_D\) is then connected to the global \(V_{cg}\) node, allowing for the complete diode connection of \(M_{REF}\).

This topology employing two current mirrors out of the reference FG transistor is used instead of a simple diode connection (i.e. drain connected to the control gate) to ensure that the drain of \(M_{REF}\) is kept at a relatively fixed potential. With a conventional diode connection, any fluctuations at the drain of the reference transistor would be parasitically coupled to the FG as indicated by (3.2), causing potentially large fluctuations in channel current. By using the current mirrors to create the diode connection, the voltage seen at the drain of the reference transistor will be more constant. A similar method is employed
with the FGs used as current references. Instead of connecting the FG directly to a circuit as a bias, a single nFET-based current-mirror is used to ensure that any fluctuations in the circuit will not affect the FG output.

### 3.2.2 System Programming

The first crucial step in programming our temperature compensation system is to determine a value of $I_{REF}$. $I_{REF}$ is the stable, temperature-independent, reference current which the rest of the system will refer to as the temperature of the environment fluctuates. The current can be generated from a number of different reference circuits as described in [45].
The closer $I_{REF}$ is to the individual mirrored current values, the more accurately the system will be able to compensate. For this demonstration within the RAMP system, we chose a value typical of low-power analog bias currents – $10nA$. Generally, this choice should be made by matching $I_{REF}$ to the average value of the expected currents of $M_1$-$M_n$ or the current which is most sensitive to temperature that is being implemented in the design.

For a given $I_{REF}$, when $M_{REF}$ is programmed and diode connected, a particular $V_{cg}$ will occur. With a known value of $V_{cg}$, we can characterize the programming of $M_1$-$M_n$. The programming is controlled by a continuous-time feedback circuit, similar to the one presented in [46]. The continuous-time programmer injects the FG to some value dependent upon a user-specified target voltage. At a given $V_{cg}$, this FG value will generate some specific current in $M_n$ which can be stored in a look-up table to relate the value of the programmer’s target voltage to the resultant current in $M_n$ for a given $V_{cg}$. We can then use this look-up table to program the currents of $M_1$-$M_n$ to any specified value.

A comparative view on the effectiveness of temperature compensation is demonstrated in Fig. 3.4. This shows the temperature compensation performance relative to the room temperature programming target from $-25$ to $85$. Each line in Fig. 3.4(a) corresponds to a different ratio between the current $I_{REF}$ and the current flowing through transistor $M_n$ (depicted in Fig. 3.3(b)). The current $I_{Mn}$ was programmed at room temperature ($25$) and adjusted via the FG temperature compensation structure shown in Fig. 3.3.

### 3.3 System Performance

The large variance in current ratios shown in Fig. 3.4 is a constraint imposed by the nature of the RAMP, allowing for the device to span a wide range of applications without limiting the range of available bias currents. The best case is when the current targets between the FG ($M_n$) and FG reference ($M_{REF}$) are equal. As predicted by (3.3), ratios other than $1:1$ will result in less temperature compensation. With these ratios, which are a result of differing FG charges, a positive (negative) trend versus increasing temperature is the result of a negative (positive) difference in the numerator of (3.3). However, despite not working as well as a $1:1$ ratio, these cases still perform better than an uncompensated
Figure 3.4: (a) Percent change in output current of an FG with temperature compensation normalized to room temperature. (b) and (c) show the effects of compensation compared to an uncompensated case for a ratio of 1:1 and 1:10 respectively.

Figure 3.1 shows the exponential dependence of temperature effects on uncompensated FGs. Due to the nature of the RAMP, target currents used for the operation of specific, synthesized circuits will be unknown until the end-user picks a desired application. Subsequently, depending on the complexity of the synthesized design, there will be more than one target current, at more than one target value. This calls for the ability to apply temperature compensation for a wide range of FG injection targets from a single targeted $I_{REF}$.

To show the advantage of temperature compensation in the RAMP system, a current-controlled ring oscillator has been synthesized from one of the CABs. This circuit utilizes an input current, $I_{in}$ (generated by one of the FGs) to starve its odd number of inverters,
Figure 3.5: (a) Ring oscillator frequency output with respect to temperature for a compensated and uncompensated FG current bias. (b) Programmed comparator reference value with respect to temperature for a compensated and uncompensated FG current bias.

producing output frequency oscillations proportional to the input current (Fig. 3.5(a)). For an output frequency of 10kHz, $I_{in}$ was set to 33nA. The $I_{REF}$ current chosen for the temperature compensation system was set at 20nA. Utilizing a ratio of 1 : 1.65 for $I_{REF}$ and $I_{in}$, the compensation scheme is able to decrease the fluctuations of the bias current over the temperature sweep of 0 – 90.

The ring oscillator was tested with an uncompensated and a temperature-compensated FG. The oscillator output frequency for both cases is shown in Fig. 3.5(a). The current bias using an uncompensated FG changes exponentially with increasing temperature while the
compensated current bias remains close to the same value for the full temperature sweep, showing the benefit of the compensation scheme.

A synthesized comparator example is shown in Fig. 3.5(b). The FG is programmed to draw a current across a resistor to set a desired reference voltage level, $V_{\text{REF}}$. The uncompensated and compensated $V_{\text{REF}}$ measurements are shown in Fig. 3.5(b) where the reference current was set to 10\(nA\) and the current through the resistor was programmed to be 100\(nA\) for a ratio of 1 : 10. The temperature compensation ratio does not represent an ideal case, but greatly outperforms the uncompensated case.

### 3.4 Conclusion

A temperature compensation circuit was presented for FG-dense structures such as an FPAA to improve performance over a temperature-varying environment. It is able to compensate for a multitude of FG biases with various output currents, which is representative of the variable nature of FPAA usage. The compensation system has been demonstrated to work with an array of FG current sources intended for biasing components such as an oscillator or other analog blocks. Its performance has been tested as a part of the larger FPAA system and is shown to improve current bias stability.
Chapter 4

The Effect of Mobile Ionic Contaminants on Floating-Gate Transistors

The ability for FG transistors to operate as intended in realistic in-the-field applications requires two main characterizations. Temperature compensation, discussed at length in Chapter 3, is the first factor that must be addressed. An adequate temperature compensation scheme, specifically for FGs in an array, allows for FG-based FPAAAs such as the RAMP to be deployed in environments with fluctuating or unknown temperatures. The other main factor for widespread deployment is a characterization of FG reliability in long-term scenarios. This specifically looks at how FGs are able to retain charge over long periods of time and what FG transistor performance looks like after a device has been off for a long duration.

The studies that have been conducted regarding FG transistor lifetimes have looked at general device performance [47] and their ability to perform offset cancellation [48]. Both of these studies are very beneficial to understanding the long-term performance of FG transistors. However, there is still room for an additional characterization study that focuses on long-term performance of FG transistors in the scope of FPAAAs and other array-based biasing structures. The paper covering general long-term device performance for FG transistors was reported with respect to an end of life criterion of 70% loss in cell current. This criterion is certainly helpful and gives good perspective of utilizing an FG transistor in excess of 100 years [47]. However, current losses much smaller than 70% would have dramatic impact on an FG transistor being used to generate a precise analog bias current.
From [47, 48], the mechanisms for charge loss are broken down into two categories. The first category represents “short-term” charge loss. Short-term charge loss is seen as a current drift directly after programming. The drift is attributed to interface trap sites settling to a new equilibrium after programming. Drift is typically observed within the first few days after programming, after which, no drift is observed. The other charge loss category refers to “long-term” charge loss. Long-term charge loss is attributed to two different mechanisms which occur in different, but overlapping, time frames.

The “early” long-term charge loss is due to mobile ionic contamination (MIC). MIC refers to the presence of ionic contaminants in semiconductor devices [49]. The contaminants are made up mostly of alkali ions, but are mainly attributed to Na\(^+\). The Na\(^+\) contaminants are observed in the gate oxide layers of MOS transistors. The contaminants are free to move about, and their mobility is accelerated by temperature and electric field. The presence of MIC in a MOS transistor results in a mobile ionic charge. This mobile charge can cause long-term changes in the threshold voltage of the transistor. This is particularly bothersome for FG transistors where precise control of the threshold voltage is the main avenue for creating tunable current sources.

Na\(^+\) is the most common contaminant due to its high mobility (due to its small atomic radius) and its widespread presence. MICs can come from a myriad of sources within the fabrication process, the environment, or contact with humans. Due to this, ensuring a clean fabrication process alone will not eliminate all sources of Na\(^+\) contamination. In regards to long-term charge loss, MIC occurs “early” within the first few years of an FG transistor’s lifetime and contributes around 20% of total charge loss [47].

The second “long-term” charge loss mechanism is thermionic emission (TE). TE concerns the release or expulsion of electrons from an electrode by way of its temperature, or more plainly, the release of energy from heat. The TE mechanism is a steady loss over time and accounts for around 80% of charge loss, on the scale of up to 100 years [47]. The effect of TE can be accelerated with higher temperatures, allowing for long-term charge loss to be measured within days instead of years.

Given the two mechanisms discussed, the amount of charge lost is a function of both temperature and time. Given that Q(0) is the initial charge on an FG transistor and Q(t)
is the amount of charge after some time, \( t \), the relationship between charge before and after \( t \) is found to be:

\[
\frac{Q(t)}{Q(0)} = \exp[-tv \cdot \exp(-\frac{\phi_B}{kT})]
\]  

(4.1)

where \( v \) is the relaxation frequency of electrons in polysilicon, \( \phi_B \) is the Si-SiO\(_2\) barrier potential, \( k \) is the Boltzmann constant and \( T \) is the temperature. Adding or removing charge to an FG transistor modifies the threshold voltage, \( V_{T0} \), of the device. By measuring the change in threshold voltage right after programming, \( V_{T0}(0) \), and then measuring the threshold voltage after a long period of time, \( t \), (applied as \( V_{T0}(t) \)) the charge loss can be calculated from:

\[
\frac{Q(t)}{Q(0)} = \frac{V_{T0}(t) - V'_{T0}}{V_{T0}(0) - V'_{T0}}
\]  

(4.2)

where \( V'_{T0} \) is the threshold of a transistor with no FG charge (i.e., a non-FG device) [48].

To facilitate these measurements, the FG transistor will be exposed to high temperatures and humidity, speeding up the charge-loss mechanisms by a known amount.

The issue with measuring the effects of MIC on a FG transistor lies in the inability of MIC effects to be accelerated by increased temperature. In fact, the introduction of temperature has been shown to “bake” off MIC, removing its effects on the semiconductor, as shown in [50]. The experiment presented in this Chapter aims to speed up the process of introducing MIC, and measure its effects on a FG transistors startup transients. The problem statement is as follows: An FG transistor that has been in operation for a long period of time will be measured for startup transients. The IC will be baked to remove the MIC present and decrease startup transients. The IC will then be subjected to humidity to reintroduce MIC and its effects on the startup transients. The experiment will verify the presence and effects of MIC. Given a verifiable method for controlling the presence of MIC, it will allow FPAA designers to test for and predict the effects of mobile ionic charge.

When FG transistors are used in an FPAA, FGs are only “turned on” when the application requires their specific bias. On an FPAA, there are hundreds of FG devices being unused when considering any possible application. Not all devices are connected, and therefore, not
all FGs are needed to generate a specific bias. When not being used, the FG transistors are connected so that all terminals are at the same potential, forcing the device to be off and ensuring it does not consume any unnecessary power.

When considering the practical use of FPAA systems, they would be deployed on site, and then programmed for a specific application. The system would perform this task for a set amount of time. After the initial task is performed, the FPAA could be cycled to another task, perhaps very quickly to monitor a different metric. Or, the FPAA could perform one task for a long period of time, and then be reprogrammed wirelessly to start a different task, made from a different set of its core components.

Both of these situations present a scenario where the FPAA is using a different set of internal components for different amounts of time. The FGs on the FPAA will go from stages of powered off inactivity to stages of powered on precise bias production. If the performance of the FGs directly after being turned on is different than that of an FG that has been on for a long period, that must be characterized and taken into account. The experiment aims to verify the effects of MIC on the startup transients after a FG transistor has been “off” for some period of time. The experiment will be presented as a two-factor nested design. The variables will be discussed in section 4.1.

Related work with charge retention in FG transistors has focused on short-term charge loss or long-term TE. The “short” long-term mechanism caused by MIC has largely been left un-characterized. MIC leads to changes in the threshold voltage of an FG transistor, but more commonly manifests as a leakage current that effects the device’s startup transients. When a device is powered on after being “off,” there is a specific amount of time where the current fluctuates up to its steady-state value. The change in current looks like it is charging a capacitance. The presence of MIC as leakage currents lends to this view. As more MIC is present, a longer time constant manifests.

Mobile ionic charge has been shown to be directly related to exposure to the Na\(^+\) and K\(^+\) ions, as shown in [50]. As these elements are commonly found in water, this experiment aims to introduce the MIC via exposure to humidity, accelerating the effects of mobile ionic charge. To reiterate, the other “long” long-term effect of charge loss can be accelerated due to exposure to temperature. This experiment aims to characterize the “short” long-term effect
due to MIC without needing to wait years for an IC to experience exposure to the correct elements.

The null hypothesis for this experiment is: There is no way to reliably control, characterize, and account for the effects of MIC when operating in-the-field other than to have long startup delays in device operation. The hypothesis for this experiment is as follows: Accelerated effects of mobile ionic charge due to MIC can be introduced to an integrated FG transistor via exposure to humidity and removed via exposure to high heat. Characterization of the leakage currents caused by the MIC can be used for designing in-the-field applications of FPAAAs without built-in startup delays.

4.1 Two-Factor Nested Design

There are multiple variables to consider for this experiment. Some of the variables originate from the experiment itself, the “lab” environment (which has been affected by COVID-19), and what originates from working with an IC. An IC is fabricated in a semiconductor material (specifically silicon in this case). The fabrication process is a series of unit processes that implement a circuit design onto the silicon wafer. The processes have been refined to high degrees of accuracy, but there still exist some inherent problems with IC fabrication.

General yield is the first uncontrollable variable to consider. Depending on process size, design, and the company that is fabricating the IC, yield can fluctuate quite a bit. Chips that return from fabrication must be tested to determine if the fabrication was successful. There are process design rules that can help with ensuring high yield from an IC fabrication. This experiment has been done with an IC that is already tested and in working order. But, this would need to be taken into consideration for large-scale deployment. Other fabrication variables will be discussed in section 4.3 when discussing threats to validity.

4.1.1 Independent Variables

There are three main independent variables to consider for this experiment. Each of these variables are controlled with respect to the steps that will be discussed in section 4.1.2. Due to COVID-19, some of these variables were not controlled to the degree of accuracy
that would be expected with a lab. Due to how the experiment was conducted, the levels present in the “current state of MIC in the FG transistor” could be considered their own independent variables. But due to how the data was collected, they are considered a “level” in that factor.

The breakdown of variables in this experiment is an unorthodox way of presenting the factors, but the experimenter felt it was the best way of presenting the data. No data was taken during the “bake” or “vaporize” portions of the test. All data was taken before and after the state changes. Due to this, the difference in MIC present in the FG transistor is seen as a factor being controlled by the experiment. As stated previously, this experiment is presented as a two factor nested design. For each of the three levels in factor A (current state of MIC in the FG transistor), all five levels of factor B will be tested (FG off time). The independent variables are as follows:

1. The current state of MIC in the FG transistor (The main factor, categorized by three levels)
   - This is considered factor A and has three levels:
     - Pre-bake
     - Post-bake and pre-vaporize
     - Post-vaporize

2. The time a FG transistor has been held in an “off” state before startup
   - This is considered factor B, will be nested under factor A, and has five levels:
     - FG off for 10 seconds
     - FG off for 100 seconds
     - FG off for 1000 seconds \( \approx 17 \text{ minutes} \)
     - FG off for 10000 seconds \( \approx 2.8 \text{ hours} \)
     - FG off for 100000 seconds \( \approx 28 \text{ hours} \)

3. The temperature of the room during startup testing
• An attempt to hold this variable constant will be made through the use of a ZTC point

The current state of MIC in the FG transistor and transistor “off” time will be the two factors being adjusted in this experiment. The other independent variable, room temperature, will be held fixed (discussed at length in section 4.3.2). Table 4.1 shows how factors A and B will be presented in a nested format. The three levels of factor A correspond to the three states of MIC in the FG transistor. The five levels of factor B correspond to the “off” time of the FG transistor, measured in seconds.

<table>
<thead>
<tr>
<th>Factor A</th>
<th>Factor B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-bake</td>
<td>10 100 1000 10000 100000</td>
</tr>
<tr>
<td>Post-bake and pre-vaporize</td>
<td>10 100 1000 10000 100000</td>
</tr>
<tr>
<td>Post-vaporize</td>
<td>10 100 1000 10000 100000</td>
</tr>
</tbody>
</table>

Table 4.1: Two Factor Nested Experiment Setup

4.1.2 Dependent Variable

This experiment aims to affect one specific dependent variable. The dependent variable, as has been discussed throughout the paper is FG transistor startup time. The startup time refers to how long it takes a FG transistor to reach its operating current after being held “off” for a period of time. This startup time is the focus of the experiment. Without proper characterization, FPAAAs are required to assume long startup transients regardless of device lifetime. This leads to an inherent latency in programming any new application into an FPAA that has been deployed in-the-field. By changing the independent variables presented in section 4.1.1, we can characterize the effects of exposure to MIC and program in the proper startup times for FG transistors, decreasing the inherent system latency.

To facilitate the experiment, the FG transistor will be exposed to both high temperatures and humidity, speeding up the removal and reintroduction of MIC. The following steps will be used to ensure an accurate measurement of the effects of MIC can be taken:

1. Program FG transistors up to a desired level, conducive to precise analog biasing
2. (Factor A, Level 1) Measure the FG transistor startup transient (for all 5 levels of Factor B)

3. Place FG transistor integrated circuits in a furnace and bake
   - Bake at 200°C for 2 hours

4. (Factor A, Level 2) Measure the FG transistor startup transient (for all 5 levels of Factor B)

5. Calculate the “removed” effect of MIC on the startup transient

6. Place FG transistor integrated circuits in humidifier
   - Humidify for 2 hours to reintroduce MIC as K⁺ and Na⁺

7. (Factor A, Level 3) Measure the FG transistor startup transients for different “off” times (for all 5 levels of Factor B)

8. Calculate the “reintroduced” effect of MIC on the startup transient

The purpose of this test is to verify previous work and see the effect on startup transients due to MIC. A more realistic end of life criterion can be developed for analog device operation if the startup transients are also accounted for. The steps above have shown a plan for characterization so that “long-term” charge loss is not incorrectly attributed to the effects of MIC. Each level of factor A took about 46 hours to complete. 31 hours were needed from the total “off” time required for all levels of factor B. 15 hours were needed for each test after the device had been turned on. This resulted in about 138 hours of data taking and over 32,000 data points.

### 4.2 Data Analysis

For this experiment, the same FPAA device was used for all stages of the testing process. The testing results have been broken down into three groups (section 4.2.1). From section 4.1.1, the three groups will be “pre-bake,” “post-bake and pre-vaporize,” and “post-vaporize”
states. The “pre-bake” scenario refers to FG transistors that have been in the operation for a set amount of time that they have collected enough MIC to effect startup transients. The “post-bake and pre-vaporize” scenario refers to when the FG IC has been baked at a high temperature to remove the MIC, reducing the latency in startup transients. And finally, the “post-vaporize” scenario refers to the FG IC after it has been exposed to high levels of humidity to reintroduce the MIC and by effect the latency in startup transients.

![Floating-Gate Startup Time](image_url)

Figure 4.1: Measured data showing startup transients that are observed from an FG transistor directly after it is powered on after years of use.

For each stage of the test (the three levels of factor A), a plot will be shown for the FG IC’s current output where the FGs were held in an “off” state for different periods of time (the five levels of factor B). The settling transients are then measured for each case where it can be observed that for each different period of “off” time, the FGs had a different startup transient. In fact, the longer an FG was held off, the longer it took for an FG to return to the desired bias level. Section 4.2.1 covers the three levels of factor A. For each level of factor A, all five levels of factor B will be tested. The graphs will be presented for each case and the results will be discussed in section 4.3.
4.2.1 Levels of MIC in FG Transistors

The pre-bake test was done on an FPAA that had been in use for over 4 years (the same FPAA that will be used for the entirety of the experiment). This FPAA was chosen as it had been adequately exposed to elements and it was hypothesized that it had contracted MIC, affecting FG transistor startup times. This sub-hypothesis of the experiment will be proved true or false depending on the results of the following sections.
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Figure 4.2: Measured data showing startup transients that are observed from an FG transistor directly after it has been baked at 200°C for 2 hours.

Figure 4.1 shows a plot of FG transistor startup times. For each case, the same FG transistor was used as the device under test (DUT). The DUT was held in an “off” state for a specific amount of time and then powered on. As soon as power was connected to the device, the current flowing through the transistor was measured every 5 seconds for 3 hours. The test was done for a bias level of around 20.3µA. The biasing level was chosen due to the transistor’s zero temperature coefficient (ZTC) point. The ZTC point is a bias level for a transistor that results in temperature independence. The closer a transistor bias is to the
ZTC point, the less effect temperature will have on its performance. The biasing level of 20.3µA was chosen to negate temperature effects as much as possible.

The test shown in figure 4.1 shows a max deviation of around 100 nA. As stated previously, this work aims to look at FG reliability with respect to precise analog biasing. For analog devices, it is common to see biasing values on the tens of micro-amps down to the tens of nano-amps scale. The change shown at 20.3µA may be insignificant, but down at 100nA would easily cause a sensitive analog circuit to fall out of the correct biasing range. After the DUT was measured for all levels of factor B, the experiment moved to level two of factor A. To move the experiment to level two (of factor A), the device was baked at 200°C for 2 hours. This was done to remove the MIC that had built up in the FPAA over four years of typical use. Level two of factor A is a scenario where the minimal amount of MIC should be present in the FG transistor.
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**Figure 4.3:** Measured data showing startup transients that are observed from an FG transistor directly after it has been exposed to humidity for 2 hours to reintroduce MIC as K⁺ and Na⁺.

Continuing with the proposed steps, the FPAA was exposed to humidity for 2 hours to
move the experiment into level three (of factor A). After being subjected to humidity, it was hypothesized that the presence of Na\(^+\) and K\(^+\) in water would reintroduce MIC into the FG transistors. If that were the case, then the startup transients would go back to a level similar to the “pre-bake” scenario. Figure 4.3 shows that from visual inspection, the startup transients seem to have reverted back to levels seen “pre-bake.” If the visual inspection is correct, it would show that the MIC had been reintroduced into the FG transistors.

4.3 Results and Threats to Validity

As stated previously, from visual inspection, we can observe that the startup transients were affected as predicted by the change in MIC. Continuing to analyze the data further, we are able to measure the time constants of each startup transient. To calculate the time constant, an average of the last 500 data points is taken for each run. This average is seen as the “steady-state” of the run. The time constant is how long it takes the FG transistor to turn on to at least two-thirds of the “steady-state.”

Figure 4.4: Resulting time constant for all three levels of factor A and all five levels of factor B on (a) linear scale and (b) semi-log scale.

Figure 4.4 shows the time constants for each level of both factor A and B for (a) a linear scale and (b) a semi-log scale. The three different lines refer to the three levels in factor A
(pre-bake, post-bake and pre-vaporize, and post-vaporize). The five data points on each line refer to the five levels of the nested factor B (“off” time of the FG transistor).

Table 4.2: The Resulting Time Constants for Each Nested Level of Factors A and B

<table>
<thead>
<tr>
<th>Factor A</th>
<th>Pre-bake</th>
<th>Post-bake and pre-vaporize</th>
<th>Post-vaporize</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-bake</td>
<td>10</td>
<td>100</td>
<td>10000</td>
</tr>
<tr>
<td>Post-bake and pre-vaporize</td>
<td>10000</td>
<td>100000</td>
<td>10000000</td>
</tr>
<tr>
<td>Post-vaporize</td>
<td>100000</td>
<td>1000000</td>
<td>100000000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>FG “off” Time (s)</th>
<th>Average (steady-state) (µA)</th>
<th>Time-constant (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>20.324</td>
<td>72.25</td>
</tr>
<tr>
<td>100</td>
<td>20.317</td>
<td>402.5</td>
</tr>
<tr>
<td>1000</td>
<td>20.300</td>
<td>670.9</td>
</tr>
<tr>
<td>10000</td>
<td>20.294</td>
<td>825.7</td>
</tr>
<tr>
<td>100000</td>
<td>20.290</td>
<td>1022</td>
</tr>
</tbody>
</table>

Table 4.2 shows the resulting time constants for all nested levels of each factor. This table shows empirically that the time constants are dramatically improved for the case where MIC have been removed (post-bake and pre-vaporize). Deviations in these values will be discussed further in section 4.4.

The threats to validity originate from two different categories, namely the fabrication of the IC and the testing setup. Each of these sources contribute different aspects of threats to validity and will be discussed within the following sections. The testing setup involves threats that are introduced by the environment and by the experimenter. Errors in setup or procedure can lead to erroneous results.

IC design is done in two steps. The first step is schematic design and simulation. This is done via SPICE netlisting and simulation to give designers control on how their circuits will operate. Once a circuit has been designed in a schematic view and is simulating correctly, the designer moves to layout. Layout refers to the physical dimensions of the circuit that will be fabricated into the silicon wafer. Different layout practices are implemented to ensure the finalized layout will match the schematic in both design and performance (reducing parasitic capacitances, device mismatch, etc.).

For the purposes of the execution of the experiment and handling of independent variables, we have assumed that all layout practices were done to minimize the negative effects that manifest in layout design. But, the different problems that arise from layout design and general fabrication still need to be addressed.
4.3.1 Construct

FG transistors have parasitic capacitances that lead to startup transients without the effect of MIC. A singular FG transistor will have a set amount of parasitic capacitance. This parasitic capacitance manifests as a leakage current, causing an effect on the startup transient. This effect should be minimal when looking at the effects of MIC being added or removed to the FG transistor. However, we are considering FG transistors within an FPAA. In this case, we are not just dealing with one FG transistor, but instead hundreds of transistors within an array.

When we are measuring the startup transients, we are essentially measuring the leakage current of the FG transistor. But, when the device is connected to hundreds of other devices (even though they are powered off), there exist leakage currents through the directly connected drain and also the switches used to select the currently working device. More work would need to be done to ensure the differentiation of leakage current being observed between the MIC and the array of FG transistors. Due to the magnitude of change in leakage current, we can extrapolate that the leakage current that exists after MIC have been “baked” off is due to the FG array, but some of that might still be due to the presence of unremoved MIC.

4.3.2 Internal

Continuing on the subject of FG transistor arrays within FPAAAs, there exists an unknown factor when programming array-based FGs. When you program one specific FG within an array, specifically with the process of injection to add charge, you also slightly program all the other FGs within the array. As you add charge to one FG, you are also adding a small amount of charge to the other FGs. This can be negated by applying a small tunneling voltage to all of the FG transistors. While this slows down the injection process, this also helps reduce the amount of charge being added to the other FG transistors.

The issue is that without cycling through every single FG transistor and measuring its IV relationship with a gate-sweep, we can not be sure they were not slightly injected (or tunneled, if the tunneling voltage was too high). This process would add immense latency
after every programming cycle and burn more power, making it unrealistic for in-the-field scenarios. This results in an unknown amount of charge being added or removed to all the unused FG transistors within the array. This charge would modify the total leakage current seen from any individual FG transistor. This experiment ignores this small change in leakage current, but would certainly affect the absolute accuracy of the results. Characterization of each FG transistor after programming would allow for it to be accounted for and increase the resolution accuracy of the results.

The main source of threat to internal validity comes from the testing setup that was used for this experiment. This experiment was conducted during the COVID-19 pandemic. The original plan was to house the experiment within a temperature chamber, available in the CES Lab at WVU. The temperature chamber could have been used to ensure the testing occurred at a specific temperature. This is critical because FG transistors are highly dependent on fluctuations in temperature. There exist compensation techniques to reduce the effect of temperature on a FG transistor, but there is no way to completely negate its effect. The temperature chamber would have ensured no changes in temperature, removing this variable and its effects from the results.

However, when the stay-at-home order was issued, the experiment was moved to my own home office. I have access to electronics testing equipment, but the temperature chamber was not able to be moved from CES Lab. To try and negate this, two actions were taken. The first was general temperature regulation from my home central heating system. I have a digital thermostat that I was able to set an upper and lower bound to keep temperatures even. But, this range is much less accurate than a laboratory temperature chamber, and given that the sensor for the thermostat was not in the office, this could only be so accurate. The second action taken was to operate the FG transistor at what is referred to as the zero temperature coefficient (ZTC) point.

The ZTC point of a transistor (and specifically a FG transistor) is a biasing point that completely negates any temperature dependence. The issue with the ZTC point is just that, it is simply a point. It is not a region of operation or a range of values, but just one specific bias point. Due to the variable nature of reality, hitting that exact point is realistically impossible. But, the region above and below the ZTC point allow for extremely
low proportional or inversely proportional dependence on temperature. So, by operating closely to the ZTC point we can negate the majority of temperature effects. However, by limiting our experiment to only this biasing range, we have limited the conclusions that can be drawn from the results.

### 4.3.3 External

The results discussed in section 4.2 show that MIC can be added or removed by way of “baking” and “humidifying” the FG transistor-based FPAA IC. However, while the results can be applied directly to the FPAA designed in CES Lab at WVU, applying these results to other FPAAAs becomes challenging. As already discussed in the previous threats to validity sections, the composition of the FG transistor array is an important factor in what leakage currents (and therefore startup transients) can be observed. While the method of characterizing the effects of MIC could be reproduced for alternative FPAAAs, the results from this experiment could not be directly applied to another system.

FG transistor array size and composition is not the only difference in FPAAAs that need to be addressed. One important factor that needs to be addressed is the chosen process node. In IC fabrication, the different available processes are typically described by the number of layers of polysilicon and smallest possible resolution. This is important when dealing with FG transistors for multiple reasons. The first is that to design a reliable FG transistor, two polysilicon layers are required. If a fabrication process only provides one polysilicon layer, the control-gate will need to be constructed with a non-linear MOSCAP (MOSFET connected as a capacitor) which will make accurate programming more difficult. The other factor of resolution comes into play when dealing with oxide thickness. Smaller process sizes usually have smaller available oxide thicknesses.

Both oxide thickness and the access to two polysilicon layers are the determining factor on whether a reliable FG transistor can be built. The FPAA designed in CES Lab at WVU was fabricated in a 0.35µm process. This process has access to two polysilicon layers and thick oxide devices. When considering how the results are applicable to other FPAAAs and other styles of FG arrays, it must also be noted that these results only apply to 0.35µm
4.4 Conclusion

This experiment has shown that MIC can be introduced and removed from a FG transistor via high temperatures and exposure to elevated levels of humidity. The results detailed in section 4.2 show very clearly that the startup transients due to MIC could be removed and then reintroduced. The hypothesis that the long-term effects of MIC could be accelerated for characterization in FPAAAs was validated. However, this experiment was only the first step. This experiment showed that MIC could be controlled and that its effects were as predicted by earlier studies.

Due to the extensive nature of the testing, only one full run was done for all levels of factor A. To continue with this work, the experiment should be redone multiple times with no changes to other independent variables. This would allow all the data points in the nested levels of factor B to be averaged. Some error in the data is assumed, especially when only one run has taken place. By increasing the number of runs, the characterization data could be more valuable to FPAA designers working in a 0.35µm process.

Beyond the improvement stated above, getting this experiment back into an actual lab setting would allow for more precise control of other independent variables. Access to a temperature chamber would enable the FG transistor to be biased at other current levels (instead of just the ZTC point). This would increase the scope of characterization that could be concluded.
Chapter 5

The RAMP 1.1

A new version of the Reconfigurable Analog and Mixed-Signal Platform (RAMP) [39] field-programmable analog array has been designed and fabricated. This version, being an evolution from the first version of the RAMP is named the RAMP 1.1. In this second iteration, improvements were made to the programming infrastructure necessary for FG transistor operation, as well as additions and improvements to its computational analog blocks (CABs). The CABs on the RAMP 1.1 hold all the components that are used to make up the pool of synthesizable circuits. In addition to modifications to preexisting stages, an extra stage was added.

The RAMP’s CABs include specific stages for spectral-analysis, transconductors, sensor interfacing, mixed-signal-processing, digital computation, and general transistors. Each of the stages are replicated to create eight independently-reconfigurable channels. The RAMP 1.1 (hereafter referred to as just the RAMP) has an added ninth analog stage and increased die space for housing the improved spectral analysis stage. A new type of filter has been implemented in the spectral analysis stage, aiming to improve filter response when used in low and high pass situations.

The spectral-analysis CABs contain bandpass filters (BPFs), peak detectors, adaptive-time-constant filters, and operational transconductance amplifiers (OTAs). The transconductance stages contain current sources, current sinks, connections to FGs, current mirrors and multipliers. There are device stages which include general purpose MOSFETs, BJTs, differential pairs, capacitors, and resistors. The mixed-signal CABs contain comparators,
sample and holds, pulse generators, timers, Schmitt triggers, and starved inverters. The digital stages contain LUTs and JK flip-flops.

Signal routing in the RAMP is achieved via two programmable switch domains: “switch boxes” and “connection boxes” (as shown in Figure 5.1). These programmable switches are implemented using T-gates (nMOS and pMOS transistors connected in parallel to create a rail-to-rail switch). The “connection boxes” provide a crossbar switch matrix comprised of T-gates for intra-CAB routing. The “switch boxes” utilize the T-gates in a 4-way “diamond-switch,” allowing for inter-CAB connections. A desired switch configuration can be loaded into the RAMP using an on-chip serial-peripheral interface (SPI). 20,380 switches in total are included within the RAMP [39].

![Figure 5.1: RAMP block diagram.](image)

CABs are connected to tunable FG current biases, allowing for the performance of analog circuits with programmable parameters (e.g., corner frequencies and gain) to be modified to fit a user-specified design constraint. As discussed in section 2.3, two different processes are used to apply or remove charge from an FG. Hot-carrier injection is used to add charge to the FG, and Fowler-Nordheim tunneling is used to remove charge from the FG [32]. Due to the high voltages required for tunneling, the RAMP only utilizes tunneling for global erasure.
of FGs.

To perform fast, linear injection on the RAMP, FGs are individually placed into a programming structure. This structure is a continuous-time, OTA-based, negative feedback controller which compares the voltage on the control gate of the FG being injected to a target voltage. The injection target voltage corresponds to a characterized bias current that is desired from the FG [32]. After programming, FGs are connected to CABs to bias analog circuits. The programming circuits are now integrated on the same die as the RAMP (1.1). The RAMP 1.0 required programming circuitry to be housed on its printed circuit board (PCB).

Configuration of the RAMP is expedited by a few layers of abstraction. The required programming process is currently a work in progress. The functionality of the RAMP is limited to its capability to be programmed and re-programmed with minimal effort. The more streamlined the process is, the more likely the RAMP will be adopted by electronics designers as an alternative to front end signal processing. The following is a plan for the RAMP 1.1 infrastructure, based on the RAMP 1.0.

To synthesize a circuit on the RAMP, a user must first provide the RAMP software with the corresponding netlist. The RAMP software will then estimate injection target voltages for the necessary FGs and use simulated annealing [51] to find the switch activation pattern resulting in the shortest mean path among the components specified in the netlist. FG and switch domain configurations are then compressed and sent to the MCU on the RAMP PCB. The MCU then communicates with the RAMP through its SPI to place each required FG into the on-chip programming structure and inject them to their respective targets. Switch domains are configured after all FG programming is complete [39]. The RAMP can be reconfigured in-the-field, but any user-specified configurations will not be operational for the duration of programming. Once the relevant FGs and switches have been programmed, the RAMP will be ready to perform user-specified operations.
5.1 The Unique CAB

The new, ninth stage added to the RAMP 1.1, does not follow the convention of the preexisting CABs. Instead of the stage having eight repeating channels, each of the channels includes a different circuit, hence being named the “unique CAB.” The unique CAB is used to implement larger scale circuits that are found in the other CABs. The unique CAB allows for circuits like a voltage-controlled oscillating-based ADC (VCO-ADC) (to be described in Chapter 7) to be synthesized from larger CAB components without taking over all the routing space on the RAMP. For a circuit to be synthesized on the RAMP system, it requires a series of connections to be made through the inter and intra CAB routing matrix. This is a finite system, and as such, reducing the amount of connections needed for a given component opens the door for more complex designs. By including a circuit directly in the unique CAB, it can be synthesized while still leaving room for addition synthesis.

5.1.1 Spectral Analysis

The spectral analysis stage has been increased in die space, allowing for biquadratic (Biquad) filters to be implemented. The Biquad filter is an upgrade and replacement to the C4 Bandpass filter [52] previously housed in the spectral analysis stage. The C4 filter operated as a bandpass filter, with operation being based on two bias currents, which set the upper and lower cutoff frequencies. If the lower cutoff frequency bias was set by a low enough current, the C4 could perform similarly to a low-pass filter. In contrast, if the upper cutoff frequency was set with a high enough current, the C4 could perform akin to a high-pass filter. The C4 requires very accurate capacitor matching to achieve uniform gain for similar quality factors while in a bandpass configuration. Also, in practical application, the C4 does not see uniform gain in its low-pass and high-pass configurations. Utilization of the Biquad filter aims to remove the issues with capacitor layout mismatch while also improving on the low-pass and high-pass performance.

Two versions of the Biquad filter (Figure 5.2) have been implemented on the RAMP 1.1. The two versions vary with capacitor sizing. The Biquad with smaller capacitor sizes was used to replace the C4 filter. The smaller capacitor sizing was needed to fit with the
other components already in the spectral analysis stage (even with an increased stage size). Utilizing the full space of a CAB, a Biquad with larger capacitor sizes was added to the unique CAB. Without needing to share die space with other components, the unique CAB Biquad filter was able to utilize larger capacitor sizes, which we predict will increase the accuracy of cutoff frequencies.

The Biquad filter operation is based on more than just one input. There are three points for input into the filter. By choosing a specific input, and setting the other two inputs to an analog ground, the Biquad is able to operate as either a low-pass, high-pass, or bandpass filter. With each of the three inputs connected to the CAB lines, when the circuit is connected on the RAMP, it is forced into a specific configuration, only allowing for the desired filter operation. By removing the need to use extremely low (subject to noise) or extremely high (power hungry) bias currents, the Biquad aims to fill the space left by the C4 filter with metrics more promising to low-power ASP tasks.

5.1.2 Sensor Interfacing

The RAMP 1.1 has been designed to have better sensor interfacing capabilities over the 1.0. The most practical way to increase interfacing capabilities was what led to adding the unique CAB. Certain comprehensive circuits bring processing power without the need for synthesis. A reduction in synthesis routing is not the only benefit of pre-connected circuits. While a circuit like the Wheatstone bridge could be synthesized from the existing components on the RAMP 1.0, when connecting via the CAB lines, additional parasitic capacitances and
resistances affect its sensitive performance.

While parasitics can never be fully avoided, allowing the circuit to be connected fully within one CAB helps decrease such negative effects. Due to this consideration, one of the circuits added to the unique CAB was a pre-built Wheatstone bridge with its two inputs connected directly to the pads on the IC, for minimizing parasitics and providing accurate resistance-to-voltage measurements.

5.1.3 Oscillators

To increase the range of applications available to the RAMP 1.1, two different clock generators were added with the inclusion of the unique CAB. A Ring Oscillator (RO) was added to perform fifty percent duty cycles and an Integrate and Fire Neuron (IFN) was added for a variable pulse period generator.

![Figure 5.3: Schematic of Integrate and Fire Neuron.](image)

The IFN (shown in Figure 5.4) mimics the behavior of a biological neuron [53]. To begin firing, a current is dumped on to the input pin in a manner similar to how a neuron is contacted within the brain. A leakage current is used to control the pulse width of the clock cycle and will be generated from the floating-gate transistors. A Schmitt trigger is utilized to set up hysteresis within the neuron, allowing for a duty cycle controlled by the leakage current [54]. A simulated output of the neuron is shown in Figure 5.4.

The RO added to the unique CAB is the same topology of VCO as described in section 7 for the VCO-ADC and can be seen in Figure 7.14. The RO’s current starved inverters are
connected directly to an FG transistor for input. The FG transistor, as a part of the RAMP 1.1’s programming infrastructure is used to convert a voltage value to a current, which sets the frequency of the RO. The linearization techniques described in section 7 can be leveraged to improve the VCOs linear range. The RO was added so that the VCO-ADC and other systems that require local oscillators can be synthesized on the RAMP 1.1.

5.2 On-Chip Floating-Gate Programming

The RAMP 1.0 required off-chip circuits for FG transistor programming. A continuous time programmer was integrated on the RAMP 1.0, but the charge pumps required for injection and tunneling were not present, requiring off-chip circuits housed on the PCB. For the RAMP 1.1, the charge pumps were integrated directly on the die, allowing for less overhead on the PCB and a smaller package.

The programming process involves moving FG transistors into the programming structure and then back out to connect to the necessary circuits. The following will describe FG programming for the RAMP 1.1. FG transistors are placed into the continuous time programming structure shown in Figure 5.5. The multiplexer $S_1$ is used to connect the control gate of the FG transistor to the programmer circuit for injection or to the temperature compensation circuit during normal operation. The multiplexer $S_2$ is used to connect the source of the FG transistor to ground when it is not used, $V_{dd}$ when it is connected to a
circuit, and the programmer for injection. Multiplexer $S_3$ is used to connect the drain of the FG transistor to $V_{dd}$ when it is not used, ground for injection, and to the circuit during normal operation.

The two mechanisms for programming FG transistors discussed in Chapter 2.3 require larger voltages than the normal supply rails for a given process. The need for these high voltages requires the use of charge pumps. For the RAMP 1.1, fabricated in a 0.35µm process, tunneling requires a voltage applied to $V_{tun}$ of at least 10V (but closer to 14V is used to speed up the process). 4.5V is required to initiate injection (but 6.5V is used to speed up the process). Charge pumps are required to produce these voltages on-chip. By integrating the charge pumps directly on the RAMP 1.1, required PCB space is decreased. The power consumption of the RAMP naturally increases by including the charge pumps, but with an integrated, non off-the-shelf circuit, the power consumption of the entire system is decreased.

Figure 5.5: The programming circuit utilized by both the RAMP 1.0 and 1.1.
5.3 A Modular MCU Printed Circuit Board

A PCB has been designed and fabricated for the RAMP 1.1. The new PCB was able to save space by removing ICs that were previously used to generate voltages for tunneling and injection. The PCB layout is shown in figure 5.6.

![Figure 5.6: The RAMP 1.1 printed circuit board layout.](image)

One of the improvements that comes with the new PCB is the ability to use any MCU. On the PCB designed for the RAMP 1.0, the MCU was soldered directly on the bottom of the board. But, with updates and changes being made to MCU units with current state-of-the-art speeds, the ability to upgrade the MCU without needing to fully re-fabricate and repopulate the PCB is a large boon. Currently, a small MCU PCB or “surfboard” is used for the MCU to be connected to the RAMP.

Surfboards have been designed for the current version of the Particle Xenon [55], Arduino Nano [56], and Arduino Nano IoT 33 [57]. While it may seem unwieldy that a second PCB is needed for attaching a new MCU, the benefits of allowing for upgrades to the MCU outweigh the added work. To illustrate, the Particle Xenon was chosen due to its similar benefits to the previously used PanStamp. Both PanStamp and Particle Xenon included radio directly on the package. However, like the PanStamp, the Particle Xenon has now
been discontinued. While this does not completely negate use of these MCUs, it is still desirable to use a state-of-the-art package, with all the benefits of regular updates to device and interfacing software.

The surfboard for the Arduino Nano requires the addition of a radio transceiver. The Arduino Nano does not have a built in radio, but was chosen as a stepping stone for the plethora of open source projects that have been developed for the Arduino platform. To enable radio functionality, allowing for remote programming, the Digi Xbee3 radio transceiver [58] was added to the MCU surfboard. This simple radio enables programming information to be sent from a base station.

The most recent version of the MCU surfboard houses the Arduino Nano IoT 33 (NIoT33). This MCU comes with built-in low-energy Bluetooth (BLE) communications. BLE allows for low-power wireless communication. This is leveraged to send connections lists from a base-station to the RAMP device. The PCB layout for the NIoT33 is shown in figure 5.7.

![Figure 5.7: PCB layout for the Arduino Nano IoT 33 with BLE (and castelated edges for a slimmer package).](image)

The MCU surfboard connects to the bottom of the RAMP board and can be seen attached in Figure 5.8. The complete system allows for connections lists to be sent to the microcontroller platform via BLE communications. The MCU interprets the packets being sent via BLE and communicates with the RAMP via a serial peripheral interface.
5.4 Wireless Programming with Low-Energy Bluetooth

The RAMP switch matrix, detailed previously in this Chapter and shown in figure 5.1, allows for the reconfigurable nature of the FPAA system. Programming the RAMP starts with a high-level netlist. The netlist is a representation of the circuits that will be connected within the RAMP. The following example will be used to demonstrate programming a desired circuit onto the RAMP. This example implements a peak-detector. The peak-detector tracks rising and falling voltage signals differently based on the supplied bias currents. The netlist is as follows:

```
include boardDefsNewBoard.net
TempComp 1
begin PK In Out Channel HiBias LoBias
   PkDe_S1C<Channel> <In> <Out>
   FG_S1C<Channel> PkDe_Atk Itar=<HiBias>
   FG_S1C<Channel> PkDe_Dec Itar=<LoBias>
end
PK Vin Vout 0 8e-08 1.5e-08
A5 Vin
ADC0 Vout
```

This netlist makes use of “subcircuit” notation. The “begin” and “end” statements wrap
the subcircuit “PK.” When PK is then called on the subsequent line, it passes the parameters into the subcircuit. The nets “Vin” and “Vout” are the input and output of the circuit respectively. The pin “A5,” a general analog pin is used as the input and is connected to Vin. The pin “ADC0,” which is connected to an ADC on the NIoT33 is used for Vout. This pin is chosen so the output of the circuit can be read directly by the NIoT33 MCU.

Once a netlist has been written for programming into the RAMP, a connections list is generated. The connections list is used to determine which switches will be set within the connection and switch matrix to synthesize the desired circuit. The connections list is a series of binary strings that can be passed into the RAMP via an SPI. The connections list holds commands for resetting the RAMP setup (including tunneling FG transistors), enabling the correct switches, and programming the needed FG transistors for biasing. Table 5.1 shows how the connections list appears and what each section of the binary string corresponds to.

The RAMP 1.1 connects inputs on the “right” side of the chip next to channel 7 and

<table>
<thead>
<tr>
<th>Switch Matrix Bits</th>
<th>Switch Address</th>
<th>CAB Channel</th>
<th>CAB Stage</th>
<th>Reset</th>
<th>SB or CB</th>
<th>LUT</th>
<th>Circuit</th>
<th>VO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global Reset</td>
<td>111111111111</td>
<td>XXXX</td>
<td>XXXX</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Enable Temperature Compensation</td>
<td>XXXX</td>
<td>XXXX</td>
<td>1111</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Connect output of peak detector to Connection Block SB0</td>
<td>111110111111</td>
<td>1000</td>
<td>000</td>
<td>1000</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Connect input of peak detector to Connection Block SB1</td>
<td>111111111111</td>
<td>0000</td>
<td>000</td>
<td>1000</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Connect output to RAMP pin ADC0</td>
<td>000000000000</td>
<td>0000</td>
<td>000</td>
<td>1000</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Connect input to RAMP pin A5</td>
<td>000000000000</td>
<td>0000</td>
<td>000</td>
<td>1000</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 5.1: Connections list for implementing the peak detector on the RAMP 1.1.
outputs on the “left” side of the chip next to channel 0. The peak detector being used is housed in stage 1 channel 0. Due to this, the output can be piped directly to pin ADC0. The input, however, must connect from channel 0 all the way to channel 7 to allow for connection to A5.

To facilitate wireless programming, the NIoT33’s BLE communications are used to pass information between a base-station and the wireless node. The base-station is an NIoT33 plugged into the PC. The wireless node is an NIoT33 connected directly to the RAMP 1.1 via the MCU surfboard. The programs installed on each NIoT33 can be found in Appendix C.

![Figure 5.9: Peak detector output with a sine wave input.](image)

FG transistors 3 and 9 are connected to the “ATK” and “DEC” biases of the peak detector, respectively. The connections list sets the FG transistors to be injected and connected to the circuit for biasing. The ATK bias is used to determine how closely the peak detector will track a rising signal. The DEC bias is used to set how closely the peak detector will track a
falling signal. A sine wave input was used to test the peak detector. The input and output of the peak detector can be seen in figure 5.9.

By setting the ATK bias to 8e-8, the output of the peak detector closely tracks a rising signal. With the DEC bias set to 1.5e-8, the peak detector tracks a falling signal at about 1/2 of the slope. This type of peak detector setup is useful in spectral analysis. Using an array of bandpass filters, an analog signal can be decomposed into different frequency bands. Peak detectors can then be connected to the output of each bandpass filter. By connecting the output of the peak detector biased in the way described above with a low-pass filter, the RMS voltage of the signal for that frequency band can be extracted. This is a powerful tool for spectral analysis and event detection.

5.5 Conclusion

The RAMP 1.1 makes considerable improvements over the RAMP 1.0. The inclusion of all programming structures helps to reduce PCB sizing while also improving overall system power consumption. The upgrade to bandpass filters helps to improve the RAMP's performance as a front end ASP. By ensuring accurate filtering, ASP tasks can be performed with more reliability.

The additional stage of CABs allows the RAMP 1.1 to implement more complex designs while still conserving routing space, leading to less performance effecting parasitics that can have negative impact on precise ASP applications. The implementation of BLE programming from the modular MCU board allows for the RAMP to be reprogrammed wirelessly with low energy communication.
Chapter 6

An Acoustic Vehicle Detector and Classifier Using a Reconfigurable Analog-Mixed-Signal Platform

**This Chapter was published in the MDPI Journal of Low Power Electronics and Applications, Volume 10, Issue 1, March 2020. It has been re-purposed to fit in this dissertation by removing redundant information that has already been discussed in previous Chapters. To read the original, unedited, published paper, see citation [59].**

This Chapter aims to highlight the ability of a field-programmable analog array (FPAA), more specifically, the Reconfigurable Analog and Mixed-Signal Platform (RAMP) as a reconfigurable tool for analog pre-processing. General analog signal processing (ASP) has typically been limited to custom design. A specific problem space exists, and an application-specific integrated circuit (ASIC) must be designed and fabricated as a solution. With advancements in FPAA technologies such as the RAMP, custom solutions no longer require fabrication of a new IC. The RAMP allows for tailored design solutions to be synthesized directly on chip. While the application space is of course not infinite, the RAMP does an adequate job of covering a wide array of analog pre-processing areas. This Chapter will showcase an example of using the RAMP to solve an acoustic detection and classification problem previously only done on ASICS.

The wireless sensor nodes used in a growing number of remote sensing applications are
deployed in inaccessible locations or are subjected to severe energy constraints. Audio-based sensing offers flexibility in node placement and is popular in low-power schemes. Thus, in this Chapter, a node architecture with low power consumption and in-the-field reconfigurability is evaluated in the context of an acoustic vehicle detection and classification (hereafter “AVDC”) scenario. The proposed architecture utilizes an always-on FPAA as a low-power event detector to selectively wake a microcontroller unit (MCU) when a significant event is detected. When awoken, the MCU verifies the vehicle class asserted by the FPAA and transmits the relevant information. The AVDC system is trained by solving a classification problem using a lexicographic, nonlinear programming algorithm. On a testing dataset comprising of data from ten cars, ten trucks, and 40 seconds of wind noise, the AVDC system has a detection accuracy of 100%, a classification accuracy of 95%, and no false alarms. The mean power draw of the FPAA is 43 $\mu$W and the mean power consumption of the MCU and radio during its validation and wireless transmission process is 40.9 mW. Overall, this Chapter demonstrates that the utilization of an FPAA-based signal preprocessor can greatly improve the flexibility and power consumption of wireless sensor nodes.

### 6.1 WSNs and Acoustic Techniques

Over the past decade, the rapid rise of the Internet of Things (IoT) has facilitated the advancement of remote sensing by simplifying the design and expanding the scale of wireless sensor networks (WSNs) [60–64]. Yet, WSN expansion has faced bottlenecks due to the energy constraints and accessibility restrictions imposed by the remote placement of sensor nodes [60]. Thus, there is a growing demand for reliable devices with ultra-low power consumption and high wireless reprogrammability.

To achieve low power consumption, minimally preprocessed data is often transmitted to a base station for further analysis. However, frequent wireless communication can be a leading contributor to energy cost in WSNs. Another school of thought is to locally process data and only transmit relevant information. In general, there exists a tradeoff between computation and communication overhead in WSNs [1]. Nevertheless, local processing may be a more viable choice in scenarios where sensor data are sparse in relevant information
content or where the necessary computational tasks can be performed at low energy cost.

Audio data are often sparse in relevant information, which makes audio sensor nodes good candidates for the local-processing approach. Audio capture and analysis inherently consumes less energy than its video counterpart, making acoustic techniques good for low-power sensing schemes [65]. AVDC has previously been used as a benchmark for the validation of low-power node architectures [1]. AVDC has applications in traffic monitoring and military surveillance, especially in scenarios where sensors can not be placed in the line of sight of the classification target [61].

Vehicles, like many other objects with rotary or oscillatory components, can be identified from the frequency content of their acoustic signature. Hence, wavelet analysis, which classifies objects based on temporal frequency content, has been used in AVDC-like applications [66]. However, wavelet analysis is energy-intensive due to involved digital computations.

Amplitude analysis is another oft-used audio processing method. It is typically executed through a thresholding scheme like the structural integrity monitor presented in [67]. Adaptive thresholding was proposed for vehicle detection in [68]. The approach taken in [69] uses an envelope detector and comparator to construct an event detector for a low-power cargo monitoring tag. Amplitude analysis affords simple, energy-efficient solutions to a multitude of problems but causes a high false alarm rate due to its low event-oriented specificity. For the AVDC task, a combination of spectral analysis and amplitude analysis could achieve good accuracy while maintaining low power consumption and simplicity.

The ability to implement training with the node out-of-the-loop would help hasten node deployment and facilitate remote reconfigurability. With the node out-of-the-loop, training can be done offline with the same reconfigurable architectures being used in the field. With this approach, system parameters can be re-adjusted in the field if more data become available, and specific adjustments can be made for individual node performance. Deployed nodes can also be repurposed for different remote-sensing tasks without the need for retrieval. Minimizing the number of programming cycles undergone by the sensor node potentially saves time and energy while extending the lifespan of the node.
6.1.1 Proposal, Novelty, & Overview

Section 2.2 makes the case for ASP as an advantageous alternative to digital signal processing (DSP). However, analog circuits can be susceptible to electrical noise and environmental changes. Analog electronics are also ill-suited for certain tasks (such as sequential logic that is more readily handled by a DSP). It may be more synergistic to use a combination of analog and digital electronics for a general-purpose node architecture. Hence, this Chapter proposes a hybrid node architecture comprising of an always-on, mixed-signal processor (MSP) and an MCU that is only awoken when a significant event is detected by the MSP. In this way, the intrinsic device physics of analog components are leveraged to perform computations that would inherently require more power on fully digital platforms while still retaining the abilities to wirelessly network and perform sophisticated digital computation. [1,60,70] have previously shown that this type of configuration can facilitate significant power savings.

Although this Chapter expands on the work described in [1], it differs in a few aspects from previous works that offered solutions to the AVDC problem. Related works utilized ASIC solutions [1,60,67,68,70]. ASICs offer superb performance, ultra-low power consumption (especially with an integrated MSP), and good robustness. However, ASIC development is time-consuming, and ASIC-based solutions can be limited in their ability to handle future changes to procedures or overall tasks. These issues are mitigated in this Chapter by using a low-power FPAA. Compared to an ASIC-based solution, an FPAA-based solution can leverage mixed-signal computation and a reconfigurable architecture for a more expansive scope.

The RAMP introduced in [39] is the base for the preprocessing circuitry in this Chapter. By utilizing the RAMP, which contains a custom-designed FPAA at its heart, a sensor node with immense post-deployment reconfigurability, flexibility, and versatility can be achieved. As a consequence of using the RAMP, the event-detection stage of the AVDC system proposed in this work is different from that used in [1], which was based on an analog ASIC. In this work, floating-gate transistors (FGs) are used for comparator threshold generation instead of digital potentiometers, a lookup table (LUT) is used for template matching instead
of a complex programmable logic device, and a PanStamp MCU is used for transmission of
the final decision instead of a TelosB digital platform. The subcircuits used in the spectral-
analysis stage of the MSP also have different topologies than their counterparts in [1], and
a digital debouncing circuit is introduced to the event-detection stage. A comparison be-
tween the results of this work and [1] highlight the improvements in power consumption and
accuracy that are possible by using a reconfigurable system rather than an ASIC.

To take full advantage of the increased precision afforded by generating comparator
thresholds with FG-transistor-based circuits, a new training algorithm is proposed in this
Chapter. The training algorithm used in [1] used brute enumeration of comparator thresh-
holds, keeping the MSP in-the-loop throughout the entire training process. This methodology
is only practical if threshold increments are coarse; hence, the methodology proposed in
this Chapter uses a two-step, continuous-optimization procedure to determine comparator
thresholds and requires significantly less communication with the MSP.

In summary, this Chapter evaluates the performance of an FPAA (specifically the RAMP)
within the context of a vehicle detection and classification application. The remainder of
the Chapter is as follows: The topology of the AVDC circuit is explained in Section 6.2.
Section 6.3 discusses the process of training the AVDC system. Section 6.4 demonstrates
the performance of the AVDC circuit in comparison to historical work. Finally, Section 6.5
offers concluding remarks.

6.2 Vehicle Detector Configuration

As mentioned in Section 6.1.1, the pivotal use of an FPAA-based MSP and the implica-
tions of FPAA usage distinguish the work proposed in this Chapter from that on which it
is based [1,60,70]. The “always-on” audio MSP constructed on the RAMP performs a com-
bination of spectral and amplitude analyses; vehicles are identified by their instantaneous
frequency content by first decomposing audio data into several frequency channels and then
comparing the signal power in the frequency channels to predetermined templates. A match
to the spectral template for a vehicle will wake the MCU from its low-power sleep mode.
The AVDC system leverages the following signal-processing steps:
Spectral-Analysis Stage:

1. *Spectral decomposition* using a filterbank of bandpass filters (BPFs)

2. *RMS envelope estimation* using a bank of root-mean-square (RMS) detectors cascaded with a bank of ripple-smoothing, adaptive-time-constant (adaptive-$\tau$) lowpass filters

Event-Detection Stage:

1. *Digitization* using a bank of comparators

2. *Digital “debouncing”* using a starved inverter

3. *Template matching* using a LUT

4. *Final decision transmission* using a PanStamp MCU

Figure 6.1 shows a block diagram of the AVDC system, and the various signal-conditioning steps of the MSP are discussed in more detail in the subsequent subsections.

![Figure 6.1: Block diagram of the AVDC circuit.](image)

### 6.2.1 Spectral Decomposition

Operational transconductance amplifier (OTA)-based BPFs, shown in Figure 6.2 (a), are utilized in a filterbank to decompose the input audio. The BPFs used in the RAMP are
based on a design demonstrated in [71], and they have the benefit of independently-adjustable corner frequencies. The corner frequencies of a BPF is set by tuning the transconductances of its constituent OTAs via FG current biases.

The filterbank is initially constructed with eight BPFs configured in a half-octave spacing from 77 Hz to 1113 Hz. Although the spacing between filters in adjacent channels and the exact corner frequencies can be tuned precisely [71], this level of precision is found to be of low importance for the AVDC proposed in this Chapter—the training algorithm proposed in Section 6.3 (b) finds that a few channels contain redundant information. These redundant channels are removed from the spectral-analysis stage of the final AVDC system. Figure 6.2 (b) exhibits the frequency response of the initial filterbank. To minimize the output distortion of BPFs, the range of the input to \( V_{in} \) should be properly scaled with the mean at midrail, and \( V_{ref} \) should be referenced to midrail.

Figure 6.2: (a) Schematic of the BPFs used and (b) frequency response of the filterbank.
6.2.2 RMS Envelope Estimation

After obtaining the frequency decomposition, it is desirable to estimate the RMS envelopes of the BPF outputs to assess the instantaneous signal power in each frequency band. The peak detector described in [72] is biased as an RMS detector to perform this task. The RMS detector, depicted in Figure 6.3 (a), has two independently adjustable parameters, attack rate \( G_{m,A} \) and decay rate \( G_{m,D} \), which correspond to the transconductances of the constituent OTAs. Adjustment of OTA transconductances also changes the output ripple of the RMS detector. The RMS detector operates like an asymmetric integrator whose output is given by:

\[
\frac{dV_{RMS}}{dt} \approx \begin{cases} 
G_{m,A}(V_{in} - V_{RMS}), & V_{in} > V_{RMS} \\
G_{m,D}(V_{in} - V_{RMS}), & V_{in} \leq V_{RMS}
\end{cases}
\]  

(6.1)

where \( V_{in} \) and \( V_{RMS} \) denote the input and output of the RMS detector, respectively.

Figure 6.3: Schematics for the (a) RMS detector and (b) Adaptive-\( \tau \) filter.

Despite careful tuning, the RMS detector output will invariably contain some ripple, especially if an accurate envelope estimate is desired. Thus, a bank of adaptive-\( \tau \) lowpass filters based on the topology presented in [72] is implemented for ripple rejection. At its core, the adaptive-\( \tau \), shown in Figure 6.3b, is an OTA-based lowpass filter. However, the
OTA used in an adaptive-τ filter is designed to have a transconductance that increases with increasing input amplitude [72]. Hence, the time constant of the adaptive-τ filter decreases with increasing input amplitude.

### 6.2.3 Digitization

The smoothed RMS envelopes are digitized using a bank of comparators. Comparators on the RAMP have built-in hysteresis, which aids in producing a steady LUT output despite residual noise from the spectral analysis stage. Comparator reference voltages are generated by using FGs to source or sink current through resistors. The comparator architecture in the MSP (depicted in Figure 6.4) consists of a differential amplifier cascaded with an inverter and an “edgifier” circuit. The edgifier circuit was proposed in [73] and uses starved inverters to accelerate the rising and falling edges of its input signal, making it useful for the digitization of slow analog signals.

### 6.2.4 Digital Debouncing

For certain channels (notably the highest frequency channel), the hysteresis inherent to a RAMP comparator is insufficient to generate a steady digital input to the LUT. Continual oscillations in the LUT input may cause excessive querying and lead to unwanted power consumption. A digital debouncing circuit (shown in Figure 6.1) is used to mitigate this issue. To incite a state change in the output, this debouncing circuit requires that the input signal maintain its digital state for a minimum amount of time. This minimum time requirement for the debouncer is analogous to the “setup time” requirement of a D-latch. The digital debouncing circuit is constructed by cascading a time-voltage conversion circuit with a comparator referenced to midrail. More particularly, the time-voltage conversion circuit is an asymmetrically-starved inverter with the output connected to a capacitor. This implementation allows for the “setup times” necessary for the “high” or “low” state to be independently adjusted. If the voltage on the capacitor is near either supply rail prior to an input state change, the “setup time” of the debouncer can be approximated as follows:
Figure 6.4: Schematics for the (a) comparator with attached (b) edgifier.

\[
    t_{\text{setup}} \approx \begin{cases} 
        \frac{\text{Mid} \cdot C_{\text{int}}}{I_s}, & \text{when input transitions from } 1 \rightarrow 0 \\
        \frac{\text{Mid} \cdot C_{\text{int}}}{I_d}, & \text{when input transitions from } 0 \rightarrow 1 
    \end{cases} \tag{6.2}
\]

The constants used in Equation 6.2 are labeled in Figure 6.1.

### 6.2.5 Template Matching

Once stable comparator outputs are generated, an LUT is used to match comparator activation patterns to one of the three vehicle classes considered in this Chapter: “noise/no car,” “car,” and “truck.” Due to chip real-estate considerations, the LUT fabricated on the RAMP is a digital framework with six inputs and two outputs that checks compliance with Boolean expressions; hence, the LUT is configured to use one output to assert vehicle presence and another output to assert vehicle type (i.e. if a truck is present). To configure a
LUT, the RAMP software decompiles the necessary Boolean expressions into logical tables that are then stored in the two SRAM arrays comprising the LUT. When the LUT receives an input, it asynchronously queries the SRAM cells with the corresponding addresses to determine the outputs. Figure 6.5 presents a block diagram of the LUT architecture.

![LUT Block Diagram](image)

Figure 6.5: LUT block diagram.

### 6.2.6 Final Decision Transmission

The preliminary decision made by the MSP is susceptible to errors due to wind noise and differences between approaching, present, and receding vehicles. Differences in vehicle size and proximity can lead to scenarios where the LUT incorrectly identifies the vehicle class. Thus, an MCU is used to verify the decision of vehicle presence by implementing the decision-accumulation scheme demonstrated in [1]. In the decision-accumulation scheme, the LUT output that asserts the presence of a vehicle is used as an interrupt or “wake-up” pin for the MCU. Once the LUT has generated an interrupt on the “vehicle presence” pin, the MCU wakes up and records both outputs from the LUT. The MCU continues sampling the LUT output until the LUT’s “vehicle presence” pin remains low for 100 ms. This additional pause helps confirm that the vehicle that triggered the interrupt has moved out of the range of the audio sensor.

The MCU then decides the vehicle class. If the LUT’s “vehicle presence” pin has been asserted for a minimum of 50 ms, the MCU decides that a vehicle is present. Otherwise, the MCU decides that the LUT has false triggered, and it returns to its low-power sleep mode.
If a vehicle is present, the MCU must activate its radio transmission module to send the final decision results to a base station. However, before radio transmission, the MCU determines the vehicle type by comparing the number of samples for which the LUT’s “vehicle type” pin has been asserted to a threshold. If this threshold (which is estimated to be 5000 samples using basic training data statistics) is exceeded, the vehicle is classified as a truck; otherwise the vehicle is classified as a car. The MCU decision-making process is summarized in Figure 6.6.

6.3 Classifier Training

6.3.1 Data Preparation

Audio data preparation is the first step in the AVDC training process. The audio data used in this Chapter were collected previously in [21]; the data are ten-second audio clips (sampled at 4 kHz) from 20 cars and 20 trucks as well as 80 seconds of wind noise. Truth vectors indicating the presence and class of each vehicle were constructed via human inspection. The normalized audio and their respective truth vectors were randomly concatenated into a training and testing dataset with the same size and class composition. The training dataset was passed through the spectral-analysis stage of the AVDC system. The output stream from the adaptive-$\tau$ filter in each channel was recorded via a National Instruments 6259 data acquisition card and then imported into MATLAB® to be used in the threshold estimation procedure, as described in the next two subsections. A spectrogram demonstrating the output of the spectral-analysis stage in response to the testing dataset is shown in Figure 6.7 for reference.

6.3.2 Comparator Threshold Optimization

Once the data have been prepared, training the AVDC system entails configuring the event-detection stage of the MSP. The first step in the configuration of the event-detection stage, and the focus of this subsection, is the selection of comparator reference voltages (hereafter “comparator thresholds”). On the RAMP, comparator threshold voltages are generated
Figure 6.6: Process used by the MCU to make the final detection and classification decision. Section 6.3 discusses methods for normalizing the input audio and configuring the amplitude analysis circuits (i.e. the AVDC event-detection stage) in detail.
by using FGs to source or sink current through resistors. These threshold voltages should be selected such that comparator activation patterns (hereafter “codewords”) are indicative of a specific vehicle class: (1) noise, (2) car, or (3) truck. Hamming distance, which is the minimum number of bit replacements required to match two binary strings, is a good measure of the similarity between two codewords. Hence, comparator thresholds (denoted by $\tau$) are selected to maximize the mean Hamming distance between codewords triggered by different vehicle classes (denoted by $M_1$) and to minimize the mean Hamming distance between codewords triggered by the same vehicle class (denoted by $M_2$). These criteria can be phrased as a multiobjective nonlinear programming problem. In this Chapter, maximization of $M_1$ is prioritized to reduce false alarms and misclassification, which cause unnecessary energy expenditure.

As noted in Section 6.1.1, it is desirable to keep the MSP out-of-the-loop for most of the training process to improve the training rate, reduce the degradation of FGs, and facilitate post-deployment adjustments. The event-detection circuits in the MSP are well characterized, so empirical measurements of spectral-analysis stage outputs can be utilized in software simulations to estimate configuration parameters for the event-detection stage of the MSP.
These parameter estimates can be easily “ported” back to the RAMP for implementation in hardware. Hence, this optimization problem is solved with a two-step, lexicographic approach [74] using the MATLAB® \texttt{fmincon} solver and the \textit{interior-point} algorithm.

Lexicographic approaches are multiobjective optimization strategies that sequentially optimize a series of objectives in order of decreasing priority. Lexicographic approaches can be used to obtain Pareto-optimal solutions [75]. The optimization problem proposed in this Chapter, has two objectives, $M_1$ and $M_2$. In the first solution step, $M_1$ is maximized while $M_2$ is constrained by the relaxed boundary condition $M_{2\text{tar}}$:

$$M_{1\text{Max}} = \max (M_1(\tau)) \quad \text{s.t.} \quad \begin{cases} \tau_{lb} \leq \tau \leq \tau_{ub} \\ M_2(\tau) \leq M_{2\text{tar}} \end{cases} \quad (6.3)$$

In Equation 6.3, $\tau_{lb}$ and $\tau_{ub}$ denote the bounds on the comparator thresholds and are set to be the minimum and maximum output voltage from each channel of the spectral-analysis stage, respectively.

In the second solution step, the “argument” $\tau$ of the “minimum” of $M_2$ is sought:

$$\arg \min_{\tau} (M_2(\tau)) \quad \text{s.t.} \quad \begin{cases} \tau_{lb} \leq \tau \leq \tau_{ub} \\ M_1(\tau) \geq (1 - \epsilon)M_{1\text{Max}} \end{cases} \quad (6.4)$$

where the optimum from the first problem ($M_{1\text{Max}}$) is relaxed by a factor of $\epsilon$ (typically around 10%) to act as a constraint on the value of $M_1$ for acceptable solutions. Objective functions $M_1$ and $M_2$ are computed by weighting the mean Hamming distance between each pair of codewords triggered by the relevant comparison classes by a factor that is indicative of the specificity of the codeword. Defining the objectives in this manner rewards codewords for their specificity to a particular vehicle class and for their distinctness from codewords triggered by other vehicle classes. The underlying formula for computing $M_1$ and $M_2$ can be written as $M_k$ for $k \in \{1, 2\}$:

$$M_k(\tau) = \frac{1}{3} \sum_{\psi=1}^{3} \frac{G(P_{\psi,1,k}, P_{\psi,2,k}) \circ H}{e^T G(P_{\psi,1,k}, P_{\psi,2,k}) e} \quad (6.5)$$
In Equation 6.5, $\circ$ denotes the element-wise (Hadamard) matrix product, $e$ denotes the 256x1 all-ones vector, $H$ denotes the 256x256 matrix indicating the Hamming distance between pairs of binary codewords, and $P$ denotes the three-dimensional matrix representing the required class comparisons. Figure 6.8 visually illustrates the class comparisons represented in $P$ and the indexing scheme used in Equation 6.5. $G$ represents the sparse matrix containing the occurrence frequency of each codeword comparison, which in turn is indicative of the class-specificity of the code words. $G$ is computed using the following expression:

$$G(P_{\psi,1,k}, P_{\psi,2,k}) = F^T(P_{\psi,1,k}, *) F(P_{\psi,2,k}, *)$$

(6.7)

where $F(m, *)$ denotes the $m$th row of $F$, a 3x256 matrix whose first, second, and third rows indicate the number of times each codeword (ordered by decimal value) is expected to occur when noise, cars, or trucks, respectively are present. Codewords are in turn estimated from $\tau$ and the output from the spectral-analysis stage of the MSP. The thresholds found through the optimization procedure proposed in this section are mapped to current biases using the characterization models of the relevant FG current sources and sinks.

Figure 6.8: Graphs of the class comparisons represented in $P$. The comparisons for computing $M_1$ are in the leftmost column, and the comparisons for computing $M_2$ are in the rightmost column.
6.3.3 Lookup Table Configuration

After threshold estimation, a LUT is configured such that the first output indicates vehicle presence and the second output indicates vehicle type. The RAMP contains 16 LUTs, each with six inputs and two outputs, that are available for usage in the AVDC. The flexible signal routing granted by the RAMP enables LUTs to be arrayed to obtain a variety of input-output combinations. However, we found that the LUTs did not need to be arrayed in this work; a few frequency channels contained redundant information, and the threshold selection algorithm placed the comparator thresholds for these channels near the lower or upper bounds ($\tau_{lb}$ or $\tau_{ub}$). As a result, redundant channels had a mostly stationary comparator activation pattern and were pruned to preserve resources. The final AVDC system in this Chapter uses five frequency channels.

In this work, the number of nonredundant frequency channels is tractable, and comparator activation patterns are defined (where certain comparators generally activate when a vehicle is present, and other comparators generally activate when a truck is present). Hence, after the comparator threshold values have been determined by the optimization procedure, LUT Boolean expressions can be readily found via observation of the resulting codewords. Table 6.1 shows the percentage of codewords that belong to each vehicle class that also satisfy the Boolean templates used to configure the LUT. Figure 6.9 (a) shows the codewords in response to the testing dataset, and Figure 6.9 (b) demonstrates the output of the final configuration of the LUT to the testing dataset. Table 6.1 and Figure 6.9 both indicate that the performance of the LUT alone is satisfactory for vehicle detection yet unsatisfactory for vehicle classification, thus motivating the use of an MCU to interpret the output of the LUT and bridge lapses in LUT performance.

Table 6.1: Percentage of Codewords Satisfying LUT Templates in Response to the Testing Dataset ($C_n$ denotes the Boolean state of the channel with index $n$) for AVDC system

<table>
<thead>
<tr>
<th>LUT Output</th>
<th>Codeword Template</th>
<th>Vehicle Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicle Presence</td>
<td>$C_3 \land C_5 \land C_8$</td>
<td>Noise  Car  Truck</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.1%  68%  97%</td>
</tr>
<tr>
<td>Vehicle Type</td>
<td>$C_3 \land C_4 \land C_5 \land C_6 \land C_8$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.0%  11%  50%</td>
</tr>
</tbody>
</table>

If there are a greater number of nonredundant channels or if the data contain a greater
number of vehicle classes, more elaborate techniques may be necessitated for LUT template selection. In such a scenario, it may be possible to leverage multiclass classification algorithms [76] to aggregate codewords into their respective vehicle classes and then use logic minimization methods to resolve the final LUT templates.

6.4 Results

After the training procedure, no changes are made to the AVDC system. Figure 6.10 shows the process of making a vehicle detection, starting from the raw audio signal from the sensor. The label for vehicle presence is shown below the input audio signal to give an idea of when the vehicle is near the microphone. “Detection Interrupt” indicates that a vehicle has been detected by the MSP. The “Classification” output from the LUT is used to implement the decision-accumulation scheme described in [1]. Once the MCU makes the final decision on the vehicle type, a radio transmission is sent (which is registered as a spike in power draw).

The MCU, which consists of the microcontroller and its peripheral devices (eg. the radio transmitter), can operate in three distinct states. Each state’s power consumption is listed in Table 6.2. The first state is “sleep mode.” Sleep mode is the low-power state of the MCU when it is monitoring a digital interrupt pin for a vehicle detection from the LUT.
Figure 6.10: Process of AVDC detecting a vehicle from the raw audio sensor input to the final classification and radio broadcast.

When an interrupt has been sent from the LUT, the MCU enters the second state: “wake mode.” In wake mode, the MCU powers up to make the final decision pertaining to vehicle presence and type. If the MCU decides that a vehicle is present, it enters the third state: “radio mode.” Otherwise, it returns to sleep mode. Radio mode is the state in which the MCU’s radio transmitter is enabled to broadcast vehicle detections and classifications. Of the three modes, radio mode is the highest in power consumption, so the MCU immediately returns to sleep mode after the radio transmission is complete.

The testing data described in Section 6.3 were utilized to evaluate the performance of
Table 6.2: Power Consumption of AVDC system

<table>
<thead>
<tr>
<th>Device</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSP Circuitry (Always On)</td>
<td>RAMP</td>
</tr>
<tr>
<td>“Sleep Mode” LUT Monitoring</td>
<td>MCU Total</td>
</tr>
<tr>
<td>“Wake Mode” LUT Monitoring</td>
<td>MCU Total</td>
</tr>
<tr>
<td>“Radio Mode” MCU Broadcast</td>
<td>MCU Total</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Device</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSP Circuitry (Always On)</td>
<td>RAMP</td>
</tr>
<tr>
<td>“Sleep Mode” LUT Monitoring</td>
<td>MCU Total</td>
</tr>
<tr>
<td>“Wake Mode” LUT Monitoring</td>
<td>MCU Total</td>
</tr>
<tr>
<td>“Radio Mode” MCU Broadcast</td>
<td>MCU Total</td>
</tr>
</tbody>
</table>

the trained AVDC system. Like the training data set, the testing data set consists of ten car samples, ten truck samples, and 40 seconds of wind noise. The detection and classification results of the trained AVDC for the testing dataset are shown in Table 6.3. The system proposed in this Chapter achieved a detection accuracy of 100% and a classification accuracy of 95% (one car was misidentified as a truck). The system had no false alarms during the 40 seconds of wind noise. False alarms cause the MCU to enter wake mode and possibly radio mode. Hence, each false positive contributes to energy consumption, which decreases the overall lifetime of a resource-constrained sensor node.

Table 6.3: Vehicle Detection and Classification Results of AVDC system

<table>
<thead>
<tr>
<th>Ground Truth</th>
<th>Car (10 Samples)</th>
<th>Truck (10 Samples)</th>
<th>Noise (40 seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rumberg [1]</td>
<td>80%</td>
<td>0%</td>
<td>2 false alarms</td>
</tr>
<tr>
<td></td>
<td>0%</td>
<td>100%</td>
<td>2 false alarms</td>
</tr>
<tr>
<td></td>
<td>20%</td>
<td>0%</td>
<td></td>
</tr>
<tr>
<td>This Work</td>
<td>90%</td>
<td>0%</td>
<td>0 false alarms</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>100%</td>
<td>0 false alarms</td>
</tr>
<tr>
<td></td>
<td>0%</td>
<td>0%</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.3 also includes comparisons to [1], which presented results from a system with a similar analog/mixed-signal processing chain but built as an application-specific device. Since the audio data and class labels used in both this Chapter and that paper are identical, and the signal processing circuits share some similarities (similarities are summarized in Section 6.1.1), comparisons to the work presented in [1] can provide a fair testimony to the merits of employing a reconfigurable system over an ASIC. In comparison to [1], which reported a classification accuracy of 80% for cars and four false positives, the AVDC presented
in this Chapter has a higher classification accuracy for cars and no false positives.

To demonstrate the power savings of the AVDC system, Figure 6.11 compares battery lifetime in three scenarios—(1) this work, (2) previous work utilizing an ASIC-based MSP [1], and (3) a system with a purely digital implementation. Figure 6.11 shows the advancements that were made by [1] compared to an all-digital implementation, increasing the estimated lifetime from 4 months to 2.4 years. Figure 6.11 also shows the improvements of this AVDC system over [1], increasing the estimated lifetime from 2.4 years to 7.5 years. Additionally, Figure 6.11 predicts each case for both radio transmission (w/ TX, for real-time systems that need to transmit on each event occurrence) and no radio transmission (w/o TX, for data-logging systems that do not need to transmit on each event occurrence).

Figure 6.11: Battery lifetime for the AVDC system based on the number of events per hour. The plot shows results for this work, previous work ([1]), and a system with a purely digital implementation (w/o mixed-signal processing).

Other recent advances in acoustic classification systems have shown high accuracy with low power consumption. While different in application, the voice activity detectors described
in [77–79] provide useful comparisons in terms of acoustic processing. The voice activity
detector presented in [77] reports an accuracy of 89% while consuming 6 µW. Another
voice activity detector constructed from an analog filterbank feeding into a neural network
reports approximately 85% accuracy while consuming only 1 µW [78]. A voice activity
detector utilizing a deep neural network is presented in [79]; the neural network has a power
consumption of 22 µW and the total system can consume up to 7.78 mW.

Acoustic sensing systems have also been applied to applications that are more similar
to the AVDC. The system described in [80] reports a very-low power consumption of 12.2
nW and 95% classification accuracy when applied to vehicle detection (however, a different
data set was used, so direct comparison is difficult). The vehicle detection system uses a
custom micro-electromechanical system sensor and a custom digital-processing scheme for
classification but is limited by a bandwidth of 500 Hz. The stereo-audio sensing application
presented in [81] utilizes on-chip feature extraction for high accuracy and reports a power
consumption of 55 µW, which is comparable to the 43 µW power consumption of the RAMP
in this Chapter. The underwater acoustic monitoring system presented in [82] focuses on a
different application space, but performs spectral analysis like many other sensing systems
highlighted in this section. The underwater system has a reported power consumption of 62
µW for its MSP and was constructed primarily from commercially-available components.

The systems described in [77–82] were all fabricated in 65 nm, 90 nm, or 180 nm pro-
cesses. Smaller process sizes naturally bring lower supply voltages and power consumption,
particularly for digital systems. In contrast, the custom-designed RAMP IC was fabricated in
a standard 0.35 µm CMOS process and leveraged a non-optimized, commercially-available
MCU for the digital processing. Integration of custom digital-processing circuits on the
RAMP IC would also significantly reduce the power consumption of the MCU, particularly
in wake mode and radio mode.

While the acoustic monitoring systems in [1,77–82] perform their respective tasks at low
power levels, their application scope is constrained. In contrast, the AVDC implementation
proposed in this Chapter was built on a highly reconfigurable platform, which opens up
many more signal-processing possibilities; AVDC represents only a single application of the
RAMP system, and many more low-power applications can be developed on the RAMP.
In summary, the RAMP system is able to provide a classification accuracy and low power consumption that is comparable to other ultra-low-power ASIC systems while also providing the flexibility to be reprogrammed for a wide variety of applications beyond AVDC.

6.5 Conclusion

A low-power, reconfigurable WSN node architecture centered on an FPAA-based mixed-signal preprocessor and a PanStamp MCU was presented in this Chapter. The proposed node architecture was evaluated in context of a resource-constrained AVDC scenario in order to evaluate the feasibility of its use in remote sensing applications. Using a mixed-signal audio processor and selectively waking the MCU for significant events, indeed leads to considerable power savings compared to an exclusively digital approach. Additionally, test results demonstrate that the AVDC system had a 100% detection accuracy, correctly classified 95% of the vehicles detected, and had no false alarms during 40 seconds of wind noise. The RAMP architecture has the potential to let sensor nodes adapt to changes in detection conditions and changes in mission directives without the need for physical recovery, making it indispensable for long-term remote-sensing applications.
Chapter 7

Linearization of Voltage-Controlled Oscillator-Based ADCs Using Floating-Gate Transistors

**This Chapter was published in the IEEE Journal Transactions on Circuits and Systems II: Express Briefs, ISSN 1549-7747, Early Access. It has been re-purposed to fit in this dissertation by removing redundant information that has already been discussed in previous Chapters and has additional information that did not fit in the published document. To read the original, unedited, published paper, see citation [83].**

This Chapter presents a linearization method for the voltage-to-current (V-to-I) stage of voltage-controlled oscillators (VCOs). A floating-gate transistor is utilized at the VCO’s input stage as a low-overhead method for V-to-I linearization. The resulting VCO is a ring oscillator with an extended linear voltage-to-frequency range. The ring oscillator VCO (RO-VCO) has also been included in a VCO-based analog-to-digital converter (VCO-ADC) to showcase how the linearization technique can be leveraged to improve system performance. The measured results from the linearized RO-VCO are compared to current state-of-the-art designs, and the VCO-ADC is compared to a standard architecture. The circuits were fabricated in a standard 0.35µm complementary metal-oxide-semiconductor (CMOS) process.

This Chapter emphasizes the design of the VCO-ADC circuit as a stand-alone device, highlighting the usefulness of FG transistors as a tool for input linearization. That being said,
this design was also a prototype for implementation in the new version of the Reconfigurable Analog and Mixed-Signal Platform (RAMP). The RAMP 1.1 and its peripheral circuitry were discussed in section 5, including how the VCO-ADC from the present section is implemented on the platform.

### 7.1 Ring-Oscillator-Based VCOs

Electronic oscillators are important circuit building blocks with widespread use in filters, modulators, power converters, data converters, and more. The VCO is designed so that it produces an oscillation frequency based on an input voltage. The ability to control an oscillation frequency is important for applications such as radio frequency modulation, phase-locked loops, and VCO-ADCs. For each application, it is necessary to have a wide frequency tuning range and a linear voltage-to-frequency (V-to-f) relationship for optimal and predictable circuit performance.

Ring-oscillator-based VCOs (RO-VCOs) offer the highest output frequency range of modern VCO designs [84]. However, they suffer from non-linearities existing between the input voltage and the output frequency. Recent work has demonstrated various methods for linearizing the V-to-f relationship in RO-VCOs [85–89]. However, a direct trade off exists between linearity and frequency range. Implementation of these linearization methods results in a limited frequency range.

As technology continues to advance towards smaller, wearable devices, the ability to convert data between the analog and digital domain reliably and with low power consumption becomes increasingly more important in electronics design. Among the many topologies of ADCs, the VCO-ADC allows for a completely digital design. The digital design allows the ADC to operate at the same low voltages required by most modern digital electronics and benefit from the power scaling described by Moore’s Law. However, the VCO-ADC does not come without its pitfalls, and in its base form has a lack of linear relationship between the input voltage and oscillation frequency.

The nonlinearity discussed most often manifests in the input stages of the VCO-ADC, and this is where our design will focus. A VCO-ADC operates based on a relationship between
input voltage and oscillator frequency. Without a reliably linear relationship between these components, the VCO-ADC will suffer from poor performance, especially in regards to its linear range.

This Chapter presents a method that leverages a floating-gate (FG) transistor to linearize the V-to-f conversion of an RO-VCO while simultaneously increasing its linear frequency range. The FG transistor is implemented at the input stage with low overhead and does not change the traditional RO-VCO architecture. The FG transistor also provides the added benefit of easily allowing for rail-to-rail input voltages. This design technique can be implemented with any VCO that must convert voltage to current for oscillation. Even a system that does not require precise linearity can still benefit from an increased frequency range.

This Chapter describes the design principles that are being implemented to improve the RO-VCO’s performance and also reports measured results from an integrated circuit fabricated in a standard 0.35μm CMOS process. Measured data from the fabricated RO-VCO are also compared to similar state-of-the-art linear RO-VCO designs. Finally, the RO-VCO is demonstrated in an ADC application to highlight the benefits of the wide linear frequency range.

Figure 7.1: (a) Current-starved inverter schematic with iStarve current used to set delay. (b) Ring oscillator utilizing odd number of inverters and starvation current iStarve to generate output Vout.
Section 7.2 will cover the proposed method of linearizing the V-to-f relationship with the RO-VCO. Section 7.2.3 will report on the measured results from the RO-VCO itself, showing how the linearization method improves the V-to-f range of the oscillator. Section 7.3 will cover an overview of the additional components needed to construct a VCO-ADC and report how the linearized RO-VCO is used to improve ADC linearity metrics. Measured results will be compared to similar state-of-the-art designs and includes a discussion on combining the proposed linearization method with other advanced forms of RO-VCO architectures for even better system performance.

7.2 Input Linearization of RO-VCOs

A VCO is a circuit that produces output voltage oscillations based on a voltage input. VCOs are categorized by their output waveform. The waveform will be seen as a sinusoidal waveform in VCOs such as Harmonic Oscillators, LC Oscillators [90], and Crystal Oscillators [91]. Other output signals such as sawtooth, triangular, or square waveforms are generally seen as the other VCO category, which are usually generated by Relaxation Oscillators. Relaxation Oscillators can further be broken down into Differential [92], Grounded-Capacitor [93], Emitter-coupled [94], and delay-based ring VCOs [95]. This section focuses on the RO-VCO as it consistently performs with the widest output frequency range [96], a metric that is desirable for VCO-ADC performance.

An RO-VCO makes use of an odd number of inverters to force oscillation in a closed loop as shown in Figure 7.1. To allow for variable output frequency, an RO-VCO can take advantage of current starved inverters, rather than the standard digital inverter. A current starved inverter includes a current mirror above and below the standard n-type and p-type transistors. The current mirrors are then used to set a specific current that can flow through the inverter, which is especially important during inversion. The starved inverters stop a current dump from occurring between the supply and ground every time there is an inversion [97]. The mirrors ensure that only a desired amount of current will be flowing through the inverters at any time.

This current, $i_{\text{Starve}}$, flowing through the inverter is also what sets the inverter’s delay.
By setting the same current through each inverter, the frequency of the RO-VCO is controlled [98]. By changing the current and then by effect, changing the delay, the frequency of the RO-VCO can be modified. RO-VCOs are a good choice for a design which requires a wide range of frequency operation [99]. While other design topologies such as the standard grounded-capacitor relaxation oscillator can yield low noise, low jitter outputs [92], the RO-VCO offers the highest frequency range outputs.

Figure 7.2 shows the full RO-VCO, implemented with start-up circuitry and a fan-out inverter. The startup circuit is connected to the Enable pin. An RO-VCO implemented without the startup circuit has potential to get caught in a locked state where all terminals between inverters are held at mid-rail. To avoid this, the startup circuit holds the loop up at top rail when a “0” is on the Enable pin. When the Enable pin moves to “1”, the loop is released, causing the RO-VCO to begin oscillations. The fan-out inverter seen on the output is implemented with large transistor sizes, allowing it to drive capacitive loads that may attenuate the signal being generated by the smaller inverters inside the loop. Fig.
7.3 (a) shows the block diagram of a generic RO-VCO. The process of oscillation begins by taking an input voltage ($V_{\text{in}}$) and converting it to a current ($I_{\text{in}}$) to bias the ring oscillator’s current-starved inverters. An odd number of inverter stages are connected in a loop to force oscillation. The input current sets the delay within the loop of the RO-VCO and, accordingly, sets the output oscillation frequency ($f_{\text{ro}}$).

Any non-linearity between the input voltage and the generated current will be coupled into the RO-VCO frequency. This Chapter aims to significantly reduce the non-linearity within the input V-to-I relationship. Non-linearities also exist in the current-to-frequency (I-to-f) conversion; however, the I-to-f non-linearities are often small compared to those contributed by the V-to-I stage and will be dependent upon the specific VCO structure being used. Based upon simulations, the I-to-f non-linearities were $< 1\%$ of the full-scale range for the 3-stage RO-VCO used in this work and shown in Fig. 7.3 (b). Our FG linearization technique significantly reduced the V-to-I non-linearites such that the I-to-f stage dominated overall linearity for the circuit.
Figure 7.4: Demonstration of the linearization technique. The graphs show the relationship between the input voltage, $V_{in}$, and the drain current, $I_d$, for an input stage consisting of (a) a pFET with no linearization techniques, (b) a pFET with source degeneration, (c) an FG pFET, (d) an FG pFET with source degeneration, and (e) an FG pFET with both capacitive division and source degeneration.

### 7.2.1 FG Transistor Implementation

For the RO-VCO structure of Fig. 7.3 (b), a pFET is used as the input stage to convert the input voltage to a current. A pFET’s V-to-I characteristic curve can be seen in Fig. 7.4 (a), and its limited linear frequency range is illustrated by the highlighted grey area—typically the upper limit is determined by the maximum current of the V-to-I stage since high frequencies are often desired. A common way to extend the linear region of the V-to-I relationship is accomplished by adding a source-degeneration resistor at the input stage, as shown in Fig. 7.4 (b). The additional resistor linearizes the V-to-I relationship of the pFET by placing it in a source-follower (i.e. common-drain) configuration. A change in voltage at $V_{in}$ results in a linearly proportional change in voltage at the source of the transistor which, in turn, is reflected in a linear change in current through resistor $R_s$. This linearized current, $I_d$, is then supplied to the ring oscillator.

Utilizing a linear, source-degenerated input stage on the RO-VCO allows for a linear
V-to-I relationship. However, from Fig. 7.4 (b), it can be seen that the linear region would be extended to the saturation limit of the transistor if $V_{\text{in}}$ were allowed to go below ground and take on negative voltages. Therefore, to increase the linear range of the system further, the additional linear region below ground must be accessed. If we were somehow able to shift the threshold voltage, $V_T$, of the pFET towards the top voltage rail, we could move the saturation limit closer to the y-intercept, allowing for access to the unused linear region. This shift in threshold voltage can be accomplished by using a floating-gate transistor.

The basic structure of an FG transistor is a standard MOSFET with a capacitor connected in series with the gate, as shown in Fig. 7.5 and with a similar cross section as shown in [100]. The capacitor causes the gate of the transistor to be “floating,” with no DC path to ground. Fig. 7.5 shows that charge can be added to or removed from the FG, resulting in a memory cell—or in the case of analog applications, a programmable threshold-voltage device [101,102]. Two different processes are used to add or remove precise amounts of charge from an FG. Hot-electron injection is used to add electrons, and Fowler-Nordheim tunneling is used to remove electrons [103,104]. FG transistors have previously been used in RO-VCOs as a memory element to set a programmable low-frequency (around 1Hz) oscillator [105], but
here we use an FG transistor for extending the linear frequency range of a VCO. FG transistors have also been used to linearize circuits such as OTA-based filters and variable-gain amplifiers [100, 106]. To program the FG up to the desired voltage $V_{fg}$, the injection process is implemented. Additional information on FG devices and the programming process can be found in Chapter 2.3.

Fig. 7.4 (c) shows the effects of using an FG transistor as the input stage (without source degeneration). The threshold voltage of the transistor is shifted towards the top voltage rail; accordingly, both the available frequency range and the linear region can be expanded to the saturation limit by accessing the operating region that was previously unavailable. When this FG method is applied to an input stage along with the linearizing effects of source degeneration, as shown in Fig. 7.4 (d), the maximum linear current range is achieved. The FG allows for the full linear range (part of which was previously below ground) to be accessed after programming.

Figure 7.6: Schematic of the capacitive divider that is used in place of standard control gate. The design is shown in a “10101” binary configuration.

### 7.2.2 Capacitive Control-Gate Division

Additionally, the FG transistor provides a simple method to achieve rail-to-rail input range by using a capacitive divider from $V_{in}$ to $V_{fg}$. The segmented control-gate capacitor, as shown in Fig. 7.4 (e), allows the linear input range to be spread out over the full input range of the system. The capacitors $C_{cg}$ and $C_{cgl}$ are sized based on the input to the RO-VCO
to match the input signal with the voltage rails of the system.

In most FG devices, it is assumed that the control gate capacitance $C_{cg}$ is much larger than the parasitic capacitances seen on $V_{fg}$ and will dominate the relationship. A capacitive divider can be implemented, segmenting the FG capacitor. The segmented control gate capacitor shown in Figure 7.14 allows the linear input range (already increased with source degeneration and FG programming) to be expanded for the full input range of the system as shown in Figure 7.4 (f). The capacitor $C_{cgl}$ is sized based on the input to the ADC and matches the input with the voltage rails of the system. The capacitive divider, along with FG programming, allows for above or below rail input ranges.

A capacitive divider utilizes the same methods as a typical resistor based voltage divider. A voltage divider produces an output voltage that is a desired fraction of the input voltage. This is a result of distributing the input voltage among the devices in the divider. For the capacitive divider implemented in this architecture, a binary weighted scheme has been used. The Control Gate capacitor is fragmented into five different capacitors. The top plate of each capacitor is connected to the floating node of the FG transistor. The bottom plate of each capacitor can be connected to either the voltage input or to ground.

![Image](image.png)

Figure 7.7: Gate sweep of the floating-gate detailing a sample of possible configurations for the capacitively divided variable control gate.
Figure 7.8: Schematic of the proposed RO-VCO with FG linearization.

Figure 7.6 shows the capacitive divider in a “10101” configuration. The bottom plate of each capacitor is connected to a separate pin. Figure 7.7 shows a set of example ranges possible with the capacitive divider. 31 different configurations are possible (based on the 5-bit capacitive divider) to achieve the desired expansion. A minimum of one capacitor must be connected to the input to act as the control gate (hence why there are 31 configurations and not 32). Additional capacitors connected to the gate add their capacitance proportionally as the capacitors connected are seen in parallel. The capacitors that are not connected to the control gate are connected to ground to establish the capacitive divider.

Table 7.1: FG RO-VCO Device Sizes

<table>
<thead>
<tr>
<th>Device</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>FG Transistor, $M_{fg}$</td>
<td>$2\mu m \times 1\mu m$</td>
</tr>
<tr>
<td>Current Mirror Transistors</td>
<td>$2\mu m \times 1.5\mu m$</td>
</tr>
<tr>
<td>Inverter - nFET and pFET</td>
<td>$700\text{nm} \times 2\mu m \text{ and } 2\mu m \times 2\mu m$</td>
</tr>
<tr>
<td>Source Degeneration Resistor, $R_s$</td>
<td>$20k\Omega$</td>
</tr>
<tr>
<td>Control Gate Capacitor, $C_{!cg}$</td>
<td>$900\text{fF}$</td>
</tr>
<tr>
<td>Control Gate Divider, $C_{!cgl}$</td>
<td>$2.2\text{pF}$</td>
</tr>
</tbody>
</table>

The full RO-VCO with FG linearization is shown in Fig. 7.8. It is based on a standard ring-oscillator topology. In the implementation presented in this brief, 3 inverter stages are
used. The input transistor has been modified for source degeneration, FG programming, and capacitive division.

### 7.2.3 RO-VCO Performance

The FG RO-VCO described above was fabricated in a standard 0.35µm CMOS process that did not have any process add-ons. Device sizes are given in Table 7.1. The FG RO-VCO was fabricated so that it could be operated as a standalone circuit or connected to a digital counter to act as a VCO-ADC, as will be discussed in the next section. A die photograph of the FG RO-VCO and VCO-ADC system can be seen in Fig. 7.10. The FG RO-VCO occupies an area of 120µm × 130µm, and all modules needed to implement the VCO-ADC occupy an area of 960µm × 150µm. All results have been measured directly from the fabricated integrated circuit.

To facilitate the $V_T$ shift of the FG transistor, pulse-based injection similar to [107] was used to precisely program the FG charge. Prior to programming, the FG transistor was isolated by using multiplexers at the source and drain. The FG transistor was then programmed such that the edge of saturation occurs when $V_{cg}=0V$, as illustrated in Fig. 7.4 (c), which is equivalent to having $V_{fg}$ be one $V_T$ below ground when $V_{cg}=0V$. When reconnected to the circuit, the source degeneration linearizes the V-to-I relationship of the FG transistor. The capacitive divider ratio was chosen to map the resulting linear V-to-I range to rail-to-rail operation. In our exploratory design, we employed a digitally adjustable capacitive divider where the total size of $C_{cgl}$ was adjustable via multiplexing various capacitor sizes to allow us to adjust the capacitive divider at run-time; future versions would have this ratio set at design time.

The relationship between the input voltage and the output frequency is the main factor in system performance. Fig. 7.9 (a) shows the output frequency for two RO-VCOs using source degeneration. Additionally, Fig. 7.9 (b) shows the frequency error measured with respect to an ideal linear V-to-f relationship. The “Standard RO-VCO” case refers to an RO-VCO with only source degeneration applied to the input transistor (i.e. using Fig. 7.4 (b) as the input stage). The “FG RO-VCO” case refers to the FG RO-VCO with source
As can be seen from Fig. 7.9, implementation of the FG significantly extends the linear frequency range by increasing the range of currents available from the input stage. Both RO-VCOs have a minimum frequency of 4MHz, and FG linearization extends the linear frequency range to 97MHz, which is 2.33 times the standard case that only reaches 44MHz. In addition to extending the frequency range, the FG linearization also ensures that the V-to-f relationship stays linear, with non-linearity error staying $< 1\%$. Furthermore, the capacitive division of FG linearization provides an easy method to map the output linear frequency range to the full rail-to-rail input range (increased from an input range of 0V–0.7V for the standard case), as is demonstrated in Fig. 7.9.

Table 7.2 shows a comparison between this work and other highly linear RO-VCOs. Our
design’s benefits are apparent when considering the proposed figure of merit (FoM):

\[
    FoM = \frac{\text{Non-linearity Error (\% of FSR)}}{\text{Percent Change in Frequency (\%)}}
\]  

This FoM highlights the balance between non-linearity error (i.e. deviation from an ideal straight line) and frequency tuning range, with a smaller number indicating better performance. While the other highly linear RO-VCOs report better linearity, our design has the unique benefit of increasing frequency range after linearization. Due to the increased frequency range, our design results in the largest percent change of frequency and the best FoM. The other designs are from 180nm or smaller technology nodes, which allow for higher frequencies and lower power consumption for RO-VCOs. Our design could be translated to a smaller technology node given the availability of I/O devices with oxide thicknesses $\geq 5$nm for FG transistor implementation [108]; such 2.5V and/or 3.3V I/O devices are common in many more-advanced technology nodes. Table 7.2 shows that our FG RO-VCO and linearization technique is competitive with the state-of-the-art, and, given a smaller process, could potentially improve on existing designs to produce highly linear RO-VCOs with wide frequency ranges.

FG transistors have identical noise and PVT (process, voltage, temperature) characteris-
tics as standard MOSFETs [109]. Since both the Standard and FG RO-VCOs of Fig. 7.9 are comprised of identical circuitry, with the only difference being the FG transistor replacing a standard transistor, both VCOs will have identical phase noise and PVT considerations [110]. One advantage, however, of using an FG transistor is that it can be used to calibrate out the effects of process variation after fabrication—akin to analog trimming [111]. Additionally, we have previously demonstrated a technique using FG transistors to help mitigate the effects of temperature variation on a ring oscillator [112], and that technique could potentially be combined with this linearizing technique for further improved performance. One additional consideration with regard to phase noise is the size of the FG transistor—care should be taken to ensure that the FG device is long enough that the effects of velocity saturation (and increases in phase noise due to operation in that region) are minimized. Because the effective $V_T$ of the FG transistor is shifted to access higher currents where velocity saturation can be more prominent, unforeseen consequences of velocity saturation can occur if not carefully considered at design time. In our design, we chose a device length to minimize velocity saturation while still maintaining a relatively short channel length.

The VCO was operated at a reduced supply voltage of $V_{dd}=2.5V$ instead of the rated 3.3V in order to prevent unwanted injection on the FG which would change the programmed charge [113]. Because of the reduced $V_{dd}$, even when $V_{fg}$ goes negative due to capacitive coupling from $V_{in}$ to $V_{fg}$, $V_{fg}$ will not be low enough to cause any long-term device degradation—no oxide or junction voltage ever exceeds the rated values for these devices. Additionally, once programmed, FG transistors have been shown to have high levels of charge retention, exhibiting drift in the microvolt range or less over a 10-year period [111,114], so there should be no appreciable drift in the performance of the circuit due to charge loss.

### 7.3 The VCO-ADC

To show the benefits of linearity coupled with an increase in frequency range, the FG RO-VCO was demonstrated in an ADC application as a VCO-ADC.

The main benefit of a VCO-ADC derives from its digital design. With a highly digital design, the system will scale well with power consumption as well as resolution. The ability
for this ADC system to scale with power supplies earns it a mention when discussing ADCs, not just as stand alone devices but also as the quantization stage in a Sigma Delta ADC [115,116].

To create the most basic form of a VCO-ADC, an RO-VCO output can be connected directly to a digital counter. The output digital word of the counter is proportional to the input voltage if the counter is reset at a regular interval by a global clock. In such a VCO-ADC, which is shown in Fig. 7.10, the dynamic range is directly related to the range of frequencies of the VCO. The global clock should be approximately equal to the minimum frequency of the VCO—just enough time for the least-significant bit of the counter to flip once. Assuming an arbitrary word length for the counter, the maximum frequency of the VCO sets the dynamic range of the VCO-ADC by the maximum digital word that can be counted during one clock cycle. Accordingly, the larger the range of frequencies that can be accommodated by the VCO, the higher the number that can be counted, resulting in a larger dynamic range. However, the V-to-f range must be linear so that the overall ADC’s linearity will not suffer. Linearity can be measured through metrics such as its Spurious-Free-Dynamic-Range (SFDR) and Signal-to-Noise-and-Distortion-Ratio (SINAD).

Figure 7.11 (a) shows a general block diagram for a VCO-ADC. Operation begins with the RO-VCO converting the input seen at $V_{in}$ to a square wave of proportional frequency. The produced oscillation is then fed into a digital counter. The output of the counter is then proportional to the input voltage if the counter is periodically reset. The global clock used to reset the counter is independent of the RO-VCO output oscillations and is what determines the VCO-ADC’s sampling rate. The global clock sets a consistent time window for the counter to measure oscillations from the RO-VCO, resulting in a digital word that
can be correlated back to the input voltage. The VCO-ADC is designed to scale with resolution. To increase the resolution, all that needs to be added is additional cells to the end of the counter, allowing for a larger digital word to be converted [117]. However, without making any changes to the VCO, adding additional cells to the counter will only increase the resolution if the sampling rate is decreased.

### 7.3.1 Architecture

A digital counter is an array of memory elements, usually Flip-Flops (FF), where the output of each FF is connected to the data input of the next FF in the chain. The digital counter implemented in this design acts as a frequency divider and the main component of the data conversion. A global clock is used to reset the counter, allowing it to begin a new conversion. In this case, the output needs to be read in between the global clock pulses to ensure no data is lost.
A counter typically operates using “T” type flip-flops as the latching element within the chain. Figure 7.12 shows a counter acting as a frequency divider that utilizes T-Flip-Flops (TFF) as the memory elements. The schematic is shown with reference to the RO-VCO output (input of the counter) and a global clocked reset. The number “N” of FFs in the chain sets the resolution of the output word for the VCO-ADC. Adding a FF to the end of the chain increases the number of bits of the output word by one for each FF added.

The inverted output of each TFF is used as the clock signal for the next TFF in the chain to create a frequency divider. This results in each stage of the counter clocking at a frequency that is one half of the clocking frequency of the previous stage. The first TFF is clocked by the output of the RO-VCO and the final TFF terminates in a no-connect (NC). Counting begins by resetting all of the TFFs in the chain to a state of a low output using the global clock. For this design, the global clock is supplied externally by an Agilent 33220A Waveform Generator. The waveform generator supplies a pulse signal with a 0.1% duty cycle. After resetting on the rising edge of the global clock, the counter begins its frequency division, starting from the RO-VCO output on the first TFF. From this configuration, the resulting digital word increases from Least Significant Bit (LSB) to Most Significant Bit (MSB) from the first TFF after the RO-VCO to the TFF that is farthest down the counter.

Figure 7.13: Digital counter and output memory buffer schematic.

With regards to the period of the global clock, the final count is acquired at the end of the period, right as the global clock goes high to start the next period. This creates a problem as the digital output of the counter needs to be read right as it is reset. To fix this issue, a second set of memory elements were added utilizing D-Flip-Flops (DFF). This
The second set of flip-flops act as a memory buffer to hold the digital word for reading while the counter is reset. This is accomplished as shown in Figure 7.13. The non-inverted, and previously unused output of each TFF in the counter is connected to the input of one of the DFFs in the memory buffer.

To ensure the memory buffer receives the TDC output before it is reset, the clock terminal of each DFF is connected directly to the global clock and are rising-edge triggered. The global clock connects to a delay element of TFFs before connecting to the RESET pin of the TFFs in the counter. This ensures that the memory buffer will take the final TDC measurement before the counter is reset. The memory buffer will hold this value for one period of the global clock before being set to the counted value for the next period. This operation sets the sampling rate of the entire VCO-ADC. The memory buffer must be read at least once during the period of the global clock to ensure no conversions are lost. By reading the ADC on the falling edge of the global reset, it is ensured that each conversion is measured. This shows that the global clock acts as the sampling frequency of this ADC.

### 7.3.2 Quantization Error

The VCO-ADC described above was fabricated in a 0.35µm CMOS process. The system schematic can be seen in Figure 7.14. A die-photo of the VCO-ADC can be seen in Figure 7.10. All modules from the design occupy an area of 960µm x 150µm. All results have been
measured directly from the fabricated integrated circuit.

The first metric that is used to measure the performance of an ADC begins with generating a transfer curve based on the digital output word. A slow rail-to-rail ramp voltage is applied to the input of the ADC and the resulting digital words are recorded for each conversion sample. The ideal transfer function appears as a step response, with each “step” corresponding to a one LSB change from the previous step. Figure 7.15 shows the reconstructed signal from the digital word output for two cases. (a) shows the quantized signal without any linearization methods implemented. (b) shows the quantized signal after the FG is programmed, placed in a source-follower configuration, and the capacitive divider is implemented.

![Figure 7.15: VCO-ADC output showing full signal quantization. Logic analyzer used to reconstruct the original signal from the digital memory buffer. (a) Quantized signal without any linearization techniques implemented. (b) After linearizing the voltage-to-frequency relationship.](image)

The logic analyzer on a Digilent Analog Discovery 2 was utilized to generate the quantized signal from the memory buffer output. The quantized signal has been left in the form measured by the logic analyzer. However, if used in a practical setting, the logic would be “flipped” to account for the inverse relationship of the pFET device. The resulting signal in 7.15 (b) still shows signs of offset error, integral nonlinearity (INL), and differential nonlinearity (DNL). These issues can be attributed to the non-ideal workings of a fabricated
circuit. However, when compared to the nonlinearized case in 7.15 (a), the offset error, INL, and DNL are greatly improved. Given that the nonlinearized case has such poor performance, the following metrics will only be shown for the linearized case. Otherwise, each metric for the linearized case would look “ideal” when compared. To further illustrate the INL of the quantized signal, the reconstructed signal is compared to the actual input to the ADC. By subtracting the difference between the quantized signal and the input signal, the quantization error can be found.

![Figure 7.16: Quantization error of the reconstructed signal. The integral nonlinearity is reported as the maximum INL for the full input range. The INL is derived from this plot to be -0.87 LSBs.](image)

The ideal quantization error should oscillate evenly between -0.5 and 0.5 LSBs. Figure 7.16 shows where the ADC’s output deviates from this standard. Any value above 0.5 or below -0.5 LSBs results in an INL. In the case of an ideal ADC, the step width of each LSB change will be uniform for the entire transfer curve. Any deviation from the ideal step width is seen as a DNL. As the quantization error shown is derived by subtracting the quantized signal from the input, any error higher than 0.5 or lower than -0.5 shows that a particular step does not match the ideal case. The integral nonlinearity of the ADC is seen as the maximum DNL reported by the quantization error. The INL for this design and current
setup is reported to be -0.86 LSBs.

Figure 7.17: Comparing the quantized output of the designed VCOADC to an ideal ADC output.

While the DNL and INL show the deviations from an ideal ADC, it is also important to note the offset error. For offset, the quantized signal is compared to an ideal quantized signal instead of the actual input. Figure 7.17 details how the VCO-ADCs output deviates from an ideal ADC output.

7.3.3 Frequency Response

The relationship between input voltage (in our case, the control gate voltage) and output frequency is the main factor in system performance. As discussed in Section 7.2, our linearization method improves upon the basic VCO-ADC architecture by adding an FG and capacitive divider to the input transistor. Figure 7.9 shows the frequency tuning curves for both cases of the RO-VCO topology. The “nonlinearized” case refers to a VCO-ADC with only source degeneration applied to the input transistor, to show a base case for comparison. The “Linearized” case refers to the VCO-ADC with FG programming and capacitive division implemented.

The frequency response of an ADC is vital in describing its performance with regard to linearity, and will be shown with respect to an 8-bit configuration. An ADCs frequency
response is generated with an input sine wave and shows the ratio of the signal power to the total noise and harmonic power at the output of the system. The sine wave input should be around one hundred times slower than the sampling frequency of the ADC (for this case, the sampling rate is 4MHz) to allow for adequate conversion during the period of the wave. It is crucial that the sine wave is not an integer multiple of the sampling frequency, as it will cause additional harmonics within the system.

![Figure 7.18: Frequency response of the VCO-ADC with a 40kHz sine wave input. The Spurious-Free-Dynamic-Range is found from this plot and calculated to be 52.67dB](image)

The output of the system is recorded for multiple cycles of the input sine wave. Figure 7.18 shows the Fourier transform of the system output. From Figure 7.18, the Spurious-Free-Dynamic-Range (SFDR) can be calculated. The SFDR is seen as the difference in decibels between the amplitude of the fundamental and the largest harmonic spike. The SFDR for our system was calculated to be 52.67dB (compared to 19.86 dB before FG linearization). Using the other measurable harmonic spikes, we are able to calculate the Signal-to-Noise-and-Distortion-Ratio (SINAD) to be 46.4dB (compared to 17.31dB before FG linearization).
Table 7.3: Improvements Made by FG Linearization to a VCO-ADC

<table>
<thead>
<tr>
<th></th>
<th>Std RO-VCO</th>
<th>FG RO-VCO</th>
<th>Improved</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Range (V)</td>
<td>0 to 0.7</td>
<td>Rail-to-Rail</td>
<td>1.8</td>
</tr>
<tr>
<td>Freq. Range (MHz)</td>
<td>4–44</td>
<td>4–97</td>
<td>53</td>
</tr>
<tr>
<td>ENOB (bits)</td>
<td>2.6</td>
<td>7.74</td>
<td>5.48</td>
</tr>
<tr>
<td>SFDR (dB)</td>
<td>19.86</td>
<td>52.67</td>
<td>32.81</td>
</tr>
<tr>
<td>SINAD (dB)</td>
<td>17.31</td>
<td>48.4</td>
<td>31.09</td>
</tr>
</tbody>
</table>

Finally, we are able to calculate the ENOB for our VCO-ADC. The ENOB measurement is the best representation of an ADC’s practical performance as it highlights the systems dynamic range. Utilizing the SINAD value, we are able to calculate the ENOB of the ADC directly. This results in an ENOB of 7.74 bits (compared to 2.6 before FG linearization).

Table 7.3 shows the measured improvement in performance by using the FG linearization technique. The “Std” and “FG” versions are the two VCOs of Fig. 7.9 with the same biasing conditions. To ensure a fair comparison, both VCO-ADCs have the same sampling frequency of 4 MHz, as well as identically sized transistors and resistances.

The comparison of Table 7.3 shows that our FG linearization technique increases all metrics of the VCO-ADC. The dynamic range, as measured by the effective number of bits (ENOB), increases by nearly 5.5 bits. The linearity metrics of SFDR and SINAD have also both increased >30dB due to both the increased frequency range and the linearizing effects of the V-to-I FG stage. By combining our linearization technique with more advanced VCO-ADC techniques such as multi-phase readout, differential ring oscillators, or other new RO-VCO topologies (e.g. [86,118]), a highly linear VCO-ADC could be achieved. Additionally, our linearization technique could be combined with other VCO linearization techniques for even further improvements.

7.4 Conclusion

A linearization method for voltage-controlled ring oscillators was presented. We have successfully shown that a floating-gate transistor can be used along with capacitive division and source degeneration to design an FG RO-VCO with a large linear frequency range.
The FG RO-VCO was demonstrated in a VCO-ADC to show how its increased linear range could be leveraged to improve ADC performance. The VCO-ADC not only operates with reasonable linearity (SFDR and SINAD), but also without sacrificing its ENOB. While there are other linearization techniques that create a highly linear region of operation, our design does so while increasing rather than decreasing the frequency range.
Chapter 8

Conclusions

Analog signal processing (ASP) has been shown in industry and this dissertation to be a viable and preferable alternative to always-on digital signal processing. By keeping high power digital components asleep while a front-end ASP monitors for events, resource-constrained systems can increase battery lifetime without sacrificing data integrity. However, as has been discussed in this work, front end ASP has typically required expensive, time-consuming design of application-specific integrated circuit (ASIC) systems to adequately monitor event detection and classification.

The floating-gate (FG) transistor with its use as nonvolatile analog memory and biasing, mixed with the field-programmable analog array (FPAA) has revolutionized reconfigurable analog circuitry. Tasks that previously required ASICs can now be approached and solved through reconfigurable analog systems such as the Reconfigurable Analog and Mixed-Signal Platform (RAMP).

The RAMP and other FPAAAs have changed the way we can approach the ASP front end. Pairing the computational power of current FPAAAs like the RAMP 1.1 with the ability to account for environmental effects has been presented to show that these devices are quickly evolving out of the laboratory settings. The FG transistor acting as the core element of the FPAA can be protected and adjusted so that external effects can be negated, allowing for precise in-the-field operation.
8.1 Summary of Results

With the implementation of a temperature-compensation system as described in Chapter 3, biasing from FG transistors can be kept constant across a range of environments. With the precise biasing required by sensitive analog circuits, the proposed scheme allows for the FG transistors to perform as expected without suffering from the effects of fluctuating temperature.

Accounting for the effects of mobile ionic charge as described in Chapter 4 helps push these devices out of laboratory environments while maintaining high accuracy from the system’s core FG transistors. When deployed in the field, FPAAs will be exposed to not only temperature fluctuations, but also increased levels of humidity not found in the laboratory. Given that the effects of humidity have been shown in this work to directly contribute to the presence of MIC, being able to predict its effect on the FG transistor becomes increasingly important. By adjusting latency within FG startup transients, the FPAA can be reprogrammed accordingly to make sure MIC does not cause measurable drift on the FG transistors. This compensation, paired with the temperature compensation discussed previously allows for reliable operation.

The work described in Chapter 6 shows that a reconfigurable ASP front end can handle the task that required an ASIC as recently as 2011. A task that required a custom IC to be designed and fabricated can be handled by the RAMP or other adequate FPAAs by applying the correct connections list. The inherent computational power of an FPAA system, with appropriate compensation techniques for temperature and humidity has been shown to be a true competitor to ASIC systems within the ASP domain. The presented work has furthered the accessibility and capability of reconfigurable systems, and this significant improvement will pave the way for other ASIC solutions to be handled by reconfigurable FPAAs such as voice activity and other advanced event detection.

To continue improving the ASP chain, an analog-to-digital converter (ADC) was designed that is intended to leverage the capabilities of the RAMP system. The ADC (presented in Chapter 7) implements a voltage-controlled oscillating ADC (VCO-ADC) using parts commonly found on an FPAA. The VCO-ADC implements a novel technique for linearizing and
increasing the voltage-to-frequency relationship within the oscillator via an FG transistor. The VCO-ADC was designed with the ASP front end in mind, making asynchronous conversions possible when necessary. The ADC has practical use as a stand-alone ADC, as well as for implementation within the new version of the RAMP system.

The RAMP 1.1 (the newest version of the RAMP at WVU) will continue to evolve the way front-end ASP is performed, and what is capable from a reconfigurable system. The new micro-controller (MCU) interface for the RAMP 1.1 implements low-energy Bluetooth (BLE) for programming netlists wirelessly and with low power consumption. Custom printed circuit boards have been designed for the RAMP 1.1 and BLE MCU with future-proofing in mind to allow for new MCUs to be utilized as they are released to market. The RAMP 1.1 is an evolving system. With the advancements made from this work, the RAMP will continue to be a power-house in the ASP realm and replace more ASIC solutions with its reconfigurable architecture.

8.2 Future Work

Continuing this work will involve further development of the RAMP 1.1 system and characterization of additional ADCs that work well within the ASP domain. A working programming infrastructure has been presented for the RAMP 1.1. To further the RAMP’s signal-processing capabilities, more efficient auto-routing methods need to be developed, and each CAB component needs to be characterized. Without an efficient auto-routing method, the best routing for a synthesized circuit needs to be checked by hand. An auto-routing scheme that ensures the shortest path between CAB elements will help ensure the least amount of parasitic capacitances are introduced from circuit synthesis. If a path between CAB elements takes an unnecessarily long path, additional parasitics will be introduced from the extra switches and from the metal paths. These extra parasitics can degrade circuit performance, especially for sensitive nodes.

The circuits within each CAB need to be characterized for optimal performance. The majority of analog components within the RAMP require the precise biasing of the FG transistors. Accurate modeling and characterization of the FG transistors will lead to better
overall circuit performance. To operate the analog circuits within the CABs, the FG transistors are programmed to a desired level, and a specific current is then produced for biasing. Currently, the FGs are programmed via a voltage value. This voltage value corresponds to the target being used by the programmer. While this method is reliable way for programming the FG transistors, it does not directly correspond to circuit performance. To ensure the RAMP 1.1 is a usable system in realistic scenarios, these voltage targets need to be mapped directly to circuit performance.

Each analog circuit will have some parameter that needs to be mapped to the programming voltage target. Taking the biquad filter as an example (from Chapter 5.1.1), it uses two FG transistors to set bias currents for its upper and lower corner frequencies. Utilizing a voltage target for each corner frequency makes the end-user experience difficult. To make this more accessible, the voltage targets need to be mapped to the corner frequencies. This way, the end-user could supply the desired corner frequencies and the programmer would use the mapping to generate the required voltage targets for the FGs. Another example would be the oscillator in the new unique CAB. The bias is used to set the oscillator output frequency. Being able to map the output frequency to a voltage target would allow the end user to specify a desired frequency needed, and the programmer would generate the required target voltage.

To ensure that the RAMP 1.1’s low-power signal-processing capabilities are not wasted, additional development with ADCs needs to be done. There is no getting around using the ADC to digitize data to be read by the MCU. If we want to use the RAMP as an event detector, at some point, the event itself will need to be passed from the analog to the digital domain. If the ADC that is required for this task has high latency or consumes too much power, the savings afforded by the RAMP 1.1 become less desirable over that of a pure digital implementation. Additionally, the insight gained in Chapter 4 will be used to develop an algorithm for reprogramming the RAMP once the startup transients due to MIC have settled, allowing for long-term accurate performance.

The VCO-ADC presented in Chapter 7 makes use of the components on the RAMP and commonly found on other FPAAs. This ADC is desirable for its scaling capabilities and low overhead. However, an asynchronous ADC, such as the one presented in Appendix A, would
give additional capabilities to the RAMP system. The ability to asynchronously convert data with low latency would make extrema sampling (common in event detection) a lower-power-consuming task. The ADC described in the appendix also makes use of components found on the RAMP. By synthesizing and characterizing the ADC from Appendix A on the RAMP 1.1, it would add an additional strength to the RAMP’s already impressive ASP toolkit.
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Appendix A

An Asynchronous Peak-Sampling ADC with Floating-Gate Offset Correction

A.1 An Overview of Asynchronous Peak Sampling ADCs

Fixed-rate sampling ADCs such as the VCO-ADC have the benefit of years of characterization, as well as easily understood and predictable performance. However, these ADCs have no method for adaptive energy consumption when sampling signals with sparse information — signals that have long periods of no useful information, followed by short periods of relevant data. The magnitude of samples converted directly corresponds to the power consumption of the ADC: the more samples converted, the more energy is used. The ability to change a sampling rate based on the signal itself allows an ADC to remain dormant during periods of inactivity, and then begin sampling when information rich data is present.

With that in mind, the ADC that will be discussed is an asynchronous peak-sampling ADC (APS-ADC). Asynchronous ADCs only operate when relevant data is present, determined via different metrics such as frequency or amplitude. By way of non-uniform sampling, keeping the ADC in a low power state allows for large improvements to data converter power consumption, especially in resource-constrained environments [119].

The issue with when to wake-up the ADC still remains. This is typically done with an ASIC, designed to detect a specific type of event, and trigger an ADC to begin converting data. Previously in this work, it has been discussed that a reconfigurable ASP front end
Figure A.1: Block diagram of asynchronous ADC with analog sensor input.

could be used as a catch-all to deal with a large group of event detectors. Chapter 6 covered the use of the RAMP in this exact type of solution. The system presented in [120] utilizes the RAMP as the event detector and asynchronous ADC as the data converter. This work aims to highlight the benefits of such systems, utilizing reconfigurable front-end ASP as the event detection. However, the reconfigurable platforms themselves can benefit from addition low-power detection methods and ADC operation.

The APS-ADC that will be discussed implements its own event detection while also solving nonlinearities found in the design from [120]. This event detection is specifically to pick up only local maxima and local minima. When a local extrema occurs, the ADC triggers a conversion. This method is implemented through analog circuits without the need for precise biasing, as in [120]. The event detection in the APS-ADC could be implemented by the RAMP, or the RAMP could detect that relevant events were occurring (such as speech, but not other transient signals) and cause the APS-ADC to begin sampling only local extrema.

Figure A.1 shows a general block diagram for this type of sampling and asynchronous data conversion. The analog sensor is read by an ASP front end. The ASP front end triggers a time-to-digital conversion (TDC) while also triggering the ADC. The TDC result is a required piece of information so that the signal can be reconstructed; The time between each sample is used to regenerate the original signal. The TDC is constructed the same way as the counter described in section 7.3, with the main difference relating to when it is reset. For the VCO-ADC, the counter is reset at a specific frequency (namely, the sampling frequency of the ADC). An asynchronous ADC does not have a set sampling frequency. Instead, the counter for an asynchronous ADC is only read (and reset) when a new sample occurs. This is what changes the counter into a TDC. The TDC is keeping track of the time since the
last data point, allowing for the signal to be reconstructed from data values and time.

A.2 System Architecture

The APS-ADC uses at its core a successive approximation ADC (SA-ADC). The SA-ADC performs the conversion of sampled extrema values. An SA-ADC implements a pseudo binary-search and compares its results (via comparator) to determine the digital output. This pseudo binary-search is accomplished with a successive approximation register (SAR). The SAR output is sent through a digital-to-analog converter (DAC) to be compared back to the original input. Figure A.2 shows the SA-ADC system. The SA-ADC system is utilized within the APS-ADC. Working with the ASP front end, this system is able to detect and convert local extrema values while also keeping track of the time between each sample.

An APS-ADC has been fabricated in a 350nm design process. This Appendix will expand on the operation of the event detection stage and how FG programming will be leveraged to linearize the ADC’s performance. The event detection in the APS-ADC from [120] is constructed using the RAMP 1.0 system.

The APS-ADC that has been fabricated implements its own event detection. This new event detection is meant to serve two purposes. The first is for a scenario where this APS-ADC is used as a standalone device. In this case, the RAMP’s event detection capabilities,
while adequate, are overkill. The APS-ADC overhead is greatly increased when the RAMP is used as the event detector. While the RAMP is an improvement on a digital solution, a custom analog ASP has the benefits of low overhead while still leveraging the type of detection found on the RAMP. The other purpose for this new event detection is to prototype the system for future implementation on the ramp. The RAMP 1.1 does not have the components necessary to synthesize this circuit at the present, but a future, RAMP 1.2 could and should include these devices to enhance its ASP capabilities.

The event detection system is simple and requires the use of an alternating sample and hold (SaH) circuit. Figure A.3 shows the two SaHs required for the event detector. The event detector aims to only trigger a sample from the ADC when a local maximum or local minimum occurs. The SaHs are triggered by their clock signals. The clock signals are connected to the T-gates inside each SaH. With the opposite logic of each T-gate, the SaHs sample every other clock signal. When SaH number 1 is sampling the input, SaH number 2 is holding the sample from the previous clock cycle.

The alternating samples are sent to a comparator for analysis. When considering rising (or falling) transient signals, the comparator will receive signals of alternating magnitude each clock cycle. For a rising transient, SaH number 1 will output a value that is higher than SaH number 2. At the next clock cycle, SaH number 2 will output a value that is higher than SaH number 1. This oscillation will continue as long as the signal is rising. Since the
Figure A.4: Output of APS-ADC showing output word reconstructed to its input analog value. The difference in linearity between nFET and pFET stage leads to a large output error in ADC performance.

outputs of the SaH are tied to the two inputs of the comparator, the comparator output will oscillate back and forth between a high and low output. When the rising transient reaches a peak, the comparator will no longer be able to tell the difference between the two sampled values, causing it to output zeros for the next series of clock cycles until the transient begins falling (this explanation is flipped when starting with a falling transient signal).

The output of the comparator is read into a shift register. When the shift register reads a pattern that shows the comparator has stopped oscillating, the current sample is sent to the asynchronous ADC for conversion. The APS-ADC system utilizes two comparators. The first comparator, as discussed is used to check the difference between the two SaH outputs. The second comparator is utilized within the asynchronous ADC itself. The comparator is composed of an n-stage and p-stage for rail-to-rail operation. When the input signal is above mid-rail, the n-stage is utilized for conversion. When the input signal is below mid-rail, the
p-stage is utilized for conversion.

Figure A.4 illustrates the issue that arose for the comparator used in [120]. The n-stages and p-stages had a different offset, causing a large nonlinearity to be present within the system. The n-stage performs differently than the p-stage, causing integral and differential nonlinearities to be present when testing the functionality of the system. In the case of an asynchronous ADC, this leads to a reconstructed signal with a large distortion from the input.

To combat this nonlinearity caused by offset error, the comparator input stages (both n-stage and p-stage) were outfitted with indirect FG transistors at each input. Figure A.5 shows the n-stage of the comparator. The input transistors now include indirect FG transistors for programming out the offset. Both sides of the comparator can be programmed separately to ensure linear operation. The effects of these FGs as well as the ADC as a whole need tested and verified.
Appendix B

Smart-Anchor Monitoring

This Appendix is part of an ongoing research project supported by the Department of Energy’s National Energy Technology Laboratory under Federal Grant DE-FE0031825. The research project is aimed at monitoring the health and processing conditions within pulverized coal and fluidized-bed combustion boiler systems.

A Smart-Anchor was developed at WVU with the intent of measuring the internal temperature of the boiler system. The Smart-Anchor outputs a temperature dependent resistance that is used to report on the internal characteristics of the boiler system. This Appendix will detail the work-in-progress done in WVU’s CES Lab to interface with the Smart-Anchor and report its electrical characteristics wirelessly to a base-station.

B.1 Sensor Interfacing and Wireless Communication

The objective of this work is to interface the electrical sensing outputs from the ceramic Smart-Anchor with an embedded processor that can wirelessly transmit electrical measurements to a central processing unit. The sensing circuitry can handle a variety of electrical sensors including resistance, voltage, and capacitance. Once data is aggregated at the central unit, it can be used for analysis and presented in real-time.

For the current, resistance-based version of the Smart-Anchor, a Wheatstone bridge has been designed and tested to act as an interface between the Smart-Anchor and the wireless embedded processor. The Wheatstone bridge uses the resistance of the Smart-Anchor,
labeled $R_{\text{sensor}}$ in figure B.1, converting to a voltage that can be read by the embedded processor.

The MCU that was chosen for this project is the Arduino Nano IoT 33 (NIoT33) for its low-energy Bluetooth (BLE) capabilities. One NIoT33 is connected to the output of the Wheatstone bridge for each Smart-Anchor (called the wireless-node). An additional NIoT33 acts as the base station, connected to a dedicated PC (called the base-station). The wireless-node reads the voltage from the Wheatstone bridge and sends the data over BLE to the base-station. The base-station is capable of data-logging multiple BLE characteristics with data and time-stamps. The PC is then used to monitor the signals being collected by the base-station for any anomaly or unexpected results from the Smart-Anchor.

The NIoT33 was chosen for its plethora of functions supported by the Arduino family of MCUs. The system has been tested directly with the Smart-Anchor to prove the wireless capabilities of the data-logging system over a 35 hour test. The Wheatstone bridge was connected directly to the Smart-Anchor to convert its resistance to a voltage. The voltage was read by the NIoT33 and communicated wirelessly over BLE to the base-station. The base-station then converted the voltage values to resistance of the Smart-Anchor and timestamped each sample. The results of the test can be seen in figure B.2.

To progress the system towards a complete package, a printed circuit board (PCB) was
Figure B.2: Results of the wireless test, implementing the Wheatstone bridge interface and BLE communication. The voltage data has been converted at the base-station to the resistance of the Smart-Anchor.

designed to house the wireless-node. The PCB contains the NIoT33, Wheatstone bridge, headers for connecting to the Smart-Anchor, and a battery pack for wireless operation. The 2 layer PCB design can be seen in figure B.3. The design supports future changes to the Smart-Anchor resistive composition. Future work on this project will include additional Wheatstone bridges for selective measuring for higher resolution.

Figure B.3: Printed circuit board for the Arduino Nano IoT 33, SMD components to construct the Wheatstone Bridge, battery pack, and headers for connecting to the Smart-Anchor.
Appendix C

Wireless Programming with Low-Energy Bluetooth

The following two sets of code were implemented on the Arduino Nano IoT 33 for programming the RAMP 1.1 over low-energy Bluetooth (BLE). The first program was installed on the “base-station.” This code is used to broadcast the desired programming setup to the RAMP 1.1. The code uses the BLE service with “char” characteristics to pass the required connection lists.

/* Filename: BLE_baseStation.ino
 * Code for BLE wireless programming of the RAMP 1.1 using the
 * Arduino Nano IoT 33
 * Written By: Steven Andryzcik and Swagat Bhattacharyya
 */

// Include Header files
#include "String.h"
#include "BoardLib.h"
#include <ArduinoBLE.h>

// Define variables and constants
#define MaxMode 3  // The max number of operational
                 // modes for the RAMP
byte Length; // This is the length in character
            // of the converted input byte
            // before padding
byte NLoops; // This is the number of loops
            // needed to get all info
char CharBuf[29]; // Stores the character buffer
char CharBuffInit[29] = ""; // Setup temp variable for
            // BLE service
char CommandInit[4] = ""; // Setup temp variable for
            // BLE service
int Mode = 1; // RAMP Operational mode
BoardLib boardlib; // Create a new instance of the
            // BoardLib class

// Set BLE service
BLEService programmingService ...
("01010111-0101-0110-0101-0101XXRAMP11");

// BLE Char Characteristic – custom 128-bit UUID
// readable by wireless node
BLECharCharacteristic charCharacteristic ...
("01010111-0101-0110-0101-0101XXRAMP11", BLERead | BLEWrite);
BLECharCharacteristic commandCharacteristic ...
("01010111-0101-0110-0101-0101XXRAMP11", BLERead | BLEWrite);

void setup() {
    // Run custom setup commands
    boardlib.begin();
    boardlib.Flash(1);

    // Initialize Bluetooth
    BLE.begin();
}
BLE.setLocalName("baseStation");
BLE.setAdvertisedService(programmingService);

// add the characteristics to the service
programmingService.addCharacteristic(charCharacteristic);
programmingService.addCharacteristic(commandCharacteristic);

// add service
BLE.addService(programmingService);

// set the initial value for the characteristic:
charCharacteristic.writeValue(CharBuffInit);
commandCharacteristic.writeValue(voltageBuf);

// Begin advertising on BLE
BLE.advertise();
}

void loop() {

    // Read data from serial port if available
    String Command = "";
    String Numerical = "";
    if (Serial.available() > 0){
        // Read the incoming byte
        String InputByte = String(Serial.read(),BIN);
        // Pad the incoming byte if needed
        Length = InputByte.length();
        for (byte i = 0; i < 8- Length; i++) {
            InputByte = "0" + InputByte;
        }
}
// Read the command
for (byte i = 0; i < 4; i++) {
    Command += String(InputByte[i]);
}

// Read the numerical data
for (byte i = 4; i < 8; i++) {
    Numerical += String(InputByte[i]);
}

// Find number of additional loops needed to read
// all data for current command
if (Command == "0010") { // CAB block SPI
    NLoops = 3;
} else if (Command == "0011") { // DAC SPI
    NLoops = 2;
} else {
    NLoops = 0;
}

// Keep reading data if needed
for (byte i = 0; i < NLoops; i++) {
    // Check if we do have the relevant information
    if (Serial.available() > 0) {
        // Read the incoming byte
        String InputByte = String(Serial.read(), BIN);

        // Pad the incoming byte if needed
        Length = InputByte.length();
        for (byte i = 0; i < 8 - Length; i++) {
            InputByte = "0" + InputByte;
        }
    }
// Read the numerical data
for (byte i = 0; i < 8; i++) {
    Numerical += String(InputByte[i]);
}

} else{
    Command = "1110";
    break;
}
}

} else{ // Put in the skip command
    Command = "1111";
    Numerical = "1111";
}

// Check if a program command is
// being given (will start with 'C' or 'F')
if (Command == "0010" || Command == "0011"){
    // Read string to buffer
    Numerical.toCharArray(CharBuf, 29);

    // Wait for a BLE connection to wireless node
    BLEDevice central = BLE.central();

    // If the connected to the wireless node
    if (central) {
        // Turn on the LED to indicate the connection:
        digitalWrite(LED_BUILTIN, HIGH);
        while (central.connected()) {

// Set BLE characteristics to broadcast
// the command and the connection list
charCharacteristic.writeValue(CharBuf);
commandCharacteristic.writeValue(Command);
}
digitalWrite(LED_BUILTIN, LOW);
}
}

The second program was installed on the "wireless-node." This code is used to scan for the BLE service being broadcast by the base-station. When a base-station with the correct UUID and BLE service is detected, the wireless-node connects and reads the connections list being broadcast. The connections list is then passed into the RAMP 1.1 via serial peripheral interface.

/* Filename: BLE_baseStation.ino
 * Code for BLE wireless programming of the RAMP 1.1 using the
 * Arduino Nano IoT 33
 * Written By: Steven Andryzcik and Swagat Bhattacharyya
 */

// Include some header files
#include "String.h"
#include "BoardLib.h"
#include <ArduinoBLE.h>

// Define some other variables and constants
#define MaxMode 3  // The max number of operational
                 // modes for the RAMP
char CharBuf[29];  // Stores the character buffer
char Command[4];   // Stores the command
int Mode = 1;      // RAMP Operational mode
unsigned short ResState = 1;  // State of power measurement
unsigned short InjState = 0;  // State of the injection prep
BoardLib boardlib;  // Create a new instance of
                    // the BoardLib class

// Run custom setup commands
boardlib.begin();
boardlib.Flash(1);

// Initialize Bluetooth
BLE.begin();
BLE.setLocalName("wirelessNode");

// start scanning for base station
BLE.scanForUuid("01010111−0101−0110−0101−0101XXRAMP11");

void loop() {
    // check if wireless node has been discovered
    BLEDevice peripheral = BLE.available();

    // ensure connected to the correct BLE device
    if (peripheral.localName() != "baseStation") {
        return;
    }

    // stop scanning
    BLE.stopScan();

    if (peripheral.connect()) {

// Turn on the LED to indicate the connection
digitalWrite(LED_BUILTIN, HIGH);

// Retrieve the service characteristics from the base station
BLECharCharacteristic charCharacteristic = ...
peripheral.charCharacteristic ...
("01010111−0101−0110−0101−0101XXRAMP11");
BLECharCharacteristic commandCharacteristic = ...
peripheral.commandCharacteristic ...
("01010111−0101−0110−0101−0101XXRAMP11");

// Read the characteristics into memory
charCharacteristic.readValue(CharBuf);
commandCharacteristic.readValue(Command);

// Adjust the mode based on serial inputs and ping back
if (Command == "0000") { // Mode change command
    if (Numerical == "0001") {
        Mode = 1;
    } else if (Numerical == "0010") {
        Mode = 2;
    } else if (Numerical == "0011") {
        Mode = 3;
    }
    // Use skip code
    Command = "1111";
} else if (Command == "1001") {
    Command = "1111";
}

switch (Mode) {
    case 1: // Programming mode
// Parse the command
if (Command == "0010" || Command == "0011"){
    // Read string to buffer
    Numerical.toCharArray(CharBuf, 29);

    // Output commands to SPI ports
    if (Command == "0010"){
        // CAB block SPI
        boardlib.SPIOut(BitsCAB, SCLK_CAB, ... CS_CAB, DIN_CAB, CharBuf);
    } else if (Command == "0011"){
        // DAC SPI
        boardlib.SPIOut(BitsDAC, SCLK_DAC, ... CS_DAC, DIN_DAC, CharBuf);
    }

    // Print success code
    Serial.write(1);
} else if (Command == "1000"){
    // Reset switches
    boardlib.Reset();
} else if (Command == "0001"){
    // Measurement resistor toggle
    ResState++;
    boardlib.shortRes(ResState);
} else if (Command == "0101"){
    // Injection mode toggle
    InjState++;
    boardlib.injCtrl(InjState);
} else if (Command == "0110"){
    // Read chip temperature
    boardlib.dispTemp();
} else if (Command == "0111"){
// Read FPAA output pins
boardlib.Measure();
}
else if (Command == "0100"){
    // Tunnel the FPAA
    boardlib.Tunnel();
}
else{
    Serial.write(0);
    boardlib.Flash(1);
}
break;
case 2: // Measurement mode (Read analog pins)
    boardlib.Measure();
    break;
case 3: // Sleep mode
    boardlib.Sleep();
    Mode++;
    break;
}
digitalWrite(LED_BUILTIN, LOW);
}