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ABSTRACT

Experimental investigations of contact friction and transport properties of monolayer and bilayer graphene

Prakash Gajurel

Results obtained from experimental investigations of contact friction in monolayer and bilayers graphene and the related effects on their transport properties are presented here along with their discussion and interpretation. For this purpose, chemical vapor deposited (CVD) graphene samples on SiO$_2$/Si were prepared. The samples were characterized by atomic force microscopy (AFM), Raman and X-ray photoelectron spectroscopy (XPS). Summaries of the results are given below.

Defects-controlled friction in graphene is of technological importance but the underlying mechanism remains a subject of debate. The new results obtained from the analysis of lateral force microscopy images revealed that the contact friction in chemical vapor deposition (CVD) grown graphene is dominated by the vacancies formed instead of the bonding with add-atoms. This effect is attributed to the vacancy-enhanced out-of-plane deformation flexibility in graphene, which tends to produce large puckering of graphene sheet near the contact edge and thus increases the effective contact area. Modified graphene with large contact friction has a large density of defects. However, it remains a good electrical conductor, in which the carrier transport is strongly affected by quantum localization effects even at room temperature. Negative magnetoresistance observed in high defect density monolayer graphene samples revealed that scattering event is dominated by the short-range scattering (intervalley). It is also found that the oxidation process in mono-layer graphene is substrate sensitive since the oxidation process progresses much faster when the substrate is Strontium Titanate (SrTiO$_3$) compared to SiO$_2$ substrate. However, bilayer graphene exhibits great oxidation resistance on both substrates. These observations provide important information for tailoring the mechanical, electrical, and chemical properties of graphene through selected defects and substrates.
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Chapter 1

Introduction and Background

1.1: Introduction:

The research presented in this dissertation is on graphene and the friction force on gradually oxidized monolayer and bilayer graphene. In order to place my research in proper context, relevant background information on the properties and applications of graphene are presented in this chapter. Furthermore, I have briefly mentioned friction properties at nanoscale dimensions and have reviewed relevant fundamental friction properties of graphene based on published papers cited here.

1.2: Review of the Crystal and Band Structure of Graphene:

Graphene is a single sheet of carbon atoms in hexagonal arrangement. It can be prepared from graphite via mechanical exfoliation i.e. by repeated peeling of small mesas of highly oriented pyrolytic graphite [1]. Graphite is a stacked arrangement of graphene sheets held together by van-der-Waals forces. Before monolayer graphene was isolated in 2004 by Geim and Novoselov, it was theoretically believed that two-dimensional compound could not exist due to thermal instability when separated. The sp² hybridization of carbon atoms and very thin atomic thickness make graphene a special 2D material.

The electronic structure of an isolated C atom is 1s², 2s² 2p². Each carbon atom provides six electrons, two of which belong to the core (1s) shell, with the remainder occupying the 2s, 2pₓ, 2pᵧ and 2pᵦ orbitals. The 2s an 2p states, known as ‘valence states’ have higher energies. In the excited state of the carbon atom, one of the electrons in the 2s subshell is promoted to 2p subshell such that there are four unpaired electrons in each of the orbitals. All these four electrons hybridized together in diamond (sp³ hybridization) leading to tetrahedral structure. However, there occurs sp² hybridization in graphene involving the electrons in the orbitals 2s¹ , 2pₓ¹ and 2pᵧ¹. The sp² hybridize orbitals form strong σ-bond in the plane of graphene with bond angle 120°. These sigma bonds with the length of 1.42Å⁰ are responsible
for mechanical properties of graphene. The remaining one electron in the 2p_z orbitals forms the extended π-bond lying perpendicular to the plane. The extra π-electron in the 2p_z orbital is responsible for the graphene unique electrical and optical properties [2].

Figure 1.1: (a) Lattice structure of graphene consisting of two triangular lattices; (b) the corresponding Brillouin zone. The Dirac cones are located at K and K’ points [3].

Graphene’s lattice structure can be considered as two equivalents triangular sublattice A and B with inversion symmetry as shown in figure 1.1(a). The lattice vectors in the unit cell in terms of the position coordinates are:

\[ \mathbf{a}_1 = (a\hat{x} + b\hat{y}) = \frac{a_0}{2}(3, \sqrt{3}) \quad \text{and} \quad \mathbf{a}_2 = (a\hat{x} - b\hat{y}) = \frac{a_0}{2}(3, -\sqrt{3}) \]  

(1.1)

Here \( a_0 \) is the nearest neighbor carbon-carbon spacing (\( \approx 0.142 \) nm). Using \( \mathbf{a}_i, \mathbf{b}_j = 2\pi \delta_{ij} \), the corresponding reciprocal lattice vectors are:

\[ \mathbf{b}_1 = \frac{2\pi}{3a_0}(1, \sqrt{3}) \quad \mathbf{b}_2 = \frac{2\pi}{3a_0}(1, -\sqrt{3}) \]  

(1.2)

and the vectors for the two Dirac cones are expressed as

\[ \mathbf{K} = \frac{2\pi}{3\sqrt{3}a_0}(\sqrt{3}, 1) \quad \text{and} \quad \mathbf{K}' = \frac{2\pi}{3\sqrt{3}a_0}(\sqrt{3}, -1) \]  

(1.3)

These vectors define the corresponding Brillouin zones as shown in figure 1.1 (b). The six corners of the first Brillouin zone, which consists of three pairs of inequivalent points K and
K', are called Dirac points. Below I have described the dispersion relation of graphene considering only nearest tight-binding model and using Bloch wavefunction for a crystal.

The most general form of the Schrodinger equation is as follow:

\[
\hat{H}\Psi = E\Psi \tag{1.4}
\]

Where, \(\Psi\) is the wave function of an electron in unit cell, \(E\) is the energy and \(\hat{H}\) is the Hamiltonian operator. Let us consider a unit cell ‘n’ of graphene connected to ‘m’ neighboring unit cells by Hamiltonian \(H_{nm}\), then the equation (1.4) in matrix form can be written as,

\[
\sum_m |H_{nm}| \{\phi_m\} = E\{\phi_n\} \tag{1.5}
\]

Where \{\phi_m\} is a column vector denoting the wave function for unit cell ‘m’ and is given by \{\phi_m\} = \{\phi_0\} \exp^{ikr_m} [4] and with this, equation (1.5) can be expressed as,

\[
\sum_m |H_{nm}| \{\phi_0\} \exp^{ikr_m} = E\{\phi_0\} \exp^{ikr_n}
\]

\[
E\{\phi_0\} = \sum_m |H_{nm}| \exp^{ik(r_m-r_n)} \{\phi_0\}
\]

\[
E\{\phi_0\} = [h(k)] \{\phi_0\} \tag{1.6}
\]

Where, \((r_m - r_n)\) is the vector connecting nearest neighbor atoms and,

\[
[h(k)] = \sum_m |H_{nm}| \exp^{ik(r_m-r_n)} \tag{1.7}
\]

Now we use the general form of equation (1.7) to find the matrix elements of graphene considering the nearest neighbor interaction.
Figure 1.2: Schematic diagram showing the interaction between unit cells of graphene in the nearest neighbor tight-binding model. The nearest neighbor connection is represented by t.

The matrix elements due to the interaction between the unit cells; sanding at ‘n’ unit cell and to the nearest neighbor unit cells ‘m’ is shown in figure 1.2. We have assumed the nearest neighbor connection is t. The matrix h(k) summing over all neighbor unit cells with the corresponding phase factors can be expressed as,

\[
h(k) = \begin{bmatrix} 0 & t \\ t & 0 \end{bmatrix} e^{ik.a_1} + \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} e^{ik.a_2} + \begin{bmatrix} 0 & t \\ t & 0 \end{bmatrix} e^{-ik.a_2} + \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} e^{-ik.a_1} \]

\[
h(k) = \left( t(1 + e^{ik.a_1} + e^{-ik.a_2}) \right) = \begin{pmatrix} 0 & h_0^* \\ h_0 & 0 \end{pmatrix} \]

Where, \( h_0 = t(1 + e^{ik.a_1} + e^{ik.a_2}) \) and \( h_0^* \) is its complex conjugate.

Further,

\[
h_0 = t(1 + e^{ik.a_1} + e^{ik.a_2})
\]

\[
h_0 = t(1 + e^{ik.(a\hat{x}+b\hat{y})} + e^{ik.(a\hat{x}-b\hat{y})})
\]

\[
h_0 = 1 + e^{ikx.b}(e^{ik.y.a} - e^{ik.y.b})
\]

\[
h_0 = t[1 + 2e^{ik.x.a}cosk.y.b]
\]

Substituting \( a = \frac{3a_0}{2} \) and \( b = \frac{\sqrt{3}a_0}{2} \) from equation (1.1), we get
\[ h_0(k) = t[1 + 2e^{i \frac{3a_0 k_x}{2} \cos \frac{\sqrt{3}a_0}{2} k_y}] \]  

(1.9)

The eigen values of matrix (1.8) gives the energy dispersion relation i.e.

\[ E(k) = \pm |h_0| \]

\[ E(k) = \pm |t[1 + 2e^{i \frac{3a_0 k_x}{2} \cos \frac{\sqrt{3}a_0}{2} k_y}]| \]

Solving the absolute value \( \sqrt{h_0 h_0^*} \) we get,

\[ E(k) = \pm t \sqrt{1 + 4 \cos \left( \frac{3a_0}{2} k_x \right) \cos \left( \frac{\sqrt{3}a_0}{2} k_y \right) + 4 \cos^2 \left( \frac{\sqrt{3}a_0}{2} k_y \right)} \]

\[ E(k) = \pm t \sqrt{1 + 4 \cos \left( \frac{\sqrt{3}a_0}{2} k_x \right) \cos \left( \frac{c}{2} k_y \right) + 4 \cos^2 \left( \frac{c}{2} k_y \right)} \]  

(1.10)

Where, \( c = \sqrt{3} a_0 \) is the lattice constant and \( t \approx 3 \text{eV} \) is the next neighbor hopping energy \[2\]. The plus sign applies to the upper \((\pi^*)\) and the minus sign the lower \((\pi)\) band. If we substitute the coordinates of Dirac point \(K\) and \(K'\) from equation (1.3) into the equation (1.10) i.e. \( k_x = \frac{2\pi}{3a_0} = \frac{2\pi}{\sqrt{3}c} \) and \( k_y = \pm \frac{2\pi}{3\sqrt{3}a_0} = \pm \frac{2\pi}{3c} \), we get

\[ E(k) = \pm t \sqrt{1 + 4 \cos(\pi) \cos \left( \frac{\pi}{3} \right) + 4 \cos^2 \left( \frac{\pi}{3} \right)} \]

\[ E(k) = \pm t \sqrt{1 + 4(-1) \frac{1}{2} + \frac{4}{4} = 0} \]  

(at Dirac points)  

(1.11)

The spectrum is symmetric around zero energy as shown in figure 1.3.
Figure 1.3: (a) Band structure of graphene. The blue lines in the figure correspond to wave function of $P_z$ orbitals (b) energy spectrum, and (c) zoom in of the energy bands close to one of the Dirac points [3].

The corresponding energy bands of these two sublattices intersect at zero energy at $K$ and $K'$ points, called Dirac points. Graphene’s dispersion relation at low energy near Dirac points can be obtained by linear expansion near $K$-points:

Defining relative wave vector $\mathbf{q} = \mathbf{K} - \mathbf{k}$ at Dirac point $\mathbf{K}$, we can write the equation (1.9) as

$$h_0(\mathbf{K} + \mathbf{q}) = t[1 + 2e^{\frac{\pi}{3a_0}(K_x+q_x)}\cos \left\{\frac{\sqrt{3}a_0}{2}(K_y + q_y)\right\}]$$

Substituting the coordinates of Dirac points $\mathbf{K}$ ($k_x = \frac{2\pi}{3a_0}$ and $k_y = \frac{2\pi}{3\sqrt{3}a_0}$), we get

$$h_0(\mathbf{K} + \mathbf{q}) = t[1 + 2e^{i\pi}e^{\frac{3a_0}{2}q_x}\cos \left\{\frac{\pi}{3} + \frac{\sqrt{3}a_0}{2}q_y\right\}]$$

$$h_0(\mathbf{K} + \mathbf{q}) = t[1 - 2e^{i\frac{3a_0}{2}q_x}\cos \left\{\frac{\pi}{3} + \frac{\sqrt{3}a_0}{2}q_y\right\}]$$

$$h_0(\mathbf{K} + \mathbf{q}) = t[1 - 2e^{i\frac{3a_0}{2}q_x}\left\{\cos \left(\frac{\pi}{3}\right)\cos\left(\frac{\sqrt{3}a_0}{2}q_y\right) - \sin \left(\frac{\pi}{3}\right)\sin\left(\frac{\sqrt{3}a_0}{2}q_y\right)\right\}]$$

$$h_0(\mathbf{K} + \mathbf{q}) = t[1 - 2e^{i\frac{3a_0}{2}q_x}\left\{\frac{1}{2}\cos\left(\frac{\sqrt{3}a_0}{2}q_y\right) - \frac{\sqrt{3}}{2}\sin\left(\frac{\sqrt{3}a_0}{2}q_y\right)\right\}]$$

(1.12)
Now expanding this about $q = 0$ to first order, we get

$$h_0(K + q) = -\frac{3at}{2}(q_x + iq_y) = -\hbar v_F(q_x + iq_y),$$

where $v_F = \frac{3at}{2\hbar}$ is the Fermi velocity and $v_F \approx 10^6$ m/s [2]. About the Dirac point $K$, the Hamiltonian is thus

$$h(K + q) = \begin{pmatrix} 0 & h_0^*(K+q) \\ h_0(K+q) & 0 \end{pmatrix} = \hbar v_F \begin{pmatrix} 0 & q_x - iq_y \\ q_x + iq_y & 0 \end{pmatrix}$$

In terms of Pauli matrices $\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ and $\sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}$

$$h(K + q) = \hbar v_F (\sigma_x q_x + \sigma_y q_y) = \hbar v_F \mathbf{q} \cdot \mathbf{\sigma}$$

From the matrix form of the Hamiltonian near the Dirac points (1.13), the energy bands near the Dirac point can be expressed as,

$$E(q) = \pm \hbar v_F |q| = \pm \hbar v_F \sqrt{q_x^2 + q_y^2} = \pm v_F |P| \quad (\because P = \hbar \mathbf{q})$$

Near the Dirac point, the dispersion relation is linear in momentum and the energy is independent of the direction of the momentum, so in a plot of the dispersion relation of equation (1.14), we get perfect cones as shown in figure1.3 (c). According to special theory of relativity, the energy of a relativistic particle is given by:

$$E = \pm \sqrt{m^2 c^4 + c^2 \mathbf{p}^2}$$

where $m$ is rest mass. When we set $m = 0$, this gives dispersion relation $E = \pm c|\mathbf{p}|$ equivalent to that of light. This particle is massless neutrino, and the negative energy corresponds to an antineutrino. The dispersion of an electron in graphene near Dirac point is obtained by replacing $c$ with $v_F$. Thus, two-dimensional electron system in graphene makes it possible to study the properties of highly relativistic particles.
People have discovered many interesting properties of graphene. For examples, quantized conductance with minimum conductivity of $\sigma_0 = \frac{2e^2}{h}$ has been reported for graphene at zero magnetic field [5]. Electron mobility beyond $2.5 \times 10^5$ cm$^2$/Vs has been reported for graphene at room temperature which is four times higher than that in III-V semiconductors [6] and 200 times that of Si; this is due to reduced electron-phonon interaction [7]. The electrons in graphene seem to be almost insensitive to disorder and electron-electron interactions and have very long mean free path. The mean free path larger than 1μm is reported in graphene [8]. In another words, charge carriers are able to travel sub-micrometer distances without scattering; this phenomenon is known as ballistic transport. However, the quality of the graphene and the substrate that is used will be limiting factors.

Recent discovery of superconductivity in magic-angle bilayer graphene by Pablo Jarillo-Herrero and his research group caught worldwide attention among the theorists and experimentalists. Bilayer graphene is a stack of two layers of graphene and if one of the graphene sheets is rotated with respect to another, it creates a Moire lattice- a periodic pattern within the twisted layers as shown in figure 1.4 (a). The Moire pattern creates a new landscape for electrons to move through, making it possible to fine-tune their behavior at atomic level. MacDonald and Rafi Bistritzer in a 2011 paper [9] predicted that any 2D materials at specific angle twists would have its property changed but nobody knew for certain how or what would happen.

![Image](image.png)

**Figure 1.4:** (a) Graphene Moire superlattice when one of the graphene layers is twisted relative to another (b) evolution of flat band when two Dirac cones interacts [10].
Figure 1.4 (b) illustrates evolution of flat band in the twisted bilayer graphene at the particular magic-angle of $1.1^0$ and it can be described as: Separation of the Dirac cones in momentum space for twist angle $\theta$ is given by: (i): $\Delta K = 2K\sin\left(\frac{\theta}{2}\right)$ and for small angle $\sin\theta \approx \theta$ ; $\Delta K = K\theta$ [Fig 1.4 b (i)]; (ii) For a small angle, interlayer tunneling of electrons open band gap [Fig 1.4 b (ii)]; and (iii) Decreasing the twist angle further, the Dirac cones becomes closer and band become flatter. At the specific angle i.e., magic angel forms perfect flat band [Fig 1.4 b (iii)].

MacDonald and Bristrizer [9] in their model had reasoned that degree of twist between two graphene sheets would control the ability of electrons to tunnel between them and predicted that electrons would slow at the magic angle, leaving them all at similar low energies, called a flat band, and thus more likely to interact. Unlike, in a paper published in Physical Review Letters [11], the Harvard University condensed matter theorists Tarnopolsky, Kruchkov and Vishwanath (known as TKV model) have explained that carbon atoms in the twisted sheets align more exactly in some places than in others. They assumed there are two types of alternating regions: areas where all the carbon atoms are fully aligned, and those where half the atoms are aligned, and half are offset. According to this model, most of the tunneling take place within the half-aligned regions, because repulsion between the fully aligned carbons atoms causes the graphene to spread apart in those regions, prohibiting tunneling there. As mentioned in TKV model [11], the electron stops altogether at the magic angle, putting them at precisely the same energy level- a perfect flat band. It is assumed that amount of extra energy that electrons would need to jump to the next-higher energy state becomes prohibitively large at the magic angle and this result in locking the electrons into that perfect flat band. Those conditions favor for strong correlation among electrons, inducing superconductivity and other novel physics. Twistronics began after this discovery and has triggered several important follow up discoveries in graphene research. Scientists at Columbia University invented a way to fine-tune the angle between adjacent layers of 2D materials and there by controlling the electronic properties [12].This represents a fundamentally new approach to device engineering.

Besides the unusual basic properties, graphene has the potential for many applications, from chemical sensors to transistors. In a graphene -based chemical sensing device, every atom in graphene is exposed to its surrounding allowing it to sense changes in its surroundings. Due
to high surface to volume ratio, graphene-supercapacitor can store massive amount of electrical power. In addition, capability of graphene in handling high current densities $\left(10^8 \text{ A/cm}^2\right)$ together with its low resistivity and high thermal conductivity, makes it a potential material for interconnect applications [13, 14]. Ultrahigh bandwidth photodetectors made from single and multilayers graphene have been also reported [15]. Graphene is gas impermeable, chemically, and thermally stable making it an excellent candidate as a solid lubricant and protective coating material. Unlike liquid lubricants, solid lubricants and coating cannot evaporate and deplete. Liquid lubricants lose their lubricative ability at high temperatures, near the boiling point while solid lubricants can generally withstand much higher temperatures [16].

1.3: Friction at Nanoscale Dimensions:

Friction force for two bodies in contact may be defined as the force acting in the plane of the interface that opposes the relative lateral displacement of one surface with respect to the other. Friction is mainly divided in two categories namely, static, and kinetic friction. The static friction force is the force that prevents slip, whereas kinetic friction is the interfacial force that opposes slip when two bodies are in relative tangential motion. One of the major characteristics of the kinetic friction is that it is dissipative where mechanical energy converts to other forms, eventually degrading to thermal energy. Identifying and understanding mechanisms of frictional dissipation has long been of scientific interest and there has been renewed focus on this topic with the introduction of the atomic force microscope, which enabled to better understand how the friction forces experienced by macroscopic bodies arise from atomic level interactions [17-22].

According to the well-known Amontons’ law [23], the friction force ($F_r$) between two macroscopic bodies is linearly proportional to the applied load ($L$), that is $F_r = \mu L$, where $\mu$ is the coefficient of friction. Friction force is also independent of the macroscopic contact area. Later it was noted that a macroscopic contact is rough and consists of a large number of smaller contacts, called asperities and total area of true contact ($\sum A_{asperity}$) is less the microscope area ($A_{micro}$). The frictional force was shown to be proportional to this true contact area, that is $F_r = \tau \sum A_{asperity}$, where $\tau$ is the effective shear strength of the contacting bodies [24].
Macroscopic laws of friction do not generally apply to nanoscale contacts. The friction behavior on the nanoscale is based on the three major contributing factors, namely adhesion at the tip-sample interface, high impact velocity-related deformation at contacting asperities, and atomic scale stick-slip. An understanding of how friction force depends on applied load and contact area at these scales is essential for the design of miniaturized devices with optimal mechanical performance. Defining contact area is one of the major challenges for understanding friction at nanoscale dimensions because fundamentally contact is formed by atoms interacting across the interface. Yifei Mo [25] and his research team performed the molecular dynamics simulations of normal loading and friction in the absence of van der Waals forces and their results are shown in figure 1.5 (graph on the left-hand side). The above results demonstrated that $A_{real} \alpha L$ (Fig 1.5 b) and $F_f = \tau A_{real}$ (Fig 1.5 c) with constant $\tau$ which is consistent with the relation $F_f \alpha L$ (Fig 1.5 a). The friction force is proportional to contact area at all length scale as the contact area is correctly defined at each length scale. Further, Yifei Mo et al. investigated the effect of van der Waals adhesion on contact behavior by adding these forces to the tip-sample interactions and by performing additional molecular dynamics simulations, they found that the relation $F_f = \tau A_{real}$ (Fig 1.5a on the right-hand side) still holds, which demonstrates that friction is controlled by the short range i.e., chemical interactions even in the presence of dispersive force.
Figure 1.5: **Graph on the left-hand side** is for non-adhesive contact (a) friction force versus load, (b) real contact area versus load and (c) friction force versus contact area. **Graph on the right-hand side** is for adhesive contacts (a) friction force versus real contact area, (b) friction force versus load and (c) contribution to the total load as a function of real contact area: total load $L$ (full squares); van der Waals contribution (empty triangles) and elastic restoring force (empty circles) [25].

However, unlike the non-adhesive case, the $F_t$ is non-linear function of $L$ (Fig 1.5b on the right-hand side). This non-linear behavior is due to the presence of adhesion forces $L_{vw}$, which for a spherical tip in contact with the flat sample surface do not scale linearly with the
contact area ($A_{\text{real}}$) as shown in figure 1.5 c (open triangles on the right-hand side). As a result, total load $L = L_{el} \ (\text{elastic restoring force}) + L_{vw} \ (\text{adhision force})$ is not proportional to $A_{\text{real}}$ and hence $F_f = \tau A_{\text{real}}$ is a non-linear function of L.

A systematic investigation of the dependence of friction on the contact area was carried out recently for nano-sized metal clusters on graphite in ultraclean and atmospheric conditions [26-28]. Dietzel et al [26] and his research group performed experiments to understand the area dependence of friction state between two flat surfaces that are sliding past each other with ultralow resistance. They measured the sliding resistance of amorphous antimony and crystalline gold nanoparticles on crystalline graphite. For the amorphous particles, a square root relation between friction and the contact area is observed, while for crystalline gold particles they found a more complex scaling behavior related to variations in particles shape and orientation. Similarly, the effect of contact area on friction at nanoscale dimensions was experimentally studied by Sung et al [29] using glass balls of various radii against Si-wafer and diamond-like carbon (DLC) coated silicon film using Atomic force microscopy. Their findings suggested that the friction force at the nanoscale increases with the applied normal load and the tip size because of the increase in contact area, while the lower friction on DLC at the nanoscale compared to that of Si-wafer was attributed to the smaller contact area and the lower adhesive force, which are affected by the lower interfacial energy.

![Figure 1.6](image_url)

**Figure 1.6:** Friction as a function of the scanning velocity at $F_N=0.44\text{nN}$ (circles) and $F_N=0.65\text{nN}$ (squares) load. The experiments were performed with silicon tip on a NaCl (100) surface [30].
The sliding speed between contacts is another importance aspect in friction mechanisms at nanoscale dimensions [30-32]. Although there is a significant influence of the sliding speed in friction for bulk materials, only a few studies measuring its influence in friction on atomically thin layered materials have been reported [33-35]. The first measurements of the velocity dependence of atomic-scale friction have been reported by Gnecco et al [30]. The experiments were performed with a silicon tip on a NaCl (100) surface, using a homebuilt ultra-high vacuum (UHV) friction force microscope (FFM). The experimental data revealed the logarithmic dependence of the mean friction force at low velocities as shown in figure 1.6. The velocity dependence is due to thermal activation of the irreversible jumps between minima of the interaction potential.

Lately, researchers have looked at friction at the nanoscale level on the layered materials because of their unique physical and chemical properties. In particular, two dimensional (2D) materials such as graphene, hexagonal BN, and MoS$_2$ exhibit some of the lowest friction coefficient and wear rates, making them attractive for enhancing the efficiency, durability, and environmental compatibility of future mechanical systems. Graphene, which is a layer of carbon atoms, is extremely slippery material, which is why it has been added to lubricants over the years. The Prandtl-Thomlinson model remains one of the most popular models to described nanoscale friction in general [36]. One surprising result, not predicted by the Prandtl-Thomlinson model, is that friction is at its highest on single layer graphene sheet. In turn, as the number of layers of graphene increases, the level of friction decreases. Besides thickness dependence, friction on 2D materials often grows notably during initial sliding and then saturates after a certain sliding distance. This effect also depends on the sample thickness and more pronounced for thinner samples and diminishes for thicker samples. This results surprised Andersson and Wijn [37], and later they realized that the Prandtl-Thomlinson model required an additional variable that describes the deformation of the layered materials, since the original model only considered the force required to move a tip across a surface. The new model resolved some of the contradictory findings mentioned in research papers. Since 2D materials consist of only a few atomic layers, their mechanical, thermal, and electrical properties can be significantly altered by introducing topological defects, surface functionalization or substrate confinements. These effects inevitably add to the complexity of
the frictional behavior of 2D materials. In the next section below, I have briefly reviewed relevant fundamental friction properties of graphene based on published papers cited here.

1.4: Contact Friction Force in Graphene:

Graphene being a two-dimensional material offers unique friction and wear properties that are not typically seen in conversational materials. Besides, because of the well-established thermal, electrical, optical, and mechanical properties of graphene, it can be considered as a solid or colloidal liquid lubricant. Its high chemical inertness, extreme strength, and easy shear capability are the major favorable attributes for tribological applications. Since it is ultrathin even with multilayers, it offers many applications in microelectron-mechanical systems and nanoelectromechanical systems with oscillation, rotating, and sliding contacts to reduce stiction, friction, and wear [38, 39]. However, despite many years of investigations, some of the fundamental properties of graphene are still not well-understood, including the way it behaves when something slides along its surface. Experimental results utilizing the scanning probe microscopies, including scanning tunneling microscopy (STM), atomic force microscopy (AFM) and lateral-force microscopy (LFM) as well as computational methods have revealed quite different results [38-40].

Friction of graphene is greatly affected by graphene-to-substrate adhesion and the number of graphene layers. The interaction with substrate is of relevance as graphene deposited on atomically thin materials has shown much lower friction than graphene deposited on silicon substrate [41]. Such interaction influences the surface roughness, diminishing it and lowering the friction forces. Lee et al [42] has reported the dependence of friction on the number of layers. They found that frictional force on graphene exfoliated onto SiO$_2$/Si substrate increases with decreasing graphene layers. They reported similar trends concerning the others 2D materials, including molybdenum disulphide (MoS$_2$), niobium diselenide, and hexagonal boron nitride. Low friction on these 2D layer materials is attributed to the weak interlayers bonding (van der Waals forces) compared with the strong interlayer chemical bonding of layered materials, making them easy to shear. Similarly, Egberts et al [43] reported that friction force of CVD grown monolayer graphene is significantly larger than that of bilayer graphene. The layers-dependent frictional properties result from puckering of the graphene sheet around the sliding tip and out of plane deformation. Thicker sheets are more rigid, and thus any effects
of bending of the sheet should become smaller when the number of layers increases. For graphene film grown epitaxially on SiC substrates, the friction on monolayer graphene was found to be a factor two greater than that on bilayer films [40, 44]. The difference in friction is found to arise from the difference in electron-phonon coupling. Remarkable electron-phonon coupling in monolayer graphene dampens lattice vibrations and thus enhance the energy dissipation induced by friction. On the other hand, in bilayers of graphene, electron-phonon coupling almost vanishes, so friction is reduced as well. The crystallographic orientation of the graphene sample is also important, as energy dissipation along the armchair direction can be higher than along the zigzag direction for a monolayer graphene [45].

![Friction Force vs. Logarithm of Scanning Velocity](image)

**Figure 1.7:** Measured friction force as a function of the logarithm of the scanning velocity for different graphene layers [46].

Relationship between the friction and velocity of the sliding object is influenced by the temperature and mechanical resonance of the systems in contact. They affect the probability of the atoms at contacts to jump between the minima of the interaction potential. Early studies on bulk crystal surface suggest a linear dependence of the friction force with the natural logarithm of the scanning velocity [30]. Later, it has been shown that this linear relation occurs until a critical saturation point and then friction becomes constant [47, 48]. Ptak et al [46] has shown the friction-velocity relation for different number of graphene layers as shown in
For both monolayer and bilayer graphene, there is a significant linear increase of friction with the logarithm of the scanning velocity and the friction force reaches a critical point at high velocities, while for three-and four-layer graphene, the saturation occurs at lower velocities. Frictional saturation occurs when thermal energy is no longer assisting the tip to overcome the potential barrier between two potential minima. The reasons are not well explained by Ptak et al but other researchers [34] found that the act of sliding causes graphene atoms to make better contact with the object sliding alone on it; this increase in the quality of contact and as a result increases friction. The effect is strong for a single layer of graphene because it is more flexible than multilayers, so the atoms can move to location of better contact with the tip. Also, the friction-velocity curves as shown in figure 1.7, have a higher slopes than the curves for three-and four-layers, indicating that a more corrugated potential is involved in the friction process [47].

**Figure 1.8:** 500 x500 images of (a) topography and (b) friction measured on the fluorinated graphene using contact mode AFM. (c) Plot of friction force versus applied load measured on pristine and on fluorinated graphene [49].

Several experimental investigations have shown that friction on graphene can be altered by chemical modification of its surface by fluorine [49], hydrogen [50], and oxygen [51]. Results in Figure 1.8 show an example of the effect of fluorination on the frictional force of
graphene. Chemical process mentioned above can generate both adsorption and vacancies. Many suggested mechanisms, such as increased surface roughness, enhanced interaction with the scanning probe, larger flexural phonon dissipation or the effects of add-atoms or functional groups might be the reasons for the increase in friction after chemical modification of graphene’s surface. However, the effects of vacancies have not been sufficiently considered in the literature and so the reasons are still in debate. Motivated by all the facts described above, we have carried out research on contact friction in graphene and the results are presented in this dissertation.

1.5: Organization of the Dissertation:

The rest of the dissertation is organized as follows. In Chapter 2, experimental techniques to characterize graphene, and lateral friction force microscopy to measure nanoscale friction force are described. In Chapter 3, details of our modified graphene transfer methods to prepare good quality graphene samples are presented. This is followed by presentations of our results and their discussion in Chapter 4. Finally, in Chapter 5, a summary of major results of this dissertation are presented.
Chapter 2
Experimental Techniques for Characterization Graphene

2.1: Introduction:

In this chapter major spectroscopic and microscopic techniques for the characterization of graphene are reviewed. The primary goal of these characterizations is to distinguish graphene, graphene oxide, reduced graphene oxide and identify functional groups associated with them. The second goal of these characterization is to analyze the size, number of graphene layers and extent of defects. The spectroscopic methods are reviewed first, including X-ray photon electrons, infrared (IR) and Raman spectroscopy and X-ray diffraction (XRD). Among these, Raman spectroscopy stands out since it is recognized as the fingerprint technique to characterize graphene under ambient conditions.

Direct visualization of graphene on the substrate is possible using the microscopy instruments. Success and degree of exfoliation, number of layers, lateral size, atomic-level defects, and field emission characteristics have been studied using scanning tunneling microscopy (SEM), transmission electron microscopy (TEM), atomic force microscopy (AFM) and scanning tunneling electron microscopy (STEM). Among these state-of the art microscopy instruments, a brief review of atomic force microscopy (AFM) for topography images and lateral force microscopy (LFM) for fractional force measurement are presented relevant to this research project.

2.2: IR Spectroscopy:

Oxidation diminishes graphene’s excellent conducting properties, so reduction of graphene oxide (GO) is desirable in order to partially restore its sp² network [52]. Reduced graphene oxide (RGO) can be produced through chemical [52, 53], microwave [54], photothermal [55] and electrochemical methods [56, 57]. Infrared (IR) spectroscopy is a powerful method to evaluate the extent of functionalization of graphene, graphene oxide and chemically modified graphene.
Figure 2.1. Infrared spectra of (a) reduced graphene (RGO), (b) graphene oxide (GO) and (c) pure graphite (G)[58].

Figure 2.1 shows infrared spectra of (a) reduced graphene, (b) graphene oxide, and (c) pure graphite. At ~1500-1600 cm\(^{-1}\) in -plane stretching vibration of sp\(^2\) hybridized C=C is found. New bands appear for graphene oxide such as a signal at 3162 cm\(^{-1}\) corresponding to OH groups. At 1710 cm\(^{-1}\), the stretching vibration of C=O related to carboxyl groups is found, where at 1220 cm\(^{-1}\) and 1050 cm\(^{-1}\), the presence of epoxy and alkoxy group is observed, respectively. For reduced graphene oxide, most of the oxygen groups disappeared and the resulting spectra tends to be like the crystalline graphite spectrum. In comparison to Raman spectroscopy, IR spectra of graphene derivatives do not reveal electronic or atomic features of graphene. It may be difficult to distinguish between graphite and graphene with only trace amounts of functional groups by IR spectroscopy. However, using high energy x-rays, minor defects or oxidation are detected by x-ray photoelectron spectroscopy (XPS).
2.3: X-ray Photoelectron Spectroscopy (XPS):

X-ray photo-electron spectroscopy (XPS) is a quantitative technique for measuring the elemental composition of the surface of a material, chemical specificity (i.e., oxidation state) and thin film thickness. In XPS, surface analysis technique is based on energy -spectrum measurements of photoelectrons emitted from a material surface under irradiation with a monochromatic soft X-ray (200-2000 eV) radiation. Due to the short mean free path of electrons in condensed matter, XPS is particularly well suited for the measurements of films with thickness of up to 1-10nm [59]. As shown figure 2.2, the photoelectrons ejected from the surface of a specimen by the irradiating X-ray having a constant energy ($E_{ph}$), in vacuum (normally $10^{-7}$ Pa) are collected and analyzed. An XPS spectra is a plot of binding energy vs the number of electrons detected. Mathematically, binding energy is expressed as:

$$E_{ph} = E_K + E_B + \varnothing$$
$$E_B = E_{ph} - (E_K + \varnothing) \quad (2.1)$$

where $E_B$ is the binding energy of electron to nucleus relative to the Fermi level, $E_K$ is the kinetic energy of the electron and $\varnothing$ a work function of specimen, in the case of solid. $E_K$ is measured by experiment and rest are known parameters. Hence, binding energy is calculated. Each electron in an element has characteristic binding energy and hence the value of $E_B$ and

**Figure 2.2.** Basic components of a monochromatic XPS system.
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chemical shift are utilized for identification of an element and estimation of its chemical bonding state in the specimen.

X-ray photoelectron spectra contain information about ionization energies of elements and, hence, it is used to determine the elemental composition, doping, defects, and oxidation of graphene with high accuracy. Binding energy of C1s electrons are usually detected around 285 eV and it is taken as reference for the measurement of chemical states of carbon compound. The table 2.1 shows the binding energies of common chemical states of carbon compounds with oxygen and are used to distinguish graphene from graphite, graphene oxide, or reduced graphene oxide.

Table 2.1: Binding energies of C1s in graphene derivatives [60].

<table>
<thead>
<tr>
<th>Chemical State</th>
<th>Binding energy (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-C</td>
<td>284.8</td>
</tr>
<tr>
<td>C= C</td>
<td>283.4</td>
</tr>
<tr>
<td>C=O</td>
<td>285.5</td>
</tr>
<tr>
<td>O-C-O</td>
<td>286.5</td>
</tr>
<tr>
<td>C=O</td>
<td>289</td>
</tr>
<tr>
<td>O= C-O</td>
<td>288.5</td>
</tr>
<tr>
<td>C-H</td>
<td>285.3</td>
</tr>
<tr>
<td>C-N</td>
<td>283.7 (sp³ N)</td>
</tr>
<tr>
<td>C=N</td>
<td>286.8</td>
</tr>
<tr>
<td>( \pi - \pi^* ) resonance</td>
<td>291.2</td>
</tr>
</tbody>
</table>
Figure 2.3: (a) XPS spectra of exfoliated graphene in comparison to that of graphite. (b) Identification of percentage composition of carbon bonding in the same sample where C1 is C-C, C2 is C-O and C3 is C=O carbon species [61].

Contamination of the graphene sample by hydrocarbons is the biggest challenge. Atmospheric hydrocarbons from solvents, pump oils, vacuum greases containing long-chain hydrocarbons are common contaminants in graphene. Figure 2.3 (a) shows the XPS spectra of graphene exfoliated in organic solvent in comparison to that of graphite, which shows the absence of significant oxidation of the sample during exfoliation. By considering the relative peaks and the areas enclosed by the peaks, we can determine the percentage of composition of carbon bonding in the sample [Fig 2.3 (b)]
2.4: Raman Spectroscopy:

Raman Spectroscopy is a nondestructive technique suitable for characterizing both laboratory and mass-produced samples, which brings out the atomic-scale information of the samples. Raman spectra can generally be measured from solids, liquids, and gases, including thin films and powders. Raman active bands in graphite (layers of graphene) are sensitive to the number of layers in a sample, types of defects, functionalization, doping concentration and orientation etc. [62]. In the absence of a band gap in graphene, all the incident wavelengths resonate, which has information about both atomic and electronic levels [63]. The peak positions, shape, and intensity of Raman bands of graphene vary with disorder, oxidation, doping and with the numbers of layers and those are valuable information to characterize the samples [62, 64].

Raman spectroscopy is the measurements of the shift in wavelength of the inelastically scattered radiation that provides the chemical and structural information. The phenomenon of inelastic scattering of light was first postulated by Smekal in 1923 [65] and first observed experimentally in 1928 by Raman and Krishnan [66]. Since then, the phenomenon has been referred to as Raman spectroscopy. The energy changes we detect in vibrational spectroscopy are those required to cause nuclear motion. If only electron cloud distortion is involved in scattering process; it is regarded as elastic scattering and there is no change in energy of the scattered photon. This is called Rayleigh scattering and it is a dominant process. However, if the nuclear motion is induced during the scattering process, energy will be transferred either from the incident photon to the molecules or from the molecules to the scattered photon. This is called Ramana scattering. It is a weak process in that only one in every $10^6$-$10^8$ photons which scatter is Raman scatter. Hence, Raman shifted photons can be of either higher or lower energy, depending upon the vibrational state of the molecule under study. A simplified energy diagram that illustrates these concepts is shown in figure 2.4 below.
The Raman scattering process from the ground vibrational state $|m>$ leads to absorption of energy by molecules and its promotion to a higher energy excited vibrational state $|n>$. This is called Stokes scattering. On the other hand, due to thermal energy, some molecules may be present in an excited state $|n>$ and scattering from these states to the ground state $|m>$ is called anti-Stokes scattering and involves transfer of energy to the scattered photon. The relative intensities of the two processes depend on the population of the various states of the molecules. At room temperature, the number of molecules expected to be in an excited vibrational state other than any really low energy ones will be small. Thus, compared to Stokes scattering, anti-Stokes scattering will be weak and will become weaker as the frequency of the vibration increases, due to decreased population of the excited vibrational states. Further, anti-Stokes scattering will increase relative to Stokes scattering as the temperature rises. The difference in intensities of Raman bands in Stokes and anti-Stokes can also be used to measure temperature of the sample [67].

**Figure 2.4:** Energy diagram showing Raman scattering process.
Intense Raman scattering occurs from vibrations which cause a change in the polarizability of the electron cloud of the molecules. Usually, symmetry vibrations cause the largest change and produce the strongest scattering. Classical theory of Raman scattering can be described by considering oscillation induced dipole moment due to a source of electromagnetic radiation. The induced dipole moment can be expressed as,

$$\mu_{\text{ind}} = \alpha E + \frac{1}{2} \beta E^2 + \ldots. \quad (2.2)$$

where $\alpha$ and $\beta$ are the polarizability and hyperpolarizability constant and $E$ is electric field of the electromagnetic wave. Neglecting the higher terms in equation (2.2), it can be written as,

$$\mu_{\text{ind}} = \alpha E_0 \cos(2\pi \nu_0 t) \quad (2.3)$$

where $E_0$ is the amplitude of electric field and $\nu_0$ is the frequency of the incident light. The polarizability is a function of the instantaneous position of the constituent atoms. Let us consider $dx$ is the physical displacement of the atoms about their equilibrium position due to vibration and it can be expressed as,

$$dx = x_0 \cos(2\pi \nu_m t) \quad (2.4)$$

where, $x_0$ is the maximum displacement of the atom from its equilibrium position. Since the value $x_0$ is very small compared to the bond length; the polarizability may be approximated by Taylor series expansion

$$\alpha = \alpha_0 + \frac{d\alpha}{dx} \bigg|_{\text{equ}} dx$$

$$\alpha = \alpha_0 + \frac{d\alpha}{dx} x_0 \cos(2\pi \nu_m t) \quad (2.5)$$
Now, equation (2.3) can be written as

\[
\mu_{ind} = \left[ \alpha_0 + \frac{d\alpha}{dx} x_0 \cos(2\pi \nu_m t) \right] [E_0 \cos(2\pi \nu_0 t)]
\]

\[
\mu_{ind} = \alpha_0 E_0 \cos(2\pi \nu_0 t) + \frac{d\alpha}{dx} x_0 E_0 \cos(2\pi \nu_m t) \cos(2\pi \nu_0 t)
\]

using a relation \(\cos(A + B) + \cos(A - B) = 2\cos A \cos B\), we have

\[
\mu_{ind} = \alpha_0 E_0 \cos(2\pi \nu_0 t) + \left(\frac{d\alpha}{dx} \frac{x_0 E_0}{2}\right) \left[\cos(2\pi \{\nu_0 + \nu_m\} t) + \cos(2\pi \{\nu_0 - \nu_m\} t)\right]
\]  

(2.6)

Elastic scattering    inelastic scattering

The equation (2.6) contains three frequencies and represent the three scattering events. (i) Rayleigh scattering (same frequency as that of the incident light) (ii) Stokes (reduced frequency) and (iii) anti-Stokes scatterings (increased in frequency).

---

**Figure 2.5:** (a) Raman spectra of exfoliated monolayer graphene (solid line) and graphite (dotted line) [68]. (b) Raman spectra as a function of number of graphene layers [69].

The Raman spectra of graphene has three main peaks and several minor peaks which contains information about the structural and electronic properties. The most prominent Raman active band in graphene and other sp² carbon allotropes is the G band \(\sim 1580 \text{ cm}^{-1}\) [Fig 2.5 (a)], which arises due to the C-C in-plane vibrations (stretching mode). The D band \(\sim 1350 \text{ cm}^{-1}\) is due to the disordered carbons arises from the breathing vibrations of six-atom ring [62]. The
D band in graphene is activated only by defects or disorders, and thus, the ratio of the D to the G band intensities (\(I_D/I_G\)) is used as to determine the level of defects in graphene samples [70]. The 2D band at \(\sim 2700 \text{ cm}^{-1}\), does not require defect activation and thus present in graphene and graphite as well. As the number of graphene stakes in graphene increases to few-layer graphene, the 2D band gets broader, shorter, and shifts to lower wave numbers [Fig. 2.5 (b)] due to change in the electronic environment resulting from interactions between the adjacent layers [71].

![Graphene Modes](image)

**Figure 2.6:** (a) Three in-plane phonon modes at \(\Gamma\) and \(K\) point in graphene. (b) Phonon dispersion relation of graphene. (c) (i) First -order Raman process which gives rise to the G band, (ii) intervalley D band and (iv) intravalley D’ band. (iii) two -phonon second order Raman spectral processes giving rise to the 2D band in graphene.

Since the unit cell of monolayer graphene contains two carbon atoms, there are six phonon dispersion bands [Fig 2.6 (b)], in which three are acoustic (A) and other three are optic (O) phonon modes. For one acoustic (A) and one optic (O) phonon branches, the atomic vibrations are perpendicular to the graphene plane, and they correspond to the out-of-plane (o) phonon modes. For two acoustic and two optic phonon branches, the vibrations are in-plane (i). Therefore, along the high symmetry \(\Gamma M\) and \(\Gamma K\) directions, the six phonon dispersion...
curves are assigned to LO, iTO, oTO, LA, iTA and oTA phonon modes. For visual illustration, figure 2.5 (a) shows the three in-plane phonon modes at Γ and K point in graphene.

The G-band is associated with the doubly degenerate (iTO and LO) phonon mode at the Brillouin zone center. In fact, G-band is the only band coming from a normal first order Raman scattering process in graphene system. The process giving rise to the G-band is shown in figure [2.6 c) i]. On the other hand, the 2D and D-bands originate from a second-order process, involving two iTO phonons near K point for the 2D band or one iTO phonon and one defect in the case of the D-band. The double-resonance process shown in figure [2.6 c) ii] and figure [2.5 c) iii] begins with an electron of wavevector \( \mathbf{k} \) measured from the K point absorbing a photon of energy \( E_L \) (L represents laser). The electron is inelastically scattered by a phonon of wave vector \( \mathbf{q} \) and energy \( E_{\text{phonon}} \) to a point belonging to a circle around the K' point, with momentum \( \mathbf{k}' \). The electron scatters then back to the \( \mathbf{k} \) state and emits a photon by recombining with a hole. In the case of D band, the two scattering processes consist of one elastic scattering event by defects of the crystal and one inelastic scattering event by emitting or absorbing a phonon, as shown in figure [2.6 c) ii]. In the case of 2D-band, both processes are inelastic scattering events involving two phonons. This double resonance mechanism is also called an inter-valley process because it connects points in circles around inequivalent K and K' points in the first Brillouin zone of graphene. The double resonance process responsible for the D' band is an intra-valley process, since it connects two points belonging to the same circle around the K point (or K' point). For graphene, the G band frequency is known to be insensitive to the change in the energy of incident laser light (\( E_L \)), where D and 2D bands exhibit a dispersive behavior i.e., their frequencies in the Raman spectra changes as a function of the energy of the incident laser.
Figure 2.7: Raman peak intensity ratios of (a) graphene supported on SiO$_2$/Si substrate and (b) suspended graphene samples as a function of plasma exposure time [72].

Quantifying defects in graphene related systems, which include a large family of sp$^2$ carbon structure, is very important to understand the fundamental properties of graphene and its applications. Raman intensities and peaks ratio are useful information to determine the type of defects and doping level in graphene. For example, upon exfoliation of graphite, the defects peak intensities increase as more edges and vacancies are formed during exfoliation. The $I_D/I_G$ ratio of highly defective graphene oxide is usually above 1, while those of the exfoliated graphene derivatives range from 0.1 to 0.6 [60]. Zandiatashbar et al [72] quantitatively examined the type and density of defects in the graphene sheet using Raman spectroscopy. They repeatedly exposed the graphene samples to oxygen plasma with 3s periods and then characterized by Raman spectroscopy after each plasma exposure dose. The peak intensity ratio of D-G peaks ($I_D/I_G$), 2D-G peaks ($I_{2D}/I_G$) and D-D' ($I_D/I_{D'}$) for monolayer graphene supported on the SiO$_2$/Si are shown in figure 2.7 (a). The $I_D/I_G$ increases with plasma exposure time until it reaches a maximum value of $\sim$4 and then decreases. On the other hand ($I_{2D}/I_G$) exhibited a slow decrease at the initial stage and then sharp drop around 20s; such behaviors are also reported for the defective graphene in the literature [73-75]. Although the peak intensity ratio [ Fig 2.7 (b)] of the suspended graphene shows different values for the same oxygen plasma exposure doses, they follow the similar trend. The differences in Raman spectra between supported and suspended graphene sheets may be attributed to the substrate effect on
Raman intensity in the supported graphene [76], presence of pre-stress [77] and etching of both sides [78] in the suspended graphene.

The lateral size of the graphene is correlated with the intensity of the G band (I_G) and D band (I_D), which need to be normalized with I_D/I_G value of graphite. The empirical formula to determine the lateral size of graphene is [79]:

\[
< L > = \frac{k}{(I_D/I_G)_{\text{Graphene}} - (I_D/I_G)_{\text{Graphite}}} \tag{2.7}
\]

Where k = 0.17, measured experimentally [79].

Similarly, using the ratio of 2D peak of graphene and its shoulder peak, the number of layers of the exfoliated graphene is established with respect to the graphite. Exfoliation of graphene results in change in peak position of the 2D band to lower wave numbers by about 30 cm\(^{-1}\), when compared to that of graphite. These changes are dependents with the number of graphene layers in flakes. The number of layers of the exfoliated graphene is calculated using the relation below [79]:

\[
< N_G > = 10^{0.84M+0.45M^2} \text{ with } M = \frac{(I_{2D}/I_{2Ds})_{\text{Graphene}}}{(I_{2D}/I_{2Ds})_{\text{Graphite}}} \tag{2.8}
\]

where \(I_{2D}\) is the intensity of the 2D peak and \(I_{2Ds}\) is the intensity of the 2D shoulder peak in graphene or graphite.

**Experimental considerations:** Although Raman spectra contains a large amount of information, there are few limitations and possible error from the measurements, and it is worth mentioning for practical application.

a. While preparing and transferring graphene to a substrate, restacking, or folding of the sheets can occur, which results in overestimation of the numbers of layers.

b. During the spectral acquisition, some samples are prone to photoreduction (graphene oxide), which may give the wrong information. Reducing laser power eliminates this effect as well as prevent sample damage.
2.5: X-Ray Diffraction (XRD):

X-ray diffraction is a non-destructive technique used for the identification of various crystalline phases and their crystallite size present in a material. It can also provide information on structures, preferred crystal orientation, and other structural parameters, such as average grain size and strain distribution. The analysis of the XRD pattern is based on the Bragg law and mathematically it can be expressed as; 

\[ 2d \sin \theta = n \lambda \]

where d is the spacing between the (hkl) plane, n is the order of diffraction, \( \theta \) is the Bragg angle and \( \lambda \) is the wavelength of the incident x-ray. X-ray beam are chosen because their wavelength is similar to the spacing between the atoms in the sample, so the angle of diffraction will be affected by the spacing of the atoms in the crystal. The result of x-ray diffraction plots the intensity of the signal for various angles of diffraction at their respective two-theta (deg) positions. The two-theta \((2\theta)\) positions correspond to a certain spacing between the crystals or atoms in the samples, determined by the angle of diffraction from the incident x-ray beam sent into the sample. The area under the peak is related to the number of molecules in that phase and the ratio of the areas under these lines are used to determine the relative percentage of the phases or composition of elements in the given sample. In addition, the width of the peaks is inversely proportional to the crystallite size. Bulk samples produce narrow linewidths in XRD spectra whereas the linewidth increases with decrease in the crystallite size to nm dimensions. The Scherrer equation \( D = \frac{0.89 \lambda}{\beta \cos \theta} \) is often used to estimate the crystallite size \( D \) from the linewidth \( \beta \) at a Bragg angle \( \theta \) using x-rays of wavelength \( \lambda \). Consequently, in a non-crystalline (amorphous) material only a very broad line is observed.

In the literatures, the use of XRD in the field of graphene research have been mentioned mainly for the studies of graphene oxide, reduced graphene oxide [80], determination of crystallite size, number of graphene layers, interlayer spacing, and defect density [81]. In the recent reports, Seehra et al. [82, 83] have highlighted the importance of XRD to identify the phases in multilayer graphene and for the first time quantified the 2H and 3R phases in graphene-based materials by analyzing X-ray diffraction (XRD) patterns. The presence of 3R structure is important since unlike the 2H structure, the 3R phase is a semiconductor with a band gap of 6meV [84, 85]. The presence of a tunable bandgap is essential for many...
applications of these materials. Nowadays graphene-based materials are available from commercial sources and it is important to characterize the properties of these commercial samples for their quality and applications purpose.

Graphene is simply one atomic layer of graphite -a layer of sp\(^2\) bonded carbon atoms arranged in hexagonal lattice. Graphite is a commonly found mineral and is composed of series of stacked parallel layers planes. It is expected that the adjacent graphene layers in graphite are bound by the weaker van der Waals forces. The spacing between the layer planes is relatively large (3.36 A\(^0\)) or more than twice the spacing between the atoms (1.42A\(^0\)) within the basal plane. The stacking of these layer planes occurs in two slightly different ways; hexagonal (2H) and rhombohedral (3R) structures. In the 2H graphite structure, which is the most commonly occurring structure, the carbon atoms are in the -ABABAB- sequence, in other word, carbon atoms in every other layer are superimposed over each other as shown in figure 2.8 (a). In the 3R structure, the stacking sequence is …ABCABC…, where the C layer are shifted by the same distance with respect to the B layers, as the B layers are shifted with respect to the A layers [Fig 2.8 (b)]. The 2H phase in graphite is thermodynamically more stable at normal temperature and pressure than the 3R phase [86, 87]. Due to small energy differences between the 2H and 3R structure under normal conditions, it is difficult to distinguish between the two phases electrochemically [86].

Figure 2.8: (a) hexagonal 2H, and (b) rhombohedral 3R structures in graphite [82].
Figure 2.9: X-ray diffraction pattern of a multilayer graphene sample [82].

Figure 2.9 shows the x-ray diffraction pattern of a commercially available graphene-based nanomaterial (Graphene nanoplates grade 4, 99% O+ rich, which is labeled as GR-NPL-O+ in the figure 2.9). The Miller indices of the observed lines for the 2H and 3R phases as labelled in the figure 2.9 are based on the International Center for Diffraction Data (ICDD). The (002) line from the 2H phase at $2\theta \sim 26.38^0$ and (003) line from the 3R phase at $2\theta \sim 26.60^0$ respectively, are not distinguishable. However, four sharp peaks that are visible in between $2\theta = 42^0$ and $47^0$ indicate the presence of both 2H and 3R phases in the given samples. The 2H (100) and 2H (101) peaks are clearly separated. Similarly, the 3R (101) and 3R (012) peaks are very noticeable and their relative intensities are comparable with those of 2H peaks. Based on the distinct features in the XRD patterns along with Raman spectroscopy, Seehra et al [82, 83] have classified the commercial graphene-based materials into three group: (i) graphitic nanosheet exhibiting both 2H and 3R phases, (ii) graphene oxide (GO) or carbons with some disorder, and (iii) disordered carbons. The classification and quantification of both the 2H and 3R phases in graphene-based materials by analyzing the XRD pattern are the important results for the research community.
2.6: Atomic Force Microscopy (AFM):

**Figure 2.10:** a) A schematic diagram of a standard AFM system with optical feedback. (b) Operation regions for contact, tapping and non-contact mode. (c) AFM phase image of the epitaxial graphene sample obtained for free oscillation amplitude $A_0 = 17 \, nm$ and amplitude oscillation ratio $\frac{A_{sp}}{A_0} = 0.9$ [88].

Atomic force microscopy (AFM), also called scanning probe microscopy, scans the surface with a flexible cantilever with a pointed tip, making very small and precise movements. AFM was developed in 1986 and initially operated in a contact mode, i.e., with the tip of the cantilever touching and being deflected from the surface of the sample. Resolution of the AFM depends on the diameter of the cantilever. Smaller the diameter of the tip, higher is the resolution. AFM has wide applications and as it has become one of the leading methods for
surface characterization, cantilevers of various types of materials and shapes have been developed to suit different application. Most common type of cantilevers are made up of silicon, carbon, silicon nitride (for biological and in-fluid measurements), wear-resistant diamond etc. Conducting coating such as metal (platinum), metal carbide or polycrystalline diamond can be added on the tip of the cantilever, and it allows electrostatic force measurements. Interaction force between the tip and the sample deflects the cantilever. Mathematically, this force \( F \) is given by:

\[
F = cZ
\]

where \( c \) is force constant and \( Z \) is the deflection of the cantilever. Depending the types of materials, the possible forces responsible for this bending are mechanical contact force, van del Waals forces, capillary forces, chemical bonding, electrostatic forces, magnetic forces etc. [89]. The deflection of the cantilever is measured from a reflection of laser from the top surface of the cantilever into a quadrant photodetector (QPD) as shown in the figure 2.8 (a). The sample is mounted on a Piezoelectric scanner which can move in x, y and z directions. The feedback loop applied between the detector and the sample stage adjusts the tip-to-sample distance to maintain a constant force between the tip and the sample surface. Common operation regions for contact, tapping and non-contact mode of AFM are shown in figure 2.8 (b) and are described in a brief in the section below.

**Contact mode:** In this mode, as name suggests, the tip is in contact with the sample surface all the time. The forces between the AFM tip and the surface are repulsive [Fig 2.8 (b)]. As the tip scans the sample surface, the cantilever bends depending on the surface topography. The most common configuration of contact mode is to operate it in constant force or deflection feedback mode. The cantilever deflection is the feedback parameter. It is set by the user and is related to how hard the tip pushes against the surface so that the user controls how gentle or aggressive the interaction between the probe and the sample is. Contact mode can be useful especially for robust samples in air that can handle the high loads and torsional forces exerted by the cantilever, but also, surprisingly useful for the delicate samples like graphene as long as the force can be controlled below 100 pN (pico- Newton) [90].

**AC mode:** It is also known as non-contact mode, developed a year later of contact mode. In this mode tip does touch the sample surface and cantilever oscillates at the resonant
frequency. During the scanning procedure, interactions between the tip and sample surface will modulate the amplitude, phase, and the frequency of the cantilever’s vibration. Those changes are measured with a lock-in amplifier and processed as a topography image. The advantage of non-contact mode is that it offers the lowest possible interaction between the tip and the sample surface. Small interaction forces help preserve AFM tip sharpness and achieve high resolution. AFM cantilevers with high force constant and high resonance frequencies are most suitable for non-contact mode.

Tapping mode: The most popular mode nowadays is the tapping mode (introduced in 1993), in which the cantilever oscillates at high frequency at or close to resonance and gently taps the surface during oscillation, improving the resolution. In tapping mode, amplitude modulation mode is the most common AFM imaging mode in which amplitude of the oscillation is the feedback parameter. The cantilever is generally driven with a shaker piezo and starts vibrating at the excitation frequency. By sweeping the frequency across a suitable range, the peak in the frequency spectrum that corresponds to the resonance frequency of the cantilever can be found. Due to the small size of the cantilever, typical resonance frequencies are in the range of kilohertz and even in Megahertz range. As the cantilever is brought closer to the sample surface, the amplitude of the oscillation is reduced due to interaction between the cantilever and sample. This amplitude reduction is the source of the feedback; the user sets an amplitude based on the type of interaction that is desired. The user should consider these three parameters to obtain high resolution images: (i) Cantilever spring constant – the stiffness of the lever must be appropriately suited to image the material. If the cantilever is too stiff, the result may be destructive to the sample or cause tip wear. On the other hand, if the cantilever is too soft, it may not be able to interact with the sample to generate any contrast or it stays in contact with the surface. (ii) Cantilever resonance amplitude- this parameter is set in the unit of volts and for a rough sample surface need a larger free vibration amplitude. (iii) Set point- this is the reduced target amplitude and is expressed as percentage of the free vibration amplitude. Lower set points will favor a more aggressive tip-sample interaction of a more repulsive tip-sample interaction.
In tapping mode, phase contrast imaging is also one of the most common AFM imaging methods to obtain contrast based on material properties. An excited cantilever oscillation will exhibit a phase shift ($\phi$) between the drive and the response, as defined by the equation:

$$d = A \sin(2\pi ft + \phi),$$

(2.9)

where $d = \text{deflection}; A = \text{amplitude}; f = \text{frequency}$ and $\phi = \text{phase shift}$.

When the interaction between an oscillating cantilever and sample changes, the resonance frequency of the cantilever will shift. It will shift to lower frequencies for attractive force while to the higher frequencies for repulsive force. Consequently, the phase at a fixed frequency shifts when the cantilever-sample interaction changes, for example when the material properties changes; this is the reason that phase is a common imaging mode when contrast based on materials properties are desired. However, the challenge with the phase is that it will shift due to multiple properties of material, such as adhesion, stiffness, dissipation, and viscoelasticity. Thus, while phase is very useful imaging method, it can be difficult to interpret the contrast with respect to individual material properties. An example of phase image of epitaxial graphene sample is shown in figure 2.8 (c). It is possible to observe some terraces with a clear different height with significant contrast with AFM phase image.

Besides imaging surface topography, AFM has a wide range of applications; for examples, it can be used to probe electrical and magnetic properties of materials. These methods operate either in contact mode or tapping mode, depending on the information being sought. For electrical properties, it requires specialized tips, usually in the form of a conventional silicon cantilever coated with an electrically conducting coating (gold or platinum). Similarly, in magnetic force imaging, the magnetic forces acting on a sharp, magnetized tip by the sample are measured. AFM can also be used to measure frictional force between the cantilever and samples. For experimental investigations of contact friction in monolayer and bilayers graphene presented in this dissertation, lateral force microscopy (LFM) is used, and a brief description of its operation principal is presented below.
**Lateral Force Microscopy (LFM):** Most AFM instruments can also function in the lateral force mode; this is sometimes known as the frictional mode. The essential feature of this method is that the AFM is operated and controlled in the conventional contact mode, but that torsional deformations of the cantilever are monitored by sensors orthogonal to those that generate the signal for the AFM control loop. By measuring the lateral bending of the cantilever, information regarding the surface friction characteristic of a sample can be determined. Lateral forces can arise from changes in the frictional coefficient of a region on the sample surface or from onsets of changes in height.

![Diagram of LFM system](image)

**Figure 2.11:** The principal elements of the LFM system. (a) The normal force, $F_N$, is applied by the lever with normal spring constant $k_N$ and transmitted through the tip to the surface. The tip is travelling along the x axis, and subjected to a lateral force, $F_L$, which causes a torsional deformation. (b) Schematic illustration of laser position on photodetector (PSPD) in the operation of LFM.
Lateral force microscopy system [Fig. 2.9 (a)] are characterized by the following quantities and relationships [91]:

\[ F_L = \mu (F_N + F_N^{\text{inter}}) \]  \hspace{1cm} (2.10)

where, \( F_L \) is the lateral force, \( F_N \) is the normal force as sensed by the cantilever, and \( F_N^{\text{inter}} \) is the additional normal force due to net attractive interactions between tip and surface, and \( \mu \) is a coefficient of dynamic friction. The normal force can be expressed as,

\[ F_N = k_N \Delta z \]  \hspace{1cm} (2.11)

where, \( k_N \) is the normal spring constant (in the range \( 10^{-2} \) to \( 10^2 \) Nm\(^{-1}\)), and \( \Delta z \) is the deflection of the free end of the cantilever along the z direction when loaded. Similarly, lateral force is

\[ F_L = k_L \Delta x \]  \hspace{1cm} (2.12)

where, \( k_L \) is the lateral spring constant of the cantilever, which is related to torsional spring constant and the height of the tip, \( h \). The deflection of the tip at the point of contact from its vertical position is \( \Delta x \). The angle of rotation of the cantilever at the position of the tip will be \( \Delta x/h \). Disregarding the static friction regime, the dynamic coefficient of friction is then,

\[ \mu = F_L/(F_N + F_N^{\text{inter}}) \]  \hspace{1cm} (2.13)

If \( F_N^{\text{inter}} \ll F_L \), then the

\[ \mu = (k_L/k_N) (\Delta x/\Delta z) \]  \hspace{1cm} (2.14)

Figure 2.9 (b) shows schematic illustration of laser position on position sensitive photodetector (PSPD), which is made up of four compartments known as a quad-cell. In order to acquire topographical details of surface (deflection of the cantilever in vertical plane i.e., \( \Delta z \)), bi-cell signal in relation to the difference between the cells on top (A+C) and the bottom cells (B+D) recorded from the quadrant detector is needed.

\[ \text{Topographic information} = (A + C) - (B + D) \]

In contrast, to obtain the surface frictional properties (deflection of cantilever in the horizontal plane i.e., \( \Delta x \)), the signal is taken from the difference between the right cells (A+B) and the left cells (C+D).

\[ \text{Frictional information} = (A + B) - (C + D) \]

The lateral voltage signal read by the photodiode is linearly proportional on the lateral force on the probe, allowing for a least-squares fit to obtain a conversion factor between lateral force and voltage.
Figure 2.12: (a) AFM topography image of graphene on Si. (b) Lateral force microscopy image to measure friction on graphene/Si and Si substrate. (c) Line profiles along red line seen in (a) and green line seen in (b) showing the frictional forces.

Figure 2.12 (a) represents AFM topography image of graphene on Si. The boundary between graphene and Si, as indicated by the white dashed line, is discernable. The redline shown in figure 2.10 (c) is the heigh profile of the sample and Δz – 5 nm was measured between the graphene and Si. From the lateral force microscopy image in figure 2.12 (b), the two materials were clearly differentiated. From the green line profile [Fig 2.12 (c)] of the LFM signal, a large frictional coefficient was observed for Si compared to that of graphene, as evident by the downward shift in the LFM signal over Si as compared to that over the graphene.
2.7: Conclusions:

As research on graphene-based materials has been growing rapidly in recent years, new characterization techniques to enhance the current and classical methods may be needed to ensure the quality and reproducibility of these measurements. One of the major goals of examining graphene and its derivatives is to clearly separate graphene from graphene oxide and reduced graphene and then explore the corresponding electronic and transport properties. One of the best ways to identify the high-quality graphene is by Raman spectroscopy. In our experience, at a first glance, the Raman intensity ratio of $I_D/I_G$ might be helpful to identify the quality of graphene as the $I_D/I_G$ value is directly proportional to the extent of defects/oxidation level.

Apart from the Raman spectroscopy, a major microscopy image must also be made to better characterize the quality and nature of the graphene produced by a given method, prior to any further study and application of the given preparation. Transmission electron microscope (TEM) and atomic force microscope (AFM) data are the complementary to Raman analysis, which provide information about defect density, lateral size and number of layers present in the flakes. However, the microscopy methods alone cannot distinguish graphene from its oxide derivatives or functional groups unless coupled with methods such as x-ray photoelectron spectroscopy (XPS), energy dispersive x-ray spectroscopy (EDX) and IR spectroscopy. Recent studies have added the important of X-ray diffraction (XRD) to quantify the 2H and 3R phases in multilayered graphene.

With the new cutting-edge technologies, AFM can be used for a wide range of applications. We used later force microscopy (AFM in contact mode with lateral scanning) to investigate the friction properties on monolayer and bilayer graphene.
Chapter 3

Development of Frame-assisted Graphene Transfer Methods

3.1: Introduction:

In this chapter, development of a simple but an effective frame-assisted graphene transfer method is described, and experimental results are compared with those obtained with a regular graphene transfer process. In a regular transfer process, a thin layer of poly-methyl methacrylate (PMMA), a supportive layer, is spin-coated onto the graphene surface, and the metal below is etched away completely. Copper foils, a substrate used in chemical vapor deposition (CVD) of graphene, have an irregular surface and graphene follows the surface morphology of the underlying copper during the growth process, making adhesion of transfer materials to the graphene film a challenging process. We addressed this issue by electropolishing copper foil (25 μm thick, Alfa Aesar) before the synthesis of single layer graphene. The resulting graphene was characterized using atomic force microscopy (AFM) and Raman spectroscopy measurements and our results showed a clean graphene film having less wrinkles and crack free with low sheet resistance.

3.2: Synthesis of Single Layer Graphene by CVD:

Graphene can be synthesized by many techniques such as mechanical exfoliation [92, 93], electrochemical exfoliation [94], chemical vapor deposition (CVD) [95], epitaxial growth on silicon carbide (SiC) [96] and other methods like unzipping nanotubes and pyrolysis of sodium ethoxide [97]. Mechanical exfoliation is time-consuming process that yields relatively small samples. Among these methods, the most promising way to synthesis graphene is CVD because it can produce high-quality graphene at low cost in a large scale and fulfill the demand of graphene.
Figure 3.1: Summary of CVD grown graphene.

Copper foil (25 µm thick, Alfa Aesar, item No.46365) was used for CVD growth of graphene. Cu foil was cut into approximately 1.5 cm × 6 cm strips and treated with electropolishing (EP). In brief, copper foil is electrolyzed at a voltage range between 2-5 V for 60 s in phosphoric acid solution (500 ml of deionized water, 250 ml of phosphoric acid, 250 ml ethanol, 50 ml isopropyl alcohol, and 5 g of urea). Only polished anode copper foil was used for graphene growth. After EP treatment, anode copper foil was rinsed with deionized water and blow-dried with a nitrogen gun. Electropolished copper foil was then inserted into a 1-inch-diameter fused quartz tube furnace and pumped down to ~50 mTorr. The tube was back filled with H$_2$(g) (~100 mTorr) and annealed for 1 h at 1000 °C. After annealing, CH$_4$(g) (~500 mTorr) was introduced for 30 min (growth) while H$_2$ flow and temperature during the growth were kept the same. After the growth step, furnace was rapidly cooled to room temperature with the same gas flow growth step for both H$_2$ and CH$_4$. The graphene samples are stored in container filled with nitrogen.
3.3: Transfer Methods:

The first step necessary in fabricating devices from CVD-grown graphene is transfer of graphene from a metal growth substrate onto a desired substrate. Poor graphene transfer process could alter the intrinsic properties of graphene inducing cracks, wrinkles and folding. Various researchers have developed different transfer methods such as mechanical exfoliation [98], polymer-assisted transfer [99-101] and continuous transfer by a roll-to roll process [102, 103]. All the transfer processes mentioned above involve the use of chemicals. Depending upon the need, transfer process is carried out either in dry or wet conditions. Hence the graphene transfer process is divided into two types i.e. dry and wet transfer process. Some novel techniques used in dry transfer method involve direct delamination of graphene from a metal substrate [104]. It eliminates the need for the conventional metal etching process and as a result there is no risk of physical damage to the graphene film by surface tension of etchant solution. Ren et al [105] reported that direct transfer method does not degrade the graphene structure and does not produce extra doping in graphene; in contrast PMMA-based transfers (wet transfer) have strong n-doping. Others have proposed clean and effective dry graphene transfer process by: electrochemical etching [106] of copper substrate, and mild heat and pressure assisted mechanical peeling [107]. Martins and co-workers [108] have developed transfer of graphene onto flexible bulk substrates via lamination while Milan et al [109] has reported a dry transfer method using PDMS as a stamping polymer and a polyisobutylene (PTB) layer as the graphene-support polymer. This approach is beneficial to transfer graphene onto hydrophobic substrates.

Although there are different aforementioned methods to transfer graphene, some methods follow multiple steps and are time consuming; while others need excess of chemicals, cleaning process, depositing chemicals, and polymer residues on the graphene surface and as a result degrade the quality of graphene. So, people are still exploring a clean graphene transfer process for graphene-based device fabrication. Below, we have discussed and compared the results with our proposed graphene transfer method with the most common one.
3.3.1: Regular transfer method

Regular graphene transfers i.e., Poly (methyl methacrylate) (PMMA)-coated transfer process is one of the most common methods of graphene transfer mentioned in literatures [110-113]. However, challenges remain in yielding a clean and high-quality graphene. Schematic diagram to transfer graphene by this method is shown in figure 3.2(a). We cut a rectangular CVD grown graphene of size 1 cm x 1 cm and graphene on the back of copper foil was removed by oxygen plasma (RF Power of oxygen 100 W for 60 s). We used 950 PMMA A₄ (950,000 molecular weight and 4% in anisole) as a supportive layer. To better spin coat the PMMA on the surface of graphene we performed 3 steps spin coating with parameters as shown in table 3.1 and then baked the sample at 80⁰C for 10 mins at room temperature. Further, the sample was left overnight in vacuum to dry it completely. We recommended slow baking of PMMA/graphene about ≤ 80⁰C, otherwise, longer baking time at higher temperature (150⁰C >) leads the PMMA layer hardening and later it would be more difficult to remove the PMMA by chemicals.

<table>
<thead>
<tr>
<th>Steps</th>
<th>Speed (rpm)</th>
<th>Time t (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>6</td>
</tr>
<tr>
<td>2</td>
<td>500</td>
<td>30</td>
</tr>
<tr>
<td>3</td>
<td>3000</td>
<td>45</td>
</tr>
</tbody>
</table>

Table 3.1: Spin coat parameters of PMMA.

In the chemical etching process, Cu foil was etched by ammonium persulfate solution [(NH₄)₂S₂O₈] having concentration of 6.9 grams/150 ml of DI water, for 6 hours. The copper and heavy metal residues were settled at the bottom while the sample (PMMA/graphene) remained floating on etchant solution. The residues were cleaned with continuous flow of DI water for 2-3 hours.
Figure 3.2: (a) Schematic diagram showing a regular graphene transfer process. Optical images of (b) graphene floating on DI water, (c) PMMA/graphene just after transfer on SiO$_2$/Si substrate and (d) graphene on SiO$_2$/Si after the removal of photoresist.

The target substrate (SiO$_2$/Si) was cleaned using the following procedure: First, it was sonicated in acetone for 10 mins, followed by sonication in isopropyl alcohol (5 mins). After this procedure, the target substrate was further rinsed by IPA to remove the acetone residues in ambient temperature and dried using a nitrogen gun and graphene was transferred manually. After transfer, the sample (PMMA/graphene/substrate) was cured by the following steps: first, gently blew with nitrogen gun for 10s to improve the contact between the layers and then gradually heated up to 100$^0$C (about 30 mins) to evaporate the trapped water. To make better adhesion of the graphene with the substrate, the sample was kept into vacuum overnight. Finally, the sacrificial layer i.e. PMMA was removed from the graphene surface using the following chemical treatments:
1- soaked in warm acetone (50$^0$C) for 1 hr.
2- soaked in isopropanol alcohol (IPA) for 1 hr.
3- annealed the sample at 200$^0$C in Argon atmosphere for 2hrs.
4- finally soaked in acetone for 20mins, rinsed by IPA and made dry with nitrogen gun.
3.3.2: PMMA-frame assisted transfer method

This is a modified technique we developed for transferring chemical vapor grown graphene (CVD). In this method instead of spin coating the PMMA, we prepared PMMA gel and applied it to make a frame on the edges of graphene/copper sample as shown in figure 3.3 (a). To make thick PMMA gel like substance, we baked the 950 PMMA A4 gradually from 50\(^0\) C- 80\(^0\) C for 10 mins and then immediately cooled it down by DI water. The thick PMMA acts like a gel, was then applied by Q-tip with the help of optical microscope on the edges of Graphene/copper and the frame then gradually heated up to 100\(^0\) C for 10 mins to make it harder. With care, the sample was gently laid on the surface of (NH\(_4\))\(_2\)S\(_2\)O\(_8\) aqueous etchant solution (6.9 grams/150 ml DI water) mixed with few drops of isopropanol alcohol (IPA). The usage of IPA was to control the surface tension, as the surface tension of IPA (21.7 dyn/cm) is lower than that of water (72 dyn/cm) [114]. If there was no thin layer of isopropanol below the graphene film, the atomic thin layer graphene could turn apart due to the surface tension of etchant solution after graphene detached from Cu film. The role of PMMA frame is to minimize the external force from ambient or solution and it prevents the graphene from mechanical degradation i.e. folding or tearing during the transfer process. We designed a 3D stage for the precise movements of the substrate and used it for controlled transfer.
3.3.3: Gold-frame assisted polymer free transfer method

Though, PMMA-frame assisted transfer process minimized the PMMA residues (discussed in section 3.4), often the frame hits the substrate edges during manual transfer process and polymer residues get contaminated on the graphene surface after its chemical treatments. To address this issue, we made a thin gold frame (10nm) by e-beam evaporation instead of PMMA gel and followed a polymer-free biphasic (liquid/liquid) approach [115] for the transfer of monolayer CVD grown graphene to a wide range of target substrates. As shown in figure 3.3 (b), a nonpolar hexane solution was gently added with the help of pipette on the top surface of copper etchant solution after 1.5 hours. Hexane is an inert nonpolar molecule having low viscosity. It is immiscible to copper etchant solution so that the graphene/Cu sample was trapped at the organic/aqueous biphasic interface, with the gold-frame on graphene in contact only with the hexane and Cu foil exposed to the bottom etchant solution. Due to lack of heteroatoms and aromatic groups in hexane, as well as its volatility and rapid evaporation nature, no residues are left on the graphene surface and there is no doping after transfer onto the desired substrate [115]. After enough etching time (6 hours), only CVD grown monolayer graphene sheet remained trapped at the interface of liquids with the support of gold frame (Fig. 3.3): (a) Schematic diagram of PMMA-frame assisted transfer process (b) Optical images of graphene/copper at the interface of hexane and copper etchant solution in a gold-frame method.
3.3c). To minimize any possible contamination from etchant salts produced, we made a continuous flow of DI water for about 2 hours and finally the free-standing graphene sheet was scooped out from the interface by use of any substrate of interest with the help of 3D stage. The surface tension for hexane/ water interface is ca. 45 mN.m\(^{-1}\) [114, 116], lower than that of the air/water interface and as a result free standing graphene sheet did not pull apart. The gold frame played a significant role to make free standing graphene sheet visible at the interface of liquids, otherwise transfer would be impossible. Further, the gold-frame minimized external force around the graphene from ambient or solution making it more stable in liquids interface.

3.4: Results and Discussion:

Atomic force microscopy (AFM) is a well-suited technique for a quantitative analysis of residual impurities on the graphene surface. We used Asylum MFP-3D AFM in contact mode for topography images. Figure 3.4 (a-d) compares the surface morphology of regular transfer graphene with those obtained with frame assisted-transfers. Transferred graphene on SiO\(_2\)/Si substrates (in all methods) have an excellent surface uniformity. Less significant structural defects such as hole, cracks and fold are observed. This is achieved by our careful and slow baking approach for the removal of water trapped at the graphene/ SiO2 interface as well as sequential drying process that we applied for PMMA/graphene sample for better contact with the substrate. Some darker lines visible in AFM topography images (Fig. 3.4 a-d) are wrinkles. Some of these wrinkles could be generated during the CVD growth and few others were produced during the transfer process. We did not notice any significant change in those wrinkles after annealing the sample in argon atmosphere at 200\(^0\)C for 2 hours. Though the results are satisfactory, a supportive polymer i.e. PMMA that we used in regular graphene transfer process produced scattered residues (Fig. 3.4a).

Annealing might be an easy solution to remove polymer contaminants on graphene but annealing graphene sample in air (in the presence of oxygen) results in defect formation if the annealing time is longer ( > 3hrs) at temperature above 200\(^0\)C [117]. So, we annealed the samples to burn off the PMMA residues at 200\(^0\) C in argon atmosphere for 2 hrs. AFM topography image of annealed sample (Figure 3.4 b) showed a satisfactory result with less defect density of polymers (PMMA). The average rms surface roughness of the graphene samples were 2.2 nm, 1.51 nm, 0.7 nm, and 0.5 nm respectively for the samples shown in
Comparatively the larger rms value of the PMMA coated samples suggest that graphene films are rough due to the remaining high density PMMA residues particles, considering the rms roughness of the SiO$_2$/Si substrate is smaller than 1nm. On the other hand, lower average rms values for the frame-assisted transfer methods indicate less defects transfer.

**Figure 3.4:** AFM topography images of graphene before (a) and after (b) annealing (regular transfer). The annealing was done at 200$^\circ$C in argon atmosphere. Similarly, AFM topography images of graphene transferred on SiO$_2$/Si substrate by (c) PMMA-frame assisted and (d) gold frame polymer free biphasic methods. (e) Bar diagram to compare two-probes contact resistance of graphene.

Figure 3.4 (e) shows a comparison of two probes contact resistance of monolayer graphene transferred on SiO$_2$/Si substrate by different methods. Two probe contact resistance of the PMMA coated transferred graphene before annealing was in the range of 5-7 KΩ. The resistance decreased by about 30% with annealing at 200$^\circ$C, implying improved electrical properties due to reduced surface contamination on graphene. Our result is similar to the reports by Cheng *et al* [111] and Pirkle *et al* [113], where they have demonstrated increase in mobility of annealed samples at low temperature regime due to reduced surface contamination on graphene surface. On the other hand, it has been reported that annealing at higher temperature (400$^\circ$C $>$) caused heavy-hole doping and serious degradation of carrier mobilities in graphene devices [111]. Possible reasons for the increment of resistance are due to scattering of electrons by hardened polymer residues and chemisorption on graphene.
To further investigate the quality of the transferred graphene crystals, we performed Raman spectroscopy measurements. Raman spectroscopy is an integral part of graphene research and it is a non-destructive method and widely used in academic research as well as in industry for samples inspection. By analyzing the Raman spectra, we can identify the number of graphene layers [118, 119], unwanted by products [120-122], structural damage [123], functional groups and chemical modifications [124, 125] introduced during the transfer process. Raman scattering is an inelastic scattering of photons by phonons. Raman scattering consists of three scattering process as shown in figure 3.5 (a). In stokes process, an incoming photon having energy $\hbar \omega_i$ excites an electron-hole pair (e-h). The pair decays into a phonon and another electron hole pair (e-h'). The latter electron-hole pair recombines emitting photon with lower energy $\hbar \omega_S$. Similarly, in anti-stokes process, the phonon is absorbed by the e-h pair and as a result a photon can leave the crystal with an increased energy $\Delta E = \hbar \omega_S - \hbar \omega_i$. In the scattering process if the frequency of the emitted photon remains the same as incident one, it is called Rayleigh scattering (also known as elastic scattering). Due to elastic scattering process, it is possible to see the single layer graphene on a thin spacer i.e. on SiO$_2$ thin film.
Figure 3.6: Raman spectra of graphene transferred by (a) PMMA-frame and (b) regular methods. The sample was annealed at 200°C in argon atmosphere for 2 hrs. (c) Raman spectra of annealed sample.

Raman spectra of three graphene samples are shown in figure 3.6. Two main peaks are clearly observed, the prominent 2D peak at ~2700 cm\(^{-1}\) and the G peak centered at ~1580 cm\(^{-1}\). In figure 3.6 (a) a very weak D peak was observed at ~1350 cm\(^{-1}\), which correspond to the defective non sp\(^2\) bonds in graphene, suggests negligible amounts of defects are introduced by frame-assisted transfer process. The narrow and single symmetrical Lorentzian 2D peak, the high 2D to G peak intensity ratio (I\(_{2D}/I_G\)~2) and very low defect density (I\(_D/I_G\)~0.1) are further evidences of the high crystalline quality monolayer graphene [71] obtained by frame-assisted transfer method. On the other hand, for regular transfer graphene (Fig 2.6 b) the disorder induced Raman D peak at 1350 cm\(^{-1}\) has been found to be more pronounced and broadened, suggesting that PMMA residues contributed with the increase of D band intensity. The D peak intensity is directly related to the amount of disorder [71], implying chemical reaction between the carbon atoms and PMMA molecules. Disorder in a monolayer graphene can be quantified by analyzing the intensity ratio of D band to G band i.e. I\(_D/I_G\) [126]. Initial I\(_D/I_G\) ratio in PMMA contaminated graphene was ~0.45 and after annealing the samples at 200°C in argon atmosphere, it reduced to 0.22. Similar reduction of I\(_D/I_G\) after annealing the PMMA at low...
temperature was reported by other groups [113, 127]. This is attributed to the reduction of PMMA contamination on graphene surface. This result supports our previous measurements i.e. decrease in two-probe resistance and reduction of average rms surface roughness of annealed PMMA samples.

A blue shift for 2D band in Raman spectra has been reported in literature[128, 129] for annealed samples at higher temperatures (>650°C). Thermal decomposition of PMMA is a complex radical chain reaction [117] and in the decomposition process, many radicals are generated. Radicals react with graphene defects and local rehybridization of carbon from sp² to sp³ may occur and consequently the resistance of the graphene sample will be increased. On the other hand, strong chemical interaction between the graphene and organic residues causes the broadening of Dirac cone in the band structure near Fermi energy, shifting the 2D peak to higher momentum. Another reason for 2D-peak shift is related to doping effect. The doping effect is related to the substrate coupling, where the charge from a substrate is transferred into the graphene in annealing process [130]. Raman 2D shift depends upon the types of doping charges. Electrons doping causes the red-shift, while the hole doping causes blue-shift [131]. We did not observe shift in Raman 2D peaks after annealing our samples at low temperature regime (200°C), except a significant decrease in D peak intensity. It indicates no structural damages in graphene samples as well as no doping.

3.5: Conclusions:

In summary, we transferred graphene onto the SiO₂/Si substrates by regular and frame-assisted methods and characterized the graphene by AFM and Raman spectroscopy measurements. On the basis of these experimental results, frame-assisted methods significantly improved the graphene quality with less cracked film, less wrinkles with lower surface roughness and no polymer residues. Although the sheet resistance might be affected by the quality of the original graphene layers grown on Cu, we took graphene samples of the same batch and found that graphene transferred by frame methods have lower sheet resistance than that of PMMA-coated transfer method. Though the transfer process was demonstrated on silicon substrates in this work, it can also be generalized to the other types of substrates. The frame-assisted transfer method might be one of the ways toward the clean transfer of graphene that could enable large-scale device production.
Chapter 4

Investigations of Contact Friction and Transport Properties in Graphene

4.1: Introduction:

In this chapter, two sets of results on graphene along with their discussion and analysis are presented: (i) measurements of contact frictional force on gradually oxidized monolayer and bilayer graphene; and (ii) measurements of transport properties of graphene samples prepared in this work.

Regarding contact friction, experimental results revealed that contact friction on oxidized and reduced graphene is dominated by the generated vacancies on graphene instead of the add-atoms. This effect is attributed to the vacancy enhanced out-of-plane deformation flexibility in graphene, which tends to produce large puckering of graphene sheet near the contact edge and thus increases the effective contact area.

Proper discussion of the results on transport properties in graphene require a good understanding of the background theory. Therefore, in section 4.2, I have briefly reviewed relevant fundamental transport properties of graphene based on published papers cited here and these are used later in the chapter for analysis of the measured transport behaviors in high contact friction graphene. Modified graphene with large contact friction was heavily defected, but remained a good electrical conductor, in which the carrier transport was strongly affected by quantum localization effects even at room temperature. Furthermore, I noticed that the oxidation process in graphene is substrate sensitive. Compared to monolayer graphene on SiO$_2$ substrate, the oxidation process progressed much faster when the substrate is strontium titanate (SrTiO$_3$), while bilayer graphene exhibited great oxidation resistance on both substrates. The collection of observations described in detail in the following pages in this chapter provide important information for tailoring the mechanical, electrical, and chemical properties of graphene through selected defects and substrates.
4.2: Review of the Transport Properties in Graphene:

Graphene is a single layer of carbon atoms densely packed in a honeycomb lattice [98, 132]. The most noteworthy property of the band structure in graphene is the existence of two degenerate Dirac cones (as shown in the left inset of figure 4.1), which leads to two degenerate valleys (K and K’). Electrons in graphene behave as massless Dirac fermions at opposite corners of the Brillouin zone and show opposite chirality at each Dirac cone[133]. The existence of these valleys, each with a linear dispersion and pseudospin rotation are the main reasons that graphene has transport properties which differ from most other semiconductors or semimetals. Here, I have outlined fundamental transport properties of graphene related to my experimental works.

4.2.1: Tunable carrier density with higher mobility

The enormous list of publications on transport measurements in graphene started with the seminal papers by the group from Manchester and Columbia in the late 2004 and early 2005. The first experiments on graphene by Novoselov et al [134] and Zhang et al [135] revealed very characteristic transport properties in graphene. Monolayer as well as a stack of few layers’ graphene sheets have been experimentally realized that with external gate voltage the charge carrier density can be tuned. Sheet resistance as a function of applied gate voltage is shown in figure 4.1 (a). The resistivity exhibits a sharp peak to the value of several kilohms near the Dirac point and decays to ~100 ohms at high gate voltage ($V_g$). The Hall coefficient ($R_H$) decreases with increasing carrier concentration in the usual way, as $R_H = 1/ne$. At the same applied gate voltage ($V_g$), where resistivity ($\rho$) has its peak, the hall coefficient $R_H$ exhibits a sharp reversal of its sign [ Fig 4.1 (c)]. This shows the ambipolar field effect on graphene.
Figure 4.1: Field effect in graphene. (a) Resistivity as a function of gate voltage for different temperature (b) Change in film conductivity and (C) Hall coefficient $R_H$ versus $V_g$ at $T= 5K$ [98].

An equally important reason for the research interest in graphene is due to its high mobility carriers. Having electrons and holes concentrations $n$ as high as $10^{13} cm^{-2}$, their mobilities $\mu$ can exceed $15,000 cm^2/Vs$ even under ambient conditions[98, 134, 136]. Moreover, the observed mobility in graphene is weakly temperature dependent, which means that mobility at room temperature (300K) is still limited by impurity scattering and, therefore, can be improved significantly even up to $\approx 100,000 cm^2/Vs$. In graphene, mobility remains high in both electrically and chemically doped devices [137], which translates into ballistic transport on submicron scale (up to $\approx 0.3 \mu m$ at 300K). The gate voltage shifts the position of the Fermi energy $E_F$. A surface charge density induced by the gate voltage is given by $|\Delta n_s| = \frac{\varepsilon_0 \varepsilon \Delta V_g}{te}$, where $\varepsilon_0$ and $\varepsilon$ are the permittivity of free space and substrate (SiO$_2$ as an example) respectively; $e$ is the electron charge; and $t$ is the thickness of the gate dielectric (SiO$_2$). Within the regime of long range, charged impurity scattering, the added free graphene carriers result
in a roughly linear change in the graphene sheet conductance, \( \sigma_s \), with the field mobility being a proportionality factor. Thus, sheet conductance can be expressed as [138]

\[
|\Delta \sigma_s| = e \mu_{FE} |\Delta n_s| = |\Delta V_g \mu_{FE} e \delta \frac{e}{t}|
\]

and field effect-mobility is

\[
\mu_{FE} = \frac{t}{e_0 \varepsilon} \left| \frac{\Delta \sigma_s}{\Delta V_g} \right|
\]

4.2.2: Half integers QHE and minimum conductivity

The hallmark of the massless Dirac fermions (graphene) is QHE (Quantum Hall Effect) plateau in conductivity \( \sigma_{xy} \) at half integers of \( 4e^2/h \) [132]. As shown in figure 4.2, an uninterrupted ladder of equidistant steps in the hall conductivity \( \sigma_{xy} \) persists passing through the neutrality (Dirac) point, where charge carriers change from electrons to holes. The shift in the quantum plateau with respect to the standard QHE is by 1/2, so that

\[
\sigma_{xy} = \pm \frac{4e^2}{h} \left( N + \frac{1}{2} \right), \text{where } N \text{ is the Landau level (LL) index and factor 4 is due to the double valley and double spin degeneracy in graphene.}
\]

One of the reasons for the half -integer QHE might be the coupling between the pseudospin and orbital motion, which gives rise to a geometrical phase of \( \pi \) accumulated along the cyclotron paths, which is known as Berry’s phase [135, 139]. The additional phase leads to a \( \pi \)-shift in the phase of quantum oscillations and as a result half-step shift in QHE limit.
Figure 4.2: (a) Chiral quantum Hall effect in monolayer graphene. (b) Minimum conductivity at charge neutrality point with different carrier mobilities [132].

Graphene’s zero-field conductivity does not disappear in the limit of vanishing $n$ but instead exhibits values close to the conductivity quantum $\frac{e^2}{h}$ per carrier type [134]. Figure 4.2 (b) shows the lowest conductivity $\sigma_{\text{min}}$ measured near the neutrality as a function of charge carrier mobility. The result indicates that minimum conductivity of graphene is independent of their carrier mobility $\mu$ and different graphene devices exhibit approximately the same conductivity at the neutral point with most data clustering around $\approx \frac{4e^2}{h}$. For all others known materials, such a low conductivity at low temperature leads to a metal-insulator transition but no sign of transition has been observed in graphene down to liquid-helium temperature. The persistence of the metallic state with low conductivity of the order of $\frac{e^2}{h}$ is the most exceptional feature in graphene. In another words, the resistivity (conductivity) is quantized in graphene, in contrast to the resistance (conductance) quantization known in many other transport phenomena[140]. Most theories suggest $\sigma_{\text{min}} \approx \frac{4e^2}{\pi h}$ for graphene[141-143], which is $\pi$ times smaller than the typical values observed experimentally ($\sigma_{\text{min \ exp}} \approx \frac{4e^2}{h}$). This disagreement has become known as the mystery of a missing $\pi$, and it remains unclear whether it is due to theoretical approximations about electron scattering in graphene, or because the experiments probed only a limited range of possible sample parameter (length-to-width ratio).
Close to the neutrality point \( n \leq 10^{11} \text{cm}^{-2} \) graphene conducts as a random network of electron and hole puddles\([144, 145]\) and such microscopic inhomogeneity need to be considered in the theoretical calculation of \( \sigma_{\text{min}} \).

4.2.3: Quantum correction to the Drude conductivity

Before discussing the quantum correction in disordered graphene, let us consider the elementary transport theory in a normal metal, where electrons have an effective mass \( m^* \). The velocity of the electrons at the Fermi surface is given by \( v_F = \frac{\hbar k_F}{m^*} \), where \( k_F \) is the Fermi wave vector whose value depends on the density of electrons. Impurities in a crystal deflect the electrons trajectories and introducing the relaxation time \( \tau \), defined as \( \tau \nu_F = l \) (mean free path), the electronic conductivity in the metal is expressed as

\[
\sigma_0 = e^2 n \tau / m^* \tag{4.3}
\]

This is purely classical results, known as Drude’s formula, and which assumes that after each collision, the electron loses memory of its previous linear momentum state. It is also possible to view the conductivity as a random walk and the conductivity is related to the diffusion constant \( D \) through Einstein relation as

\[
\sigma_0 = e^2 D \rho(E_F) \tag{4.4}
\]

where \( \rho(E_F) \) is the density of states per unit area.

The resistivity of a metal or semiconductor is related to the probability of an electron to propagate between two given points in space. Classical physics assumes that the total probability is the sum of individual probabilities of diffusive paths. However, quantum mechanics suggests that total probably is the sum up quantum-mechanical amplitudes of the paths rather than probabilities themselves. Quantum correction to the conductivity of a disordered metal or semiconductor is due to quantum interference of election’s wave functions and originates in quantum-mechanical superposition principle.
Figure 4.3: Pictorial representation of two types of scattering process. The presence of magnetic field is represented by the flux $\Phi$ enclosed by the two time reversed trajectories [133].

Let us consider two types of scattering process as shown in figure 4.3. From classical point of view total probability of electrons traveling from A to B is

$$P^{cl}(A \to B) = |\sum_i a_i e^{i\phi_i}|^2$$  \hspace{1cm} (4.5)

(sum of individual probabilities)

From quantum mechanics: for type I trajectories ($A \neq B$), we have

$$P^I (A \to B) = |\sum_i a_i |^2 + \sum_{i \neq j} a_i a_j e^{-i(\phi_i - \phi_j)} = |\sum_i a_i |^2 = P^{cl} (A \to B)$$  \hspace{1cm} (4.6)

Since the phases for different trajectories of type I are uncorrelated, we assume that second terms averages to zero, leaving classical result, in which the probability to go from A to B is just the sum of the probabilities over all possible trajectories. However, for trajectories of type II (the same initial and final points), in the presence of time reversal symmetry, the situation is quite different. For the trajectories of type II, total probability is

$$P^{II} (A \to B) = 2|\sum_i a_i |^2$$  \hspace{1cm} (4.7)

From relation (4.7), it is clear that quantum interference associated with the two-time reversed trajectories of type II, enhances the probability of return relative to the classical results at low temperature, decreasing diffusion and therefor decrease in the conductivity. This phenomenon is known as weak localization (WL). In other words, WL results from constructive interference between pairs of time-reversed closed-loop electrons trajectories and
provides a positive correction to the Drude resistivity. The result is just opposite for a system having strong spin-orbit coupling. The spin of the carrier rotates as it goes around a self-intersecting path, and the direction of this rotation is opposite for the two directions about the loop and as a result they interfere destructively. In ordinary semiconductor, spin-orbit coupling leads to suppressed backscattering due to destructive interference, leading to WAL and provides a negative correction to the Drude resistivity.

In the presence of magnetic field \( B \), the relative phase of the electron’s wave function, associated with the two-time reversed trajectories of type II is \( \delta \Phi = \frac{n \Phi}{\Phi_0} \), where \( \Phi \) is the magnetic flux passing through the area enclosed by closed trajectory. Therefore, applying the magnetic field to the system suppresses the interference effect (because relative phase is nonzero value) and as a result low temperature conductivity of the metal increases[133].

\[
\Delta \sigma (B) = \frac{\sigma_{WL}(B) - \sigma_{WL}(0)}{\sigma_{WL}(0)} > 0 \quad \text{(positive magnetoconductivity for WL)} \quad (4.8)
\]

4.2.4: Weak localization in graphene

Carrier scattering mechanisms in a graphene can be investigated via a magneto-transport measurement. There are two major types of scattering mechanisms in graphene: intervalley scattering, where electrons are scattered from one valley to another i.e. from \( K \) to \( K' \) (shown by solid green line on Fig 4.4 b) with a rate here denoted as \( \tau_i^{-1} \), and intravalley scattering, where electrons scatter within a valley (solid red line in Fig 4.4 b) as described by a rate \( \tau_a^{-1} \). In general, intervalley scattering originates from short range scattering, such as lattice defects, including grain boundaries, whereas intravalley scattering is a long range and typically stronger and also includes large scale inhomogeneities and charged impurities in the substrate. There is also another term \( \tau_w^{-1} \), adding contribution to intravalley scattering. This scattering time has its origin in the fact that chirality is not exact symmetry of Dirac fermions in graphene (trigonal warping), therefore allowing for some amount of backscattering with the same valley[146]. The importance of this scattering time grows as the Fermi energy increases.
Figure 4.4: Schematic diagram to illustrate quantum interference mechanism in graphene. (a) Lattice structure of graphene. (b) Diagram illustrating intervalley and intravalley scattering process. (c) Schematic view of two time-reversed electron trajectories in a closed quantum diffusive path. (d) Magnetoresistance behavior in graphene [147].

In graphene the intrinsic spin-orbit coupling is weak[148]. The charge carriers in graphene possess a pseudospin degree of freedom, which arises from the degeneracy introduced by the two inequivalent atomic sites per unit cell in graphene[134, 135]. Based on the sublattice composition of electronic Bloch states and band structure, charge carrier in monolayer and bilayer graphene have attributed Berry phases $\pi$ and $2\pi$, respectively[149, 150]. On the basis of the Berry phase analysis, monolayer graphene can be expected to display typically weak anti-localization behavior as the two-time reversal pair in a closed quantum diffusive path results destructive interference (similar to that in materials with strong spin orbit coupling), in contrast, to bilayer graphene that displays standard weak localization effect and negative magnetoresistance (MR) due to the constructive interference. As long as the scattering potential are long range, intervalley scattering is negligible and backscattering in the graphene is absent, except from a small contribution from $\tau_w^{-1}$. Hence, scatterings within the same Dirac cone preserve the chirality of electrons [151] and electrons show WAL effect. In the presence of very short-range potentials, such as adatoms and vacancies, back scattering is permitted because of the intervalley scattering, which couples the states of opposite chirality
at K and K’ valleys and as a result smooth out $\pi$-phase contribution in monolayer graphene. Hence short-range scattering contributes to WL effect. Experimentally both weak localization (WL) and weak antilocalization (WAL) can be observed in graphene[152, 153], which depends on the dominating scattering process.

![Graphene Resistance vs Magnetic Field](image)

**Figure 4.5:** Experimentally measured resistance of a thin Mg film as a function of magnetic field at different temperatures. The magnetic field break the constructive interference of waves counter-propagation along closed loop, reduces the weak localization effect, and thus results in negative magnetoresistance [154].

How can weak localization be observed experimentally? Weak localization is due to the constructive interference between a multiple scattered path and its time-reversal. If one breaks time-reversal symmetry on purpose, then the interference is likely to disappear, and an enhancement of diffusive transport should be observed. Figure 4.5 shows the experimentally measured resistance of a 2D Mg film as a function of magnetic field at various temperatures. Magnetic field is applied perpendicular to the sample and in the presence of a vector potential $A$, a charged particle picks an additional phase $\int eA \cdot dl / \hbar$ along the close loop, which is $e / \hbar$ times the enclosed magnetic flux. If this phase fluctuates largely from one loop to others, the resulting interferential contributions will vanish. As the smallest area enclosed by a diffusive loop is $l^2$, the weak localization correction is expected to vanish above $B \sim \frac{\hbar}{e l^2}$. For a sample with a mean free path a fraction of $\mu m$, this is in the Tesla range. At a very low temperature, propagation is all most fully phase coherent (phonons are locked) and one observes a decreasing resistance.
when a magnetic field is applied (negative magnetoresistance). At a high temperature the peak of the resistance at zero-field decreases because, larger temperatures reduce the phase coherence of the electronic wavefunction and reduce weak localization corrections.

The WL correction to the conductivity of graphene is obtained by considering the return probability of all possible trajectories. At zero magnetic field, the coherent return probability can be expressed as [155]

\[ P(t) = \int_0^{\infty} \frac{1}{4\pi D t} \left(1 - e^{-t/\tau_i}\right) e^{-t/\tau_\phi} dt = \ln\left(\frac{\tau_\phi}{\tau_i} + 1\right) \] (4.9)

where the first term \(\frac{1}{4\pi D t}\) in the integrant is the return probability \(P_0(t)\) for diffusion constant \(D\), the second term represents the short time cut-off \(\tau_i\), below which no elastic scattering occurs, and the third term is the phase coherence time cut-off \(\tau_\phi\), below which phase coherence is lost. In general, the intervalley scattering in graphene contributes coherent backscattering; hence in equation (9) I included only intervalley scattering time \(\tau_i\) (assuming small contribution from \(\tau_w\)). At zero magnetic field, WL correction to the low temperature conductivity \((\tau_\phi >> \tau_i)\) can be written as [156]

\[ \Delta \sigma = -\left(\frac{4e^2}{Dh}\right) P(t) \]

and with the substitution of \(P(t)\) from equation (9), we get

\[ \Delta \sigma = -\left(\frac{e^2}{\pi \hbar}\right) \ln\left(\frac{\tau_\phi}{\tau_i}\right) \] (4.10)

The negative sign in equation (10) indicates the decrease in conductivity due to weak localization effect.

A magnetic field destroys the phase coherence of these two paths, resulting in an increased conductivity (decreased resistivity). For a thin film in a perpendicular magnetic field, phase coherence is lost after a time \(\tau_B \sim \hbar/eBD\) \((D\) is the diffusion coefficient). McCann and coworkers have obtained a general expression for the WL and WAL correction specific to graphene [157], which determines the dependence of the magneto-resistivity as a function of \(B\).
involving the scattering parameters $\tau_i$ (intervalley) and $\tau_a$ (intravalley) explicitly. They obtain the following expression:

$$\Delta \sigma(B) = \frac{e^2}{\pi \hbar} \left[ F \left( \frac{B}{B_{\phi}} \right) - F \left( \frac{B}{B_{\phi}+2B_{i}} \right) - 2F \left( \frac{B}{B_{\phi}+B_{i}+B_{*}} \right) \right]$$  \hspace{1cm} (4.11)

where, $F(Z) = \ln(Z) + \Psi \left( \frac{1}{2} + \frac{1}{Z} \right)$, where $\Psi$ is the digamma function and $B_{\phi, i, *} = \frac{h}{4eD} L_{\phi, i, *}^2$ denotes the characteristic magnetic fields associated with the diffusion constant D. The first term in equation (12) corresponds to the usual WL observed in typical 2D system where electron mean free path is shorter than the phase coherence length, the second and third term lead to WAL and $\Delta \sigma(B)$ can be either positive or negative depending on the relative values of the different scattering times, including $\tau_B$. Here, $L_{\phi}$ denotes the phase coherence length, $L_i$ is the elastic intervalley scattering length, and $L_*$ is related to the intravalley scattering length $L_a$ and trigonal warping length $L_w$ with the relation

$$\frac{1}{L_*^2} = \frac{1}{L_a^2} + \frac{1}{L_w^2}$$  \hspace{1cm} (4.12)

and corresponding scattering rates are related by

$$\frac{1}{\tau_*} = \frac{1}{\tau_a} + \frac{1}{\tau_w}$$  \hspace{1cm} (4.13)

(Note: scattering rate is related to the scattering length by $L = \sqrt{D \tau}$, where D is the diffusion constant and can be calculated by using the relation $D = \frac{v_{F,i}}{2} \left( \frac{v_{F}}{2} \right) \left( \frac{\hbar}{2e^2k_F R_{xx}} \right)$, where $v_F$ is the fermi velocity, $k_F$ is the Fermi wave vector, and $l$ is the carrier mean free path. The Fermi wave vector $k_F$ in graphene is related to the carrier density $n$ by $k_F = \sqrt{\pi n}$.)
Figure 4.6: Magnetoconductivity of graphene. Left: weak antilocalization behavior (electron density $n \leq 7 \times 10^{10} cm^{-2}$). Center: weak localization behavior ($n \leq 8 \times 10^{11} cm^{-2}$). Right: dependence $\delta \sigma (B)$ on the electronic density (it grows from I to III) [153].

Figure 4.6 shows the typical magneto-conductivity behaviors as a function of magnetic field in a graphene. In the left panel of figure, for small values of magnetic field, $\Delta \sigma (B)$ grows ($WL$) up to a certain field value $B_*$ and then starts to decrease (WAL) up on increasing the magnetic field over $B_*$ and no saturation of $\Delta \sigma (B)$ is observed. The central panel shows WL behavior in graphene since the corrections $\Delta \sigma (B)$ never decrease upon increasing the magnetic field and tend to saturation. Since the electronic density in the central panel of figure is a few times larger than that in the left one, it seems that the effect of short-range scatters (intervalley) is more effective at higher densities; at lower densities long-range scatterers (intravalley) dominate. In the right panel of Fig 4.6, we clearly see a crossover from weak antilocalization to weak localization as the electronic densities increases from I to III, at a temperature 27K.
4.3: Experimental Section:

4.3.1: Graphene transfer

To prepare samples for this research project, thin layer of Poly (methyl methacrylate) (950 PMMA A3) was spin coated onto the graphene to act as a support and allowed to dry at room temperature for 2 hours. Graphene residues, on the other side of copper foil, were cleaned by oxygen plasma. In the chemical etching process, Cu foil was etched using Ammonium persulfate solution [(NH₄)₂S₂O₈] having concentration of 6.9 grams/150 ml DI water, for 17 hours. The floating sample (PMMA/graphene) on solution was cleaned with continuous flow of deionized (DI) water for 2-3 hours and transferred on SiO₂/Si substrate manually. The transferred PMMA/graphene sample was gradually heated up to 100°C (about 30 mins) to evaporate the water and the PMMA layer on the graphene surface was cleaned with warm acetone (50°C).

4.3.2: Shield oxygen plasma treatment

To gradually oxidize the graphene, we used March PX-250 Plasma Asher and set up oxygen gas flow of 49 sccm (standard cubic centimeters per minute) for a process pressure of 300mTorr. The pristine graphene on SiO₂/Si substrate was placed on the sample holder with graphene facing downward and the edges of the sample (5mm × 5mm) further shielded with Kapton tape. Then, the graphene was gradually oxidized with RF power of 200W setting different oxygen plasma exposure times.

4.3.3: Laser induced reduction

Laser reduction experiment was performed using a diode laser (wavelength 405 nm) and output power was set to 100 mW. The laser irradiated area on the sample was 12 mm². Graphene oxide film was exposed to laser in air at room temperature for 14 hours.

4.3.4: Sample characterizations

X-ray photoelectron spectroscopy (XPS) measurement was performed with a commercial Physics Electronics PHI 5000 Versa Probe system equipped with a focused monochromatic X-ray source (Al Kα at 1486.6 eV with 100 μm beam size). All XPS experiment was carried at room temperature at a pressure better than 10⁻⁸ mbar. Commercial
Renishaw Invia Raman Spectrometer with 532 nm excitation wavelength and 0.02 cm\(^{-1}\) spectral resolution was used for Raman characterizations. The Raman emission was collected by Olympus 50 × objective for better signal to noise ratio, and the excitation laser was set to low power to prevent the potential structure damages of graphene.

4.3.5: Magneto-transport measurements

For magneto-transport measurements, we patterned the graphene standard Hall bars structure. For electrical contacts, we deposited Au/Ti (30 nm/ 5 nm) by KJL Lab 18 e-beam Evaporator. Magneto resistance measurements at temperature ranging from 2 K to 300 K were performed using a PPMS system manufactured by Quantum Design Inc. Magnetic field up to 9T (90 kOe) was applied perpendicular to the sample surface.

4.4: Results and Discussion:

4.4.1: Abruptly enhanced contact friction in gradually oxidized graphene

Graphene synthesized by chemical vapor deposition (CVD) was transferred to SiO\(_2\)/Si substrate using the PMMA-based method [158]. Instead of regular laboratory solvents (acetone and isopropyl alcohol) cleaning, the transferred graphene was also annealed at 300ºC in a vacuum of 10\(^{-9}\) mbar to remove traces of PMMA residue. To produce a graduate oxidation process, samples with transferred graphene were placed upside down on a glass slide inside the chamber of an oxygen plasma etcher. The greatly shielded plasma exposure ensured good structural integrity in graphene even after plasma exposure durations (\(\tau_{OP}\)) longer than two minutes.
Figure 4.7: Evolution of contact friction in monolayer and bilayer graphene (a-c) Scanning probe imaging performed at three oxygen plasma durations (a) $\tau_{OP} = 0$ s, (b) $\tau_{OP} = 38$ s, and (c) $\tau_{OP} = 138$ s. The middle and right columns are topography and frictional force images measured simultaneously. Height profiles along regions marked by red lines are plotted on the left. White dash circles mark the location where the graphene sheet breaks and folds over during transfer. All images have the same dimension of $5 \mu m \times 5 \mu m$.

Figure 4.7 shows the contact mode atomic force microscope (AFM) topography and frictional force images taken at three oxygen plasma doses ($\tau_{OP}$). In order to reliably track the evolution of graphene properties, all imaging was performed near graphene cracks where the exposed oxidation inert SiO$_2$ substrate can serve as a reference. After each plasma exposure, the samples were stored in the air for at least five hours before the scanning probe measurements. This wait time ensures a consistent equilibrium state of the surface adsorption of airborne hydrocarbons and prevents the related variation in surface friction. Transferred
Graphene was mostly monolayer, though bilayer regions were also present and could be found in every 5 µm × 5 µm scans size. In pristine state, bilayer graphene was clearly distinguishable in the surface topography (Fig. 4.7a, middle). Some bilayer regions were produced directly by CVD growth (yellow arrow, Fig. 4.7a) and some were generated during the transfer when cracked monolayer graphene pieces got folded over (white dash circles, Fig. 4.7a, c). The thickness of monolayer graphene before plasma treatment was around 0.6 nm (Fig. 4.7a, left). There was no obvious friction contrast between monolayer and bilayer graphene, though both exhibited a much smaller contact friction comparing to SiO₂ (Fig. 4.7a, right).

At \( \tau_{OP} = 38 \text{ s} \), thickness of monolayer graphene increased to 1 nm (Fig. 4.7b, left), most likely due to the adsorption of oxidation functional groups [159]. In the meanwhile, bilayer graphene regions became harder to distinguish in the topography image (Fig. 4.7b, middle), indicating their much less thickness growth. Despite the topography variation, the frictional force contrast between monolayer/bilayer graphene and SiO₂ remained almost the same as the pristine state.

The similar low contact friction in both monolayer and bilayer graphene showed little variation for \( \tau_{OP} \) up to 100 s (Fig. 4.9c). However, a drastic change occurred when \( \tau_{OP} \) increased to 138 s. At this state, although frictional force was still at the pristine level in bilayer graphene, it became much larger in monolayer graphene (Fig. 4.7c, right). On the other hand, surface topography change follows the similar trend as observed at smaller \( \tau_{OP} \). Monolayer graphene thickness increased to around 1.3 nm, and bilayer graphene became completely undistinguishable from the topography image. The gradual increase of monolayer thickness indicates a continuous and smooth progress of oxidation, raising the question of what caused the abrupt change in the contact friction. Additionally, the different response found in bilayer graphene also needs to be understood.
4.4.2: Correlation of contact friction with vacancy density

Figure 4.8: Evolution of defect density and type (a) Raman spectrums and (b) XPS spectrum of C(1s) taken at different $\tau_{OP}$ (vertically displaced for clarity). Inset in (b) shows the Si(2p) peak normalized by carbon concentration.

To answer these questions, Raman spectroscopy (Fig.4.8 a) and X-ray photoelectron spectroscopy (XPS) (Fig.4.8 b) were performed to examine the exact effects of plasma induced oxidation. The Raman spectra obtained from the pristine graphene was dominated by two first order peaks at $\sim 1589$ cm$^{-1}$ (denoted by G) and $\sim 2684$ cm$^{-1}$ (2D), while disorder related peaks ($D$, $D'$, $D''$, $D''''$, $D''''')$ were very weak, indicating high crystallinity of the sample [160]. At $\tau_{OP}$ of 38 s, disorder related Raman peaks increased significantly, which was accompanied by the emergence of XPS peak at around 287 eV (C-O bond), indicating the formation of epoxide and/or hydroxyl groups. Since the ratio between 2D and G Raman peaks remained unchanged comparing to pristine graphene and the $D'$ peak was still very weak at this stage, the sample is expected to be in a low defect density regime where disordered regions are well isolated from each other [72].
In this regime, an average distance between disordered regions \( (l_D \approx 12 \text{ nm}) \) can be extracted from D and G peaks intensity ratio using the equation of \( \frac{I(D)}{I(G)} = \frac{C(\lambda)}{l_D^2} \) [76, 161]. In the meanwhile, XPS spectrum indicates that around 3.5% of carbon atoms contribute to the C-O bonds. At this percentage, if all oxygen add-atoms are well scattered, the average defect distance will be 0.8 nm, much less than the previous estimation from Raman spectrum. Therefore, the oxidation functional groups likely tend to congregate into heavily defected islands, and the 12 nm value of \( l_D \) may represent the distance between such islands. As can be seen in Figure 4.7b, although the oxidation at this stage produced a significant increase in the AFM measured monolayer thickness, the adsorption of epoxy or hydroxyl groups have little effect on the contact friction of graphene.

At \( \tau_{OP} = 138 \text{ s} \), Raman peaks started to broaden. D and D’ peaks became more pronounced and \( \frac{I(2D)}{I(G)} \) reduced significantly. These features indicate a high defect density regime where disordered regions start to coalesce [72]. In this regime, \( \frac{I(D)}{I(G)} \) ratio is known to become proportional to \( l_D^2 \) [76, 161], and \( l_D \approx 4 \text{ nm} \) can be estimated by imposing continuity between the low and high defect regimes. XPS spectrum shows that the percentage of carbon atoms associated with C-O bonds increased to 12.7%. In addition, XPS signals from the SiO\(_2\) substrate also increased considerably (Fig.4.8 b inset), which was not observed at \( \tau_{OP} = 38 \text{ s} \). This effect is produced most likely due to the formation of vacancies in graphene sheet and the consequent exposure of the substrate. Unlike the continuously increasing functional group density, vacancies in graphene only occurred at large \( \tau_{OP} \), manifesting a better correlation with the contact friction in monolayer graphene.
4.4.3: Friction enhancement caused by laser-induced vacancy generation

Figure 4.9: Vacancy enhanced contact friction (a) At $\tau_{OP} = 138$ s, surface topography (left) and frictional force (right) images taken after laser illumination. (c) Relative frictional forces in monolayer and bilayer graphene in reference to SiO$_2$ measured in pristine state, after different $\tau_{OP}$, and after laser illumination. (b, d) Change of Raman spectrum before and after laser illumination at (b) $\tau_{OP} = 38$ s and (d) $\tau_{OP} = 138$ s. (e) For small $\tau_{OP}$, the adsorption of oxygen/hydroxyl has little effect on the surface friction of graphene. (f) For large $\tau_{OP}$, vacancies start to form in monolayer graphene and significantly increases its frictional contact with the scanning probe. (g) Laser excitation facilitates both the desorption of oxygen and hydroxyl.

To elucidate the roles of different defects in controlling the contact friction of graphene, oxidized graphene sheets were re-measured after being illuminated by 405 nm laser. Since the photon energy (~3.1 eV) is larger than the typical bonding energies of C-O based functional groups ($E_{\text{hydroxyl}} \sim 0.7$ eV, $E_{\text{epoxy}} < 2.7$ eV) [162, 163], laser illumination can cause these
functional group to partially dissociate. Such laser induced reduction[164, 165] was clearly reflected in Raman measurements (Fig.4.9b, d). In samples where disordered regions were well isolated \((I(D)/I(G) \propto 1/l_D^2)\), \(I(2D)/I(G)\) decreased after laser illumination (Fig.4.9 b). In samples where disordered regions coalesce \((I(D)/I(G) \propto 1/l_D^2)\), \(I(2D)/I(G)\) increased after laser illumination (Fig.4.9 d). Both observations indicate the decrease in defect density [76, 161]. Although the overall defect density was reduced by oxygen desorption, the density of vacancies was affected by laser differently. On one hand, existing vacancies cannot be removed by laser. On the other hand, the breaking of C-O bonds is known to cause atomic rearrangement and can create new vacancies or other structural distortions (Fig.4.9 g). Therefore, decrease in functional group density and increase in vacancy density are expected after laser illumination.

Figure 4.9a shows the topography (left) and frictional force (right) images taken after the \(\tau_{OP} = 138\) s sample was illuminated by laser. Although density of functional group was reduced (Fig.4.9 d), the contact friction of monolayer graphene further increased above the SiO₂ level, and the friction in bilayer graphene also increased (Fig.4.9 c), which most likely resulted from the laser facilitated vacancy generation. It is thus clear that the contact friction in oxidized graphene is dominantly controlled by the presence of vacancies rather than the adsorbed functional groups.

To understand the effects of vacancies on contact friction, the elastic flexibility of graphene needs to be considered. Unlike conventional 3D materials, the atomically thin graphene sheet weakly bond to the substrate can undergo significant out-of-plane deformation. It has been suggested that adhesion with the scanning probe can cause puckering in graphene near the contact edge[33, 34, 41, 166]. This effect significantly increases the contact area and strongly affects the frictional force. The magnitude of local puckering is closely related to the out-of-plane stiffness of graphene. This quantity, very similar to the contact friction reported here, was experimentally found to be insensitive to adsorption of oxygen add-atoms and degrades only in presence of vacancies [72]. Therefore, we attribute the abruptly changed contact friction in monolayer graphene to the creation of vacancies that requires long enough oxidation time (Fig.4.9e, f). Once adequate amount of vacancies is present, the graphene sheet
becomes more flexible to pucker, giving rise to the much larger frictional force measured.

4.4.4: Substrate-dependent oxidation resistance

Figure 4.10: Substrate dependent oxidation rate. Frictional force images of graphene on (a) SiO$_2$ (same as shown in Figure 4.7 b) and (b) SrTiO$_3$ after 38 s plasma treatment.

The observations presented above also prove the substrate-sensitive chemical inertness of graphene and the better oxidation resistance of bilayer graphene as predicted by first-principle calculations[167]. The diminishing height difference between monolayer and bilayer graphene upon slow oxidation as well as the clear friction contrast observed at $\tau_{OP} = 138$ s (Fig.4.7) show that, compared to graphene on SiO$_2$ substrate, graphene on graphene substrate (i.e. bilayer graphene) is much more difficult to oxidize [168]. Though exposure to short wavelength light after plasma treatment seemed capable of generating vacancies in both monolayer and bilayer graphene (Fig.4.9 g). In addition, we also found that vacancies are much easier to form in monolayer graphene transferred to SrTiO$_3$ substrate (Fig.4.10 b). For a $\tau_{OP}$ of 38 s, contact friction in monolayer graphene on SrTiO$_3$ increased significantly, producing a clear contrast with bilayer graphene. On the contrary, the same $\tau_{OP}$ produced almost no effects in friction for graphene on SiO$_2$ substrate (Fig 4.10 a). The reduced oxidation resistance in graphene on SrTiO$_3$ might be related to the strong orbital hybridization at the interface [169] that can facilitate the charge transfer to oxidative ions in the plasma.
4.4.5: Transport behaviors in the high contact friction state

**Figure 4.11:** Localization effect at high defect density (a) Temperature dependent carrier density and mobility measured in graphene at $\tau_{OP} = 138$ s. (b) Magnetoresistance measured at various temperatures. Black solid lines are original data and red dash lines are fitting using weak localization model as described by Eq.1. (c) Temperature dependence of the characteristic length $L^*$ extracted from the fitting. At higher temperatures $L^*$ is dominated by the phase coherence length $L_\phi \sim T^{-1/2}$. As $L_\phi$ increases at low temperatures, $L^*$ becomes more significantly affected by the temperature independent localization length $\xi$.

Although the defect density (>12.7%) accompanying the enhanced contact friction was very large, the electrical conduction of graphene at $\tau_{OP} = 138$ s remained ohmic. This is likely owing to the congregation of defects, which preserve nanometer-level pristine regions between defect islands. At this oxidation stage, the sheet resistance $R_s$ ($2.3 \hbar/e^2$) became larger than the resistance quantum $R_0 = \hbar/e^2$ even at room temperature. $R_s$ only weakly depended on the gate bias, and the temperature dependence of carrier density (Fig.4.11 a) was also weak; both are against bandgap opening. Therefore, it is still reasonable to analyze the electrical properties of the heavily oxidized sample within the framework of disordered graphene, where the resistance is affected by both diffusive scattering and quantum interferences. Due to the Dirac electron dispersion, semi-classical calculations predicted a maximum diffusive scattering
Based resistivity $R_{S-C}^{\text{max}} = \pi h / 4e^2$ for disordered graphene systems [170, 171]. Since $R_S$ was considerably larger than $R_{S-C}^{\text{max}}$, influences of quantum interference induced localization effect are not negligible even at room temperature. Additionally, since $R_S$ is also larger than $R_0$, the crossover from weak localization to strong localization need to be considered.

The strength of localization effects can be quantified by the ratio between phase decoherence length $L_\phi$ and localization length $\xi$. Magnetoresistance measurements were performed to characterize $L_\phi$ and $\xi$ in the heavily oxidized graphene. As shown in figure 4.11b, resistance peak at zero magnetic field was observed and became more pronounced as temperature decreases. We first compare such feature to typical weak localization model in graphene with equation (10) described on section 4.2; according to which

$$\Delta \sigma(B) = \frac{e^2}{\pi h} \left[ F \left( \frac{B}{B_\phi} \right) - F \left( \frac{B}{B_\phi + 2B_i} \right) - 2F \left( \frac{B}{B_\phi + B_i + B_s} \right) \right]$$

(4.14)

Fitting results based on equation (4.14) are shown in figure 4.11 b. It was found that the influences of the last two weak antilocalization terms are negligible. This was likely the result of the frequent defect facilitated intervalley scattering (i.e. large $\tau_{\text{e}}^{-1}$), which were also evidenced by the large $D$ and $D'$ peaks in the Raman spectrum. From $B_\phi$, a characteristic length $L^* = \sqrt{\hbar / 4eB_\phi}$ can be extracted. As shown in figure 4.11c, $L^*$ shows a $T^{-1/2}$ dependence at higher temperatures but gradually saturates below 30 K. Such behavior was also observed in semiconducting two-dimensional electron gas (2DEG) systems with sheet resistance between $R_0$ and $100R_0$ that undergo the transition from weak localization to strong localization [172]. In this regime, the characteristic length $L^*$ depends on both the phase coherence length $L_\phi$ and the localization length $\xi$:

$$\frac{1}{L^2} = \frac{1}{L_\phi^2} + \frac{1}{\xi^2}.$$  

When the carrier dephasing is dominated by electron-electron scattering, $L_\phi$ follows a $T^{-1/2}$ temperature dependence [173]. At higher temperatures when $\xi > L_\phi$, $L^*$ is approximately equal to $L_\phi$. 
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therefore also obey the same $T^{-1/2}$ dependence. As $L_e$ increases and eventually exceeds $\xi$ at low temperatures, the value of $L^*$ instead becomes dominated by the temperature invariant $\xi$.

As can be seen from figure 4.5 c, localization length $\xi$ at $\tau_{Op}=138$ s ($l_d \approx 4$ nm) is around 40 nm, which is consistent with the theoretical prediction based on similar average defect distances [170, 171, 174, 175].

4.5: Conclusions:

In conclusion, the contact friction in graphene can be significantly enhanced by the introduction of vacancies but is relatively insensitive to the adsorption of C-O based add-atoms and functional groups. Presence of vacancies can make the graphene sheet more flexible to pucker at the contact edge, which increases the contact area and thus leads to a larger contact friction. Modified graphene in the large friction state functions as a good electrical conductor, making it potentially useful in applications such as triboelectric devices. Additionally, bilayer graphene, showing much higher oxidation resistance than monolayer graphene, is expected to be a better choice in applications requiring high chemical stability.
Chapter 5

Conclusions and Future Work

The objectives of this research on graphene were to develop the polymer-free graphene transfer methods and understand the nano frictional behavior of monolayer and bilayer graphene for triboelectricity and energy harvesting. For this purpose, in this work we used chemical vapor deposition grown graphene samples on copper foils. In a regular graphene transfer process, a thin layer of poly-methyl methacrylate (PMMA), a supportive layer, is spin-coated onto the graphene surface, and metal below is etched away completely. Although regular transfer is a simple and widely used method, this method leaves polymer residues on the graphene surface. To address this issue, we developed an effective polymer-free and gold frame-assisted graphene transfer method. The resulting graphene was characterized by using atomic force microscopy (AFM), Raman and X-ray photon electron spectroscopy (XPS) measurements. Our results showed a clean, and crack-free graphene film having less wrinkles and with low sheet resistance.

The next important result is on the contact frictional force in oxidized monolayer and bilayer graphene transferred on SiO2. In order to produce gradual oxidation process, samples with transferred graphene were placed upside down on a glass slide inside the chamber of an oxygen plasma etcher. The greatly shield plasma exposure ensures good structural integrity in graphene even after plasma exposure duration longer than 2 minutes. Micro-scale tribological studies showed that introduction of defects in graphene increases friction. Also, chemical modifications of graphene by hydrogenation, fluorination, or oxidation results in 2, 6, and 7 times increase in friction, respectively. In contrast, our experimental results demonstrated that contact friction in monolayer graphene can be significantly enhanced by the introduction of vacancies but is relatively insensitive to the adsorption of C-O based add-atoms and functional groups. Presence of vacancies can make the graphene sheet more flexible to pucker at the contact edge, which increases the contact area and thus leads to a large contact friction. Modified monolayer graphene in the large friction state remained as a good electrical conductor, making it potentially useful in applications such as triboelectric devices.
Additionally, frictional force in bilayer graphene was observed to be less as compared to the monolayer graphene. In other words, bilayer graphene, showing much higher oxidation resistance than monolayer graphene, is expected to be a better choice in applications requiring high chemical stability and super solid lubricant. Success in tailoring the frictional properties of monolayer graphene by gradual oxidation process, has opened path to carry further research on graphene-based smart electric generators that can produce electricity in response to moisture, friction, pressure, and heat.

Experimentally, we observed negative magnetoresistance on the graphene oxide samples and the measured data fitted well with the weak localization model of graphene. Our experiments were performed at much lower temperature (~2K), but one can explore the temperature dependence of magnetoconductivity at high temperature and even at room temperature on the pristine graphene samples. In conventional 2D systems the quantum correction usually disappears at much lower temperatures, due to intensive electron-phonon scattering. In graphene, however electron -phonon scattering is expected to be weak, and thus it is interesting to search the quantum interference effect at high T. The negative magnetoresistance observed on the graphene samples having higher defect density and higher frictional state has suggested that the scattering process on the given samples is dominated by short-range scatterers (intervalley). This result has raised an additional question; how the magnetoconductivity evolves with increasing defect densities on the monolayer and bilayers graphene samples. Further studies are required to better understand the dependence of magnetoconductivity on the electronic density of graphene.

Understanding carrier scattering and low temperature conductivity of graphene is one of the fundamental but still debatable questions in physics. The effect of magnetic field on the electrons transport in graphene with various levels of impurities doping can be understood using magnetoconductivity or magneto-resistivity measurements. The difference in the negative and positive magnetoresistance is attributed to different types of scattering mechanisms in various samples. In recent years, graphene nano ribbons are of particular interest because they exhibit a conduction bandgap that arises due to size confinement and edge effect. Besides, theoretical studies have suggested that graphene nanoribbons could have interesting magneto-electronic properties, with a very large predicted magnetoresistance.
Graphene nanoribbons field-effect transistors with tunable magnetoresistance have been reported in the literature [179, 180] with the possibility of opening up exciting opportunity in magnetic sensing and a new generation of magneto-electronic devices.

The change in the resistivity as a function of magnetic field is usually small in metals, with $\frac{\Delta \rho}{\rho} \sim 0.1 \sim 1\% \ T^{-1}$. The reciprocal phenomena also exist i.e., a spin-polarized current flowing through a magnetic nanostructure can influence its magnetic state. Hence, magnetoresistance measurement might be one of the important parameters for spin-related studies and to characterize the junction of a two-layer structure consisting of a magnetic semiconductor and a nonmagnetic semiconductor. As an example, Lin et al. [181] fabricated MnSi/Si/MnSi heterostructures and performed two-terminal magnetoresistance measurements. In their two-terminal measurement, a bias voltage was applied across the axial heterostructure and resistance was measured as a function of magnetic field. They observed a small negative magnetoresistance at a low magnetic field and a moderately high bias voltage. This magnetoresistance was attributed to spin injection from ferromagnetic MnSi at one end of the heterostructure and spin detection by MnSi at the other end. On the other hand, semiconductor-ferromagnetic core/shell heterostructure may have potential applications in three-dimensional magnetic recording and data storage devices. Unlike two-dimensional magnetic recording in which magnetic moments align parallel to the film/substrate, it requires a heterostructure that behaves as a nano-bar magnet with a magnetization perpendicular to the substrate. Hyun et al. [182] fabricated the heterostructures of semiconducting GaAs-ferromagnetic Fe$_2$Si nanowires and characterized the magnetization of the individual nanowires by magnetic force microscopy. Despite the promising features from their studies, experimental studies along this direction are still at an initial stage.

There is no doubt that graphene has enormous potential as a future material, but at the present we faces may challenges in achieving industrial applications. The chemical vapor deposition (CVD) method is suitable for large-scale and low-cost synthesis of graphene, but damage free transfer technology is a difficult challenge. Direct growth of graphene on the desired substrates might be a reasonable solution in future but it is at an early stage of development at present. Furthermore, the ideal graphene does not have a band gap, which
impedes the development of the logic devices. Various attempts to create a band gap in graphene have been made from materials science and device sciences approaches and there is continue ongoing research and studies in this direction. At present graphene, and graphene-based hybrid nanostructures are appealing choices as novel materials for nanotechnology, biomedical engineering, and material science due to their tunable physical properties, high surface area, modified electronic and thermal properties. Since graphene is an inspiration for other 2D materials, system such as hexagonal boron nitride, Germanene, molybdenum disulphide, and different transition metal chalcogenides nanosheets are emerging as new and novel nanostructures for the next generation of materials in nanoscience and nanotechnology research. Focused research and development efforts are required for their industrial-scale applications. Therefore, these 2D materials present new challenges and opportunities in research and development for the material scientists.

A part of the descriptions and discussion of the results presented in this dissertation has appeared in the literature with details given below.
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