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ABSTRACT

Prediction of Tensile Behaviors of L-DED 316 Stainless Steel parts using Machine Learning

Israt Zarin Era

Directed energy deposition (DED) is a rising field in the arena of metal additive manufacturing and has extensive applications in aerospace, medical and rapid prototyping. The process parameters, such as laser power, scanning speed and specimen height, play a great deal in controlling and affecting the properties of DED fabricated parts. Nevertheless, both experimental and simulation methods have shown constraints and limited ability to generate accurate and efficient computational predictions on the correlations between the process parameters and the final part quality. In this work, a data driven machine learning model XGBoost has been built and applied to predict the tensile behaviors of the stainless steel 316 parts by DED with variation in process parameters i.e. laser power, scanning speed, layer height and energy density. For the validation purpose, molten pool temperature data has been provided to the model and it was able to predict the molten pool temperature successfully with a very high accuracy. After the tensile testing, the model was able to predict the tensile properties i.e. yield strength, elongation (%) and ultimate tensile strength of the fabricated parts with a limited size of training data and to compute the significance of the factors affecting the part quality. Performance of the model was then compared with ridge regression and XGBoost outperformed ridge regression.
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1. Introduction

1.1 Background and Motivation

The world is moving from Subtractive Manufacturing to the Additive Manufacturing popularly called 3D printing technology. It has been declared as the “third industrial revolution” by Economist magazine [April-2012], (Jyoti Mazumder, 2015). Additive manufacturing possesses a domininance over other conventional manufacturing processes, excelling in printing complex shapes avoiding different traditional processes, such as expensive tooling, dies, or casting molds. (Khairallah et. al, 2017). Our work focuses on one such type of AM process, known as directed energy deposition (DED). In DED systems, At the presence of inert gas, there are a strenuous heat source and a flow of raw material, both concentrating at a common focal point. The heat concentrated at a particular point melts the both the substrate and the powder creating melt pool around that spot. (Dass et. al, 2019). DED systems can be classified on basis of types of feeds and Energy Sources. According to feed type, there are two kinds of DED systems: Powder feed and Wire feed.

Extensive studies have been done on powder based DED system and it is the most used metal DED technique. DED process is able to print complete solid parts with highly controllable microstructures. This process can produce functionally graded components with different compositions along three axes. (Froes et al, 2019) The combined strength of DED processes enables it to be utilized to develop, repair, overhaul and modernize of new materials, improve the life of injection molding or die casting dies filling wear resistant alloys where there is high possibilities of high wear. (Gibson et al., 2015).

Recently, DED is getting popular for extensive usage in Aerospace, Defense, Automobile and Biomedical industries. (Froes et al., 2019). Despite the advantages of DED processes are prone to poor resolution and rough surface finish. It is difficult to attain an accuracy more than 0.25 mm and a surface roughness of less than 25 μm. (Gibson et al., 2015) Despite the advantages over other AM processes, DED process is prone to pores and cracks (Khanzadeh et al. 2019) which can compromise the quality of the final product. Entrapped gas, lack of fusion, rapid solidification and incomplete powder melting are identified as the possible causes of the defective microstructures (Shamsaei et al.,2015). Slower build speed is another limitation. Due to slower deposition rate, the build speed is lengthier. To achieve better accuracies, small beam sizes and rapid deposition rates are required. Rapid deposition rates result in degradation of resolution and surface finish. Variations in laser power and scan rate to achieve etter accuracies or deposition rates may also affect the microstructures of the depositedb components, and thus finding an optimum deposition condition requires tradeoffs between build speed, accuracy, and microstructure. (Gibson et al., 2015)
1.2 Problem statement

Evaluation of mechanical properties of printed parts have been proved to be befitting of understanding the relationship between the parameters and print quality of fabricated parts in previous studies (Zhang et al., 2017). Tensile strength is a fine indicator of mechanical behavior of a particular material. Tensile tests are used to determine how materials will behave under tension load and to verify that materials adhere to minimum strength and elongation requirements (Dass et al., 2019). The selection of process parameters is always critical to the quality of the manufactured product. Lots of efforts have been made on investigating the effects of processing parameters on output quality from experiential perspective. The tensile strength of printed parts is one of the quality-assuring mechanical properties which is dependent on the DED process parameters. To establish the correlation among the process parameters and mechanical properties, both experiment-based models and simulation modeling are prominently employed by the researchers. But both experiment-based and simulation-based models appear to have significant setbacks.

Over the period of numerous studies, machine learning algorithms have become the leading tools to use data driven predictive modeling. But the area of predicting tensile strength of L-DED specimens is still not well explored by ML users. The purpose of our work is to investigate and predict the correlation among tensile strength of the printed parts and the process parameters of Laser Based Directed Energy Deposition using machine learning. The goal is to address the challenges arising from both experimentation and modeling. The intended research will be able to impact the field of Additive Manufacturing by using Machine learning tools. The proposed ML model should be able to predict physical properties of the fabricated specimens of L-DED which can contribute to reduce process time, material wastes and expenses concerning them. Dependence on trial and error experimental methods can be lessened greatly and they can be replaced with predictive data-driven models for future validations.
2. Literature Review

2.1 Related Works:

An enriched literature is available on data driven models on various AM process parameters. **Zhang et. al, 2020** developed a data-driven predictive model using two machine learning algorithms i.e. extreme gradient boosting (XGBoost) and long short-term memory (LSTM) to estimate the melt pool temperature during DED with high accuracy. The same authors (2019) introduced a Data-Driven predictive modeling approach to estimate the tensile strength of polymers fabricated by the cooperative 3D printing process. The authors used Ensemble learning that combines multiple learning algorithms including Lasso, Support Vector Regression and XGBoost and compare the results with Ridge Regression. They claimed the ensemble learning method outperformed the linear regression mode. For instances, the RMSEs of the ensemble learning model are 3.627, 4.339, and 2.648, while the RMSEs of the linear regression model are 5.28, 4.19, and 4.76 when 50%, 70%, and 90% of the total data are used as training data respectively. **Wu et. al, 2019** presented an ensemble learning-based approach to surface roughness prediction in FFF processes. To improve computational efficiency and to avoid overfitting, a subset (40) of the features was selected using RF based on feature importance. The ensemble learning algorithm combined six different machine learning algorithms, including RF, AdaBoost, CART, SVR, RR, and RVFL network. The authors claimed the performance of the ensemble approach outperforms the individual base learners based on RMSE and RE. **Luke Scime et. al, 2019** and **Sarah J. Wolff et. al, 2019** worked on Inconel 718 material for flaw formation in Laser Based Powder Bed Fusion using BoW and SIFT method and experimentally validated prediction of thermal history and microhardness in DED process by a computational thermo-fluid dynamics (CtFD) model respectively. Both works demonstrated that the proposed inexpensive and well-tested computational frame works can generate a large amount of high-quality prediction data, including temperature field, velocity field, melt pool dimensions, dilution, heating and cooling rates, solidification parameters, and microhardness. **Li et. al, 2019** modeled the degradation and remaining useful life prediction of Aircraft Engines using particle swarm optimization (PSO) and sequential quadratic optimization (SQP) based Ensemble Learning which combines seven machine learning algorithms of different types, including RFs, Classification and Regression tree (CART), Recurrent Neural Networks (RNN), Autoregressive (AR) model, Adaptive network-based fuzzy inference system (ANFIS), Relevance vector machine (RVM), and Elastic net (EN). The authors claimed their model outperformed base learners significantly based on S-score, RE, and RMSE values.

**Fabrizia Caiazzo et. al, 2018** took a machine learning approach based on Artificial Neural Networks to find the correlation between the laser metal deposition process parameters and the output geometrical parameters of the deposited metal trace produced by laser direct metal deposition on 5-mm-thick 2024 aluminum alloy plates. **Mojtaba Khanzadeh et. al, 2018** performed porosity prediction method using morphological characteristics of the melt pool boundary by Supervised Learning using Decision Tree (DT), K-Nearest Neighbor (KNN), Support Vector Machine (SVM), Linear Discriminant Analysis (LDA), and Quadratic Discriminant
Analysis (QDA)). Dazhong Wu et. al, 2018 used RFs, SVR, RR, and LASSO to predict Surface roughness in fused deposition modelling. Recurrent Neural Network (RNN) is applied in prediction of thermal history in directed energy deposition processes by Mojtaba Mozaffar et. al, 2018. The authors mentioned considering that the accuracy of the model can be further improved by increasing training epochs and geometry types included in the database.

Wu et. al, 2017 also applied RF, ANN, SVR in order to perform Tool wear prediction. Batut et. al, 2017 performed temperature prediction in direct metal deposition by a numerical and an analytical model. A hybrid artificial neural network (ANN) with genetic algorithm approach (GA) is constructed to predict of tensile properties by Hayes et. al, 2017. Venkata Rao, 2016 executed optimization of fused deposition modeling process by teaching-learning-based optimization (TLBO) algorithm and non-dominated Sorting TLBO (NSTLBO) algorithm. Hansel et. al, 2016 applied Taguchi method to predict optimum deposition conditions of tensile strength of typical metal material by AM.

Onwubolu et. al, 2014 employed Finite Element Analysis Method for Fused Deposition Modelling Process. The process parameters and the experimental results were through a hybrid GMDH-GA system resulted predicted output, which found correlated very closely with the experimental values. Garg et. al, 2014 introduced an ensemble method of genetic programming (GP) and artificial neural network for formulating a model for predicting the wear strength of the FDM fabricated prototype. The results indicated that ensemble model have performed better than that of the standardized GP, which used to be performed by experts for optimizing the performance of the FDM process before. Cortez et. al, 2013 introduced Sensitivity analysis to open black box data mining models using Synthesized data and real- life scenarios. Benardos et. al, 2002 performed prediction of surface roughness using neural networks and Taguchi’s design of experiments.

### Table 1: Summary of Prediction Models using Machine learning on Additive Manufacturing

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Model Input</th>
<th>Model output</th>
<th>Material</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>XGBoost and LSTM Neural Network</td>
<td>• Power • Scanning Speed • Specimen Height</td>
<td>Molten Pool Temperature</td>
<td>Inconel 718</td>
<td>Zhang et. al (2020)</td>
</tr>
<tr>
<td>Ensemble learning with Lasso, SVR, and extreme</td>
<td>• Angle of incline • Overlapping length • Number of shells</td>
<td>Tensile Strength</td>
<td>Polylactide (PLA)</td>
<td>Zhang et. al (2019)</td>
</tr>
<tr>
<td>Method</td>
<td>Parameters</td>
<td>Properties</td>
<td>Material</td>
<td>Reference</td>
</tr>
<tr>
<td>------------------------------------------</td>
<td>----------------------------------------------------------------------------</td>
<td>------------------------------</td>
<td>-------------------</td>
<td>-------------------------</td>
</tr>
</tbody>
</table>
| **Gradient XGBoost**                     | • Powder feed rate  
• Laser Power  
• Scanning Speed  
• Laser Spot  
• Diameter  
• Carrier Gas | • Microstructure  
• Tensile Strength | Inconel 718         | Fu et. al (2016)  |
| **Microstructures and tensile properties** |                                                                             |                              |                   |                         |
| **Taguchi method**                       | • Laser Power  
• Feed Speed  
• Powder  
• Flow  
• Carrier Gas | • Tensile Strength  
• Yield Strength  
• Elongation | X2CrNiMo17-12-2  
Inconel 625 | Hansel et. al (2016)  |
| **Finite Element Analysis**              | • Layer Thickness  
• Part Orientation  
• Raster Angle  
• Raster Width  
• Air Gap | • Tensile Strength | ABS material        | Onwubolu et. al (2014) |
| **A hybrid artificial neural network (ANN) + genetic algorithm approach (GA)** | • AM- α+β stress relieved  
• AM- α+β HIP  
• AM- α+β annealed | • Yield Strength  
• Ultimate Tensile Strength | Ti-6Al-4V             | Hayes et. al (2017)  |
| **Ensemble Learning with RF, AdaBoost, (CART), (SVR), (RR), and (RVFL)** | • Layer Thickness  
• Extruder Temperature  
• Print Speed/Extrusion Speed | • Roughness | Polylactic Acid (PLA) | Wu et. al (2019)  |
| **Neural networks and Taguchi’s design of experiments** | • Feed Rate  
• Cutting Speed  
• Tool Wear  
• Cutting Fluid | • Surface Roughness | Series 2 Aluminum alloy | Benardos et. al (2002) |
<table>
<thead>
<tr>
<th>Method</th>
<th>Parameters</th>
<th>Response</th>
<th>Material/Condition</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>BoW and SIFT</td>
<td>Beam Power, Beam Velocity</td>
<td>In situ melt pool temperature</td>
<td>Inconel 718 material</td>
<td>Scime et. al (2019)</td>
</tr>
<tr>
<td>Computational thermo-fluid</td>
<td>Toolpath feature (based on the distance between the coaxial powder nozzle</td>
<td>Time of deposition, Closest distance to the</td>
<td>Stainless steel 316L</td>
<td>Mozaffar et. al (2018)</td>
</tr>
<tr>
<td>Computational thermo-fluid</td>
<td>Laser intensity, Laser state (on or off)</td>
<td>Melt Pool Temperature</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computational thermo-fluid</td>
<td>Toolpath feature (based on the distance between the coaxial powder nozzle</td>
<td>Layer thickness, Orientation, Raster Angle,</td>
<td>Wear strength.</td>
<td>Material not mentioned</td>
</tr>
<tr>
<td>Computational thermo-fluid</td>
<td>Raster width, Air gap</td>
<td></td>
<td></td>
<td>Garg et. al (2014)</td>
</tr>
<tr>
<td>RF, ANN, SVR</td>
<td>Cutting Force</td>
<td>Tool wear</td>
<td>High-speed steel and stainless steel</td>
<td>Wu et. al (2017)</td>
</tr>
<tr>
<td>Study Title</td>
<td>Variables</td>
<td>Outcome</td>
<td>Authors (Year)</td>
<td></td>
</tr>
<tr>
<td>----------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------</td>
<td>------------------------------</td>
<td></td>
</tr>
<tr>
<td>Optimization of fused deposition modeling process</td>
<td>• Layer Thickness Orientation • Raster Angle • Raster Width • Air Gap</td>
<td>Wear</td>
<td>Acrylonitrile butadiene styrene (ABS P400)</td>
<td>Rao (2016)</td>
</tr>
<tr>
<td>Artificial Neural Network</td>
<td>• Laser Power • Scanning Speed • Powder Feeding Rate</td>
<td>Width • Depth • Height</td>
<td>2024 Al Alloy</td>
<td>Caiazzo et. al (2018)</td>
</tr>
<tr>
<td>Degradation and Remaining Useful Life Prediction of Aircraft Engines Using Ensemble Learning</td>
<td>• RFs algorithm is used to select the most important variables</td>
<td>Degradation process due to wear • RUL (Remaining Useful Life)</td>
<td>High Pressure Compressor and Fan Module (material is not particularly mentioned)</td>
<td>Li et. al (2019)</td>
</tr>
<tr>
<td>Experimentation on Effects of Melt Pool Variables</td>
<td>Powder Flow Rate</td>
<td>Mean Surface Distribution • Mean Surface Roughness • Length of melt pool • Depth of melt pool • Area of melt pool</td>
<td>Inconel 718 powder on Ti-6Al-4V</td>
<td>Shah et. al (2010)</td>
</tr>
</tbody>
</table>
Supervised learning using KNearest Neighbors (KNN), Support Vector Machine (SVM), Decision Tree (DT) and Discriminant Analysis (DA).

<table>
<thead>
<tr>
<th>Features obtained via functional principal component analysis (FPCA)</th>
<th>Porosity</th>
<th>Ti-6Al-4V</th>
<th>Khanzadeh et. al (2018)</th>
</tr>
</thead>
</table>

| XGBoost Algorithm
| Number of Threads
| Number of Training Example
| Number of Machines | Time per Tree | Not Applicable | Chen et al (2016) |

| Sensitivity analysis to open black box data mining models
| Synthetic data
| Real-life data on bank direct marketing and white wine quality | Classification | Not applicable | Cortez et. al (2013) |

### 2.2 Research Gap

Limitations of most of the existing data driven prediction methods lie in the high cost associate with the process, longer process time and elaborated size of data. On the other hand, outputs from the visual and simulation-based models can be far from the actual yields because they are often incapable of taking account the uncertainty that results from material variation or process parameters. Supervised models, on the contrary, are independent of design of experiment or the geometry of the specimens. This learning technique can be constructively used on the available data of any kind.

Though Finite Element Analysis (FEA) has been employed to model the mechanical behavior of printed parts, it is difficult to model the relationship between the parameters and mechanical behavior by using it. The advantage of FEA is that it can use cohesive elements to model bonded interfaces, but it is difficult to determine the boundary conditions at the bonded interface between
the objects printed in DED process for FEA (Garg et. al, 2016). In the past decade Genetic Algorithms and Finite Element Analysis models have been popular choices to serve the purpose. Physics-based hybrid models combining Artificial Neural Network with Genetic Algorithm (Hayes et. al, 2017) with predictive capabilities were generated to predict mechanical properties of printed parts but these models faced difficulties to accomplish better prediction. Though lot of efforts have been made in building data driven predictive models to predict the mechanical behavior of printed parts of different AM processes, very few studies have been made on predictions of tensile behavior of DED fabricated parts.

2.3 Challenges and Proposed Solution:

Model selection is the most challenging part of this study. From the literature we found through the evaluation of predictive models, Neural Networks along with other machine learning algorithms like Ridge Regression, Random Forests, AdaBoost, Support Vector Regression, Lasso, Gradient Boosting performed very well and provided satisfactory results. To improve the prediction accuracy to the extreme extent, researchers is now drawn to develop and execute high performance machine learning methods which brings us to XGBoost (Extreme Gradient Boosting) method. It has turned into a state-of-art prediction method and a very popular choice of data scientists of this age. Speed and model performance enhancement are the chief concern while developing XGBoost. (Chen et. al, 2016). It supports three kinds of gradient boosting namely Gradient Boosting, Regularized Gradient Boosting, and Stochastic Gradient Boosting as the features of the scikit-learn. xGBoost is capable of supporting different range of computations with wide range of parameters with various size of the data set. While neural networks are proven to be capable of proving the best accuracy while predicting, they require a huge size of data set to function properly. On the other hand, XGBoost can provide satisfactory results with tabular or even comparatively smaller size of data. (Shwartz-Ziv et. al, 2021) According to the authors, on the same data set XGBoost outperformed deep learning algorithm 1D Convulational neural network, TabNet, DNF-Net and NODE.

XGBoost already has been used to perform data driven prediction modeling in a variety of additive manufacturing processes. The computational efficiency of XGBoost is compared to other machine learning algorithms is much higher (Zhang et. al, 2020). The authors observed that LSTM Neural Network runs 400 times slower than XGBoost. It performed extraordinarily well predicting tensile strength of the parts fabricated by cooperative 3D printing compared to SVR (Wu et. al, 2017). It is evident from the literature that this high-performance machine learning algorithm is yet to be used in prognosis of mechanical properties of Direct Energy Deposition process which inspired us to employ XGBoost to predict the effects of processing parameters on tensile behavior of parts fabricated by Laser based Direct Energy Deposition (L-DED).

The difficulties we faced during modeling are data preprocessing and Hyperparameter tuning. Special measures were taken in data preparation. The model was validated using the molten pool temperature data against time indices, layer indices, scanning speed, laser power and the height of the specimens. The hyperparameter, number of trees, shrinking rate, observation nodes, depth of trees are required to be tuned accordingly to get a better outcome. Design of experiment of the
manufacturing phase was the most challenging part. To determine the number of layers for a particular recipe regarding the scanning speed and laser power to have a standard height of the specimen and to protect the deposition head in the deferential motion proved to be daunting as well.
3. **Methodology**

This study includes two major phases—**Experimentation Phase** includes the design of the specimen, fabrication, strength testing and data collection and **Predictive Modeling Phase** in which the ML model is trained by the training data and then the prediction is compared with the test data to compare the accuracy of the prediction.

3.1 **Predictive Modeling:**

3.1.1 **Extreme Gradient Boosting (XGBoost)**

Extreme gradient boosting (XGBoost) is widely recognized machine learning algorithm and a very popular choice of data scientists. Developed by *Chen et. al, 2016*, this is an open source package. This ML algorithm is suitable for data mining challenges and also for tabular data type. XGBoost is faster than almost all other algorithms. The concept is descended from supervised learning technique with combination of Gradient boosting and Gradient Descent. Gradient descent is an iterative optimization algorithm suitable for function with several variables. The technique of gradient descent is to start with initial weights and over several iteration reach the local minima by updating the weights over and over. On the other hand, boosting involves sequential ensemble of learners. It consists of a cost function which finds the minimum value. It’s desired to maintain a minimum gap between the predicted and real values and in order to do that the weights are required to help the cost function to reach its local minima. It’s evident that, with error records, the weights are trained well and they can assist to reach the minimum value.

Gradient Boosting is a supervised learning following the principle of Gradient Descent and Boosting. Gradient Boosted Models (GBM’s) are trees built sequentially. In GBM’s, the weighted sum of multiple models is taken. It combines a set of weak learners and delivers improved prediction accuracy (*Feng et. al, 2018*). It is called gradient boosting because it uses a gradient descent algorithm to minimize the loss when adding new models. Decision trees are regarded as the weak learner in gradient boosting. Regression trees measure the gain from the loss function calculated from output for splits and sum up all the output following the similar procedure. Subsequent model’s outputs are added in order to correct the residuals in the predictions which will be followed by the predecessor model. Each new model uses gradient descent optimization to update corrections to the weights.

The concept of boosting is to add new model to the ensemble. (*Natekine et. al, 2013*) After each iteration, a weak learner is added to the ensemble with the weights added from the error of the previous learner added to the model. From the mistakes/errors of the previous model, the weak learners are trained to improve the performance of the ensemble learner to be function as a single strong learner.

The purpose of building XGBoost is to aggregate all the computational advantages of boosting. XGBoost is an advanced implementation of GBM. GBM’s build trees in series, but XGBoost built them parallel; making it faster than other ML algorithms.
XGBoost dominates structured or tabular datasets on classification and regression predictive modeling problems. This approach supports both regression and classification predictive modeling problems. Gradient boosting involves three basic elements (Brownlee, 2018):
1. A loss function.
2. A weak learner
3. An additive model.

3.1.1.1 XGBoost Mechanism

Tree Building: The main concept of the tree building is to predict the residuals from the prediction and test data. At every iteration, a new tree is built and then the residuals are recomputed. This process keeps going until the model can fit the data well. A tree in XGBoost with a total of $J$ leaves. (Zhang et. al, 2020).

$$T(x; \Theta) = \sum_{j=1}^{f} y_j I(x \in R_j)$$

with parameters $\Theta = \{R_j, y_j\}_1^J$ where $y_j$ is the constant assigned to the disjoint region $R_j$. The boosted tree model can be expressed by the sum of all trees

$$f_M(x) = \sum_{m=1}^{M} T(x; \Theta_m)$$

Loss Function: where $M$ represents the number of trees. In the forward stagewise procedure the objective function that needs to be optimized at each step is

$$obj_m = \sum_{i=1}^{n} L(y_i, f_{m-1}(x_i) + \nu \cdot T(x_i; \Theta_m)) + \varepsilon \cdot J + \frac{1}{2} \lambda \cdot \sum_{j=1}^{J} y_{jm}^2$$

where $\nu$ is the shrinkage factor while $\varepsilon$ and $\lambda$ are the regularization parameters to reduce the overfitting. The first part of the objective function, $\sum_{i=1}^{n} L(y_i, f_{m-1}(x_i) + \nu \cdot T(x_i; \Theta_m))$ measures the loss for using $f_m(x_i)$ to predict $y_i$. The prediction $f_m(x_i)$ in XGBoost is combined by the prediction from previous trees $f_{m-1}(x_i)$ and the scaled approximation from the $m$-th tree $\nu \cdot T(x; \Theta_m)$. The second part of the objective function, $\varepsilon \cdot J + \frac{1}{2} \lambda \cdot \sum_{j=1}^{J} y_{jm}^2$ defines the complexity of the tree $T(x; \Theta_m)$.

Split: XGBoost trees use binary splitting. And the split point selection starts with searching the point where the gain is maximum. During the tree pruning process, a gain function is calculated with

$$Gain = \frac{1}{2} \left[ \frac{G_L^2}{H_L + \lambda} + \frac{G_R^2}{H_R + \lambda} - \frac{(G_L + G_R)^2}{H_L + H_R + \lambda} \right] - \gamma$$

where $G_L, H_L, G_R$ and $H_R$ represent the sum of $g_l$ and $h_l$ at the left and right branch after splitting, respectively. $g_l$ and $h_l$ are the first and second derivatives of $L(y_i, f_{m-1}(x_i))$. To make the
optimal split at each node, the branch with the maximum value of gain is selected. $\gamma$ is a constant assigned as a tuning factor. The unique features of using second order Taylor expansions in the loss function and emphasizing the regularization terms in the objective function make XGBoost powerful and efficient in handling different modeling tasks. (Zhang et. al, 2020)

**Pruning**: XGBoost performs an optional function called Pruning after the tree models are built. Pruning starts from the bottom with the leaves and then moves up to the root node. The purpose of this movement is to check if the gain function at each node is smaller or larger than the $\gamma$ value. If the gain value is smaller than the $\gamma$ value, then the pruner cuts the node and reach for the next one. If the gain value is higher than the $\gamma$ value, the pruner leaves the whole parent node without checking any further.

### 3.1.2 Model Architecture:

The overall parameters have been divided into 3 categories by XGBoost creators. (Maladkar, 2018) They are:

1. **General Parameters**: Guide the overall functioning
2. **Booster Parameters**: Guide the individual booster (tree/regression) at each step
3. **Learning Task Parameters**: Guide the optimization performed

**Regularization**: This belongs mainly to the learning task parameters. Regularization is a weight control technique which is required to control the overfitting of the data in a model. The regularization parameters exist in XGBoost are:

- **L2 regularization, $\lambda$**: This is a constant added to the second part of the loss function. It helps to control the size of the weights and selection of the split point.
- **L1 regularization, $\alpha$**: Similar to L2 regularization, function of L1 function is also to act on the weight control of the model.
- **Learning rate, $\epsilon$**: This is also a constant less than 1 which is multiplied to the number of leaves $J$ to slow down the speed of the model to fit a data and controls overfitting.

**Pruning**: As mentioned before pruning occurs as an optional function of XGBoost. It belongs to the booster parameters class.

**Gamma $\gamma$**: A fixed constant as a threshold value to be used in improvement of the gain function. It helps to decide the pruning. And also split points depend on the $\gamma$ value.

**min_child_weight**: This is the minimum value of the second derivative at a child node to be able to participate in the splitting.

**max_depth**: This is actually the maximum depth a tree can grow. This plays as a hard stop to halt the tree building process.

**Early stopping**: Early stopping is not set during the model initialization rather it is set during the training. This helps the model to select number of estimators during the hyperparameter tuning.
Hyperparameters: Hyperparameters are not related to data rather they are the set of configurations which assist the model to fit the certain kind of data or problem. Typically, a hyperparameters has predictable effects on the model but still it’s the most challenging part during building a model. Therefore, we need to search for the best set of hyperparameters for the model to be able to predict better. This is called hyperparameter optimization, hyperparameter tuning, or hyperparameter search. Hyperparameters are not the model parameters and it is not possible to find the best set just from the training data. (Maladkar, 2018)

A range of different optimization algorithms can be used. The two most popular techniques are Grid Search and Random Search.

Grid Search: Grid search is a technique which is designed to find the right set of the hyperparameters for the data set in a manner that it considers and employ every set of values in the grid one by one. Each set of parameters is taken into consideration and the accuracy is noted. Once all the combinations are evaluated, the model with the set of parameters which give the top accuracy is considered to be the best. The cons of this technique are it takes an incredible amount of time to compute the best result and it use up a lot of spaces of the core. (Maladkar, 2018)

Random Search: Random search is a technique which select the hyperparameters randomly form the set. This methodology chose random combinations of the hyperparameters are used to find the best solution for the built model. It is similar to grid search, but it is able to determine the optimized set of the hyperparameters better than grid search. The limitation of random search is that it yields high variance during performing due to random selection of parameters compare to the grid search. (Maladkar, 2018)

The hyperparameter set is selected based on the available literatures and experimentations bellow:

Table 2: Summary of Architecture of the model

<table>
<thead>
<tr>
<th>Language</th>
<th>Python 3.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Environment</td>
<td>Conda</td>
</tr>
<tr>
<td>Library</td>
<td>Scikit Learn</td>
</tr>
<tr>
<td>Model</td>
<td>XGRegressor</td>
</tr>
<tr>
<td>Hyperparameters Tuning</td>
<td>RandomizedSearchcv</td>
</tr>
<tr>
<td>n_estimators</td>
<td>500, 1000, 2000</td>
</tr>
<tr>
<td>Max_depth</td>
<td>4,5,6</td>
</tr>
<tr>
<td>Min_child_weight</td>
<td>1,2,3,</td>
</tr>
<tr>
<td>Learning Rate</td>
<td>0.1, 0.01</td>
</tr>
<tr>
<td>n_iter</td>
<td>2,3,6</td>
</tr>
</tbody>
</table>
The flow chart of how XGBoost works from beginning to performance evaluation.

![Flowchart of XGBoost](image)

The modeling can be divided into two main phases. First the training phase where the data is loaded to model. Then the chief concern is to tune the hyperparameters according to the data and the problem type. The n number of trees or models are built where the objective values being minimized, the residuals are computed consequent and weight is given to the errors of the previous models for the new model to learn. This is how the training phase is completed. Then at the beginning of the testing phase, the test data is either selected by the user or model picks them using different split functions. The learning experience is applied to the test data to fit the best set of the results. When the final prediction is completed, the prediction evaluation is calculated to check the performance accuracy of the model. In our work, first in case of melt pool data, we have selected the test data but later for the tensile testing, the split function is used to separate test data from the training data.

3.1.3 Model Validation

3.1.3.1 Data Preprocessing

For validating the model, we have used the data provided by Dr. Liu from Zhang et. al, 2020, a collaboration work of Dr. Liu with Ziyang Zhang. Data preprocessing is one of the most critical part of the modeling. The experimental setup in Zhang et. al, 2020 is thin walled Inconel 718 specimens with eight layers were fabricated under different experimental conditions. A total of twenty-five sets of molten pool temperature data were collected with a full experiment design. Each data set records the molten pool temperature of eight layers and for data preprocessing, the measured temperature data during dwell time was removed for all 25 experiments.
Table 3: Design of experiment of molten pool temperature

<table>
<thead>
<tr>
<th>Experiments No.</th>
<th>Laser power (W)</th>
<th>Scanning speed (mm/s)</th>
<th>Height (mm)</th>
<th>Ave. Height (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>250</td>
<td>11</td>
<td>1.54</td>
<td>1.53</td>
</tr>
<tr>
<td>2</td>
<td>275</td>
<td>11</td>
<td>1.57</td>
<td>1.34</td>
</tr>
<tr>
<td>3</td>
<td>300</td>
<td>11</td>
<td>1.83</td>
<td>1.90</td>
</tr>
<tr>
<td>4</td>
<td>250</td>
<td>9</td>
<td>1.95</td>
<td>1.96</td>
</tr>
<tr>
<td>5</td>
<td>325</td>
<td>11</td>
<td>1.74</td>
<td>1.66</td>
</tr>
<tr>
<td>6</td>
<td>275</td>
<td>9</td>
<td>1.64</td>
<td>1.79</td>
</tr>
<tr>
<td>7</td>
<td>350</td>
<td>11</td>
<td>1.71</td>
<td>1.81</td>
</tr>
<tr>
<td>8</td>
<td>300</td>
<td>9</td>
<td>2.23</td>
<td>2.24</td>
</tr>
<tr>
<td>9</td>
<td>250</td>
<td>7</td>
<td>3.01</td>
<td>3.06</td>
</tr>
<tr>
<td>10</td>
<td>325</td>
<td>9</td>
<td>2.37</td>
<td>2.40</td>
</tr>
<tr>
<td>11</td>
<td>350</td>
<td>9</td>
<td>2.48</td>
<td>2.61</td>
</tr>
<tr>
<td>12</td>
<td>275</td>
<td>7</td>
<td>2.73</td>
<td>2.84</td>
</tr>
<tr>
<td>13</td>
<td>300</td>
<td>7</td>
<td>3.07</td>
<td>3.06</td>
</tr>
<tr>
<td>14</td>
<td>325</td>
<td>7</td>
<td>3.22</td>
<td>3.27</td>
</tr>
<tr>
<td>15</td>
<td>250</td>
<td>5</td>
<td>4.37</td>
<td>4.70</td>
</tr>
<tr>
<td>16</td>
<td>350</td>
<td>7</td>
<td>2.56</td>
<td>2.58</td>
</tr>
<tr>
<td>17</td>
<td>275</td>
<td>5</td>
<td>4.38</td>
<td>4.39</td>
</tr>
<tr>
<td>18</td>
<td>300</td>
<td>5</td>
<td>4.37</td>
<td>4.08</td>
</tr>
<tr>
<td>19</td>
<td>325</td>
<td>5</td>
<td>3.95</td>
<td>3.94</td>
</tr>
<tr>
<td>20</td>
<td>350</td>
<td>5</td>
<td>3.48</td>
<td>3.47</td>
</tr>
<tr>
<td>21</td>
<td>250</td>
<td>3</td>
<td>5.42</td>
<td>5.48</td>
</tr>
<tr>
<td>22</td>
<td>275</td>
<td>3</td>
<td>5.16</td>
<td>5.25</td>
</tr>
<tr>
<td>23</td>
<td>300</td>
<td>3</td>
<td>4.83</td>
<td>5.01</td>
</tr>
<tr>
<td>24</td>
<td>325</td>
<td>3</td>
<td>5.14</td>
<td>5.25</td>
</tr>
<tr>
<td>25</td>
<td>350</td>
<td>3</td>
<td>5.03</td>
<td>4.86</td>
</tr>
</tbody>
</table>
Figure 2: The molten pool temperature of Experiment 1 (laser power: 250 W, scanning speed: 11 mm/s)

Dwell temperature data is removed from the data set as noises in Figure 3. They are function of only time indexing. During dwelling the laser is off, so there is no heating. The dwell temperature ranged from very lower than the molten pool temperature. The final data of the experiment 1 is below:

Figure 3: Molten pool temperature of eight layers of the specimen of experiment 1 after removing the dwelling temperature data.
Each layer contains on average 50 to 100 data of time indexing. Layer indexing is also included for every temperature point. The three most affecting parameters Laser Power, Scanning Speed and Specimen Heights (Zhang et al., 2020) which have direct impact on the molten pool temperature are assigned along with a particular experiment. Four cases are constructed where in each one, only one random experiment data is assigned for testing and rest twenty-four served for the training.

Table 4. Training and test data sizes for different cases

<table>
<thead>
<tr>
<th>Cases</th>
<th>Training data</th>
<th>Test data</th>
<th>Laser power of test data</th>
<th>Scanning speed of test data</th>
<th>Training data size</th>
<th>Test data size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td># 2-25</td>
<td># 1</td>
<td>250 W</td>
<td>11 mm/s</td>
<td>17167</td>
<td>361</td>
</tr>
<tr>
<td>Case 2</td>
<td># 1-6, 8-25</td>
<td># 7</td>
<td>350 W</td>
<td>11 mm/s</td>
<td>17162</td>
<td>367</td>
</tr>
<tr>
<td>Case 3</td>
<td># 1-20, 22-25</td>
<td># 21</td>
<td>250 W</td>
<td>3 mm/s</td>
<td>16200</td>
<td>1328</td>
</tr>
<tr>
<td>Case 4</td>
<td># 1-24</td>
<td># 25</td>
<td>350 W</td>
<td>3 mm/s</td>
<td>16199</td>
<td>1329</td>
</tr>
</tbody>
</table>

3.1.4 Results of the model:

The four cases were plotted to demonstrate the accuracy of the prediction of the model. The prediction evaluation was done by measuring the Root mean square error (RMSE) value.

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (\hat{Y}_i - Y_i)^2}{n}}
\]  

(5)

\(Y_i\) and \(\hat{Y}_i\) denote the observed value and predicted value respectively. The RMSE is smaller when the prediction is closer to real values and higher values mean the model failed to predict closely. Compared to the very recent work of Zhang et al., 2020 on the very same data set with XGBoost, the results are shown into the table.

Table 5 Comparison of RMSE’s

<table>
<thead>
<tr>
<th>#Cases</th>
<th>Training Data</th>
<th>Testing data</th>
<th>RMSE</th>
<th>RMSE (Zhang et. al, 2020)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td># 2-25</td>
<td># 1</td>
<td>94</td>
<td>96</td>
</tr>
<tr>
<td>Case 2</td>
<td># 1-6, 8-25</td>
<td># 7</td>
<td>35</td>
<td>25</td>
</tr>
<tr>
<td>Case 3</td>
<td># 1-20, 22-25</td>
<td># 21</td>
<td>43</td>
<td>43</td>
</tr>
<tr>
<td>Case 4</td>
<td># 1-24</td>
<td># 25</td>
<td>30</td>
<td>24</td>
</tr>
</tbody>
</table>

The reasons of deviation from the results of Zhang et al. 2020, the data set was prepared separately. Removal of the dwelling temperatures might differ in both data sets. And the hyperparameter tuning was different in both works.
Figure 4: Predicted and observed molten pool temperature of experiment 1 (laser power: 250 W, scanning speed: 11 mm/s)

Figure 5: Predicted and observed molten pool temperature of experiment 7 (laser power: 350 W, scanning speed: 7 mm/s)
Figure 6: Predicted and observed molten pool temperature of experiment 21 (laser power: 250 W, scanning speed: 3 mm/s)

Figure 7: Predicted and observed molten pool temperature of experiment 25 (laser power: 350 W, scanning speed: 3 mm/s)
3.2 Data Collection

3.2.1 Material Selection

316 Stainless Steel (UNS S31600) are molybdenum bearing austenitic stainless steel which is better wear resistant than other stainless steel. This alloy is better with high creep, higher tensile strength properties and widely used for durable and high stress situations. (Montemor et. al, 1999)

Table 6: Chemical composition of 316 stainless steel

<p>| | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>Mn</td>
<td>Si</td>
<td>Cr</td>
<td>Ni</td>
<td>Mb</td>
<td>P</td>
<td>S</td>
<td>N</td>
</tr>
<tr>
<td>0.08</td>
<td>2</td>
<td>0.75</td>
<td>16</td>
<td>10</td>
<td>2</td>
<td>0.045</td>
<td>0.03</td>
<td>0.1</td>
</tr>
</tbody>
</table>

3.2.2 Specimen Design

Dog bone specimens are a common design for tensile strength test. According to the ASTM standard, the total length of the dog bone specimen should be 165 mm, width 19 mm and the thickness 3.2 mm. (ASTM52900-15) In our work, the standard dimensions are scaled down to half: length 82.5 mm, width 9.50 mm but keeping the height 3 mm to avoid laborious printing time and powder waste. There are 5 layers and height of each layer is 0.54 mm. Though 316 Stainless Steel is selected for the powder material, low carbon steel is used as substrate.

![Figure 8: Final design of Dog bone specimen](image)

3.2.3 Design of Experiment:

Total 25 dog bone specimens are printed on low carbon steel, plain and rectangular substrate using 25 different recipes. There are 5 groups based on 5 different scanning speeds. The design of experiment is shown in the table below. Powder feed rate, laser spot diameter, nozzle gas, shield gas and carrier gas supply rate were constant for all the experiments. From these 25 Dog bones with 5 layers, each sample will be cut from the original one so that we finally can have each specimen per recipe. Total cycle time per specimen is on average 13 minutes.
<table>
<thead>
<tr>
<th>Process parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser Power (W)</td>
<td>600,700,800,900,1000</td>
</tr>
<tr>
<td>Scanning Speed (mm/s)</td>
<td>8,9,10,11,12</td>
</tr>
<tr>
<td>Powder Feed Rate (g/mm)</td>
<td>5</td>
</tr>
<tr>
<td>Laser Spot Diameter, (mm)</td>
<td>2</td>
</tr>
<tr>
<td>Nozzle Gas (L/min)</td>
<td>9</td>
</tr>
<tr>
<td>Shield Gas (L/mm)</td>
<td>12</td>
</tr>
<tr>
<td>Carrier Gas (L.mm)</td>
<td>5</td>
</tr>
<tr>
<td>Hatch Space (mm)</td>
<td>0.54</td>
</tr>
</tbody>
</table>

Table 8: Design of Experiment with groups of parameters

<table>
<thead>
<tr>
<th>Group No</th>
<th>Laser Power (W)</th>
<th>Scanning Speed (mm/s)</th>
<th>Layer Height (mm)</th>
<th>Energy Density (J/mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>600</td>
<td>8</td>
<td>1.51</td>
<td>18.8</td>
</tr>
<tr>
<td>1</td>
<td>700</td>
<td>8</td>
<td>1.52</td>
<td>21.9</td>
</tr>
<tr>
<td>1</td>
<td>800</td>
<td>8</td>
<td>1.75</td>
<td>25.0</td>
</tr>
<tr>
<td>1</td>
<td>900</td>
<td>8</td>
<td>1.8</td>
<td>28.1</td>
</tr>
<tr>
<td>1</td>
<td>1000</td>
<td>8</td>
<td>1.75</td>
<td>31.3</td>
</tr>
<tr>
<td>2</td>
<td>600</td>
<td>9</td>
<td>1.32</td>
<td>16.7</td>
</tr>
<tr>
<td>2</td>
<td>700</td>
<td>9</td>
<td>1.47</td>
<td>19.4</td>
</tr>
<tr>
<td>2</td>
<td>800</td>
<td>9</td>
<td>1.34</td>
<td>22.2</td>
</tr>
<tr>
<td>2</td>
<td>900</td>
<td>9</td>
<td>1.37</td>
<td>25.0</td>
</tr>
<tr>
<td>2</td>
<td>1000</td>
<td>9</td>
<td>1.35</td>
<td>27.8</td>
</tr>
<tr>
<td>3</td>
<td>600</td>
<td>10</td>
<td>0.79</td>
<td>15.0</td>
</tr>
<tr>
<td>3</td>
<td>700</td>
<td>10</td>
<td>1.71</td>
<td>17.5</td>
</tr>
<tr>
<td>3</td>
<td>800</td>
<td>10</td>
<td>1.7</td>
<td>20.0</td>
</tr>
<tr>
<td>3</td>
<td>900</td>
<td>10</td>
<td>1.77</td>
<td>22.5</td>
</tr>
<tr>
<td>3</td>
<td>1000</td>
<td>10</td>
<td>1.83</td>
<td>25.0</td>
</tr>
<tr>
<td>4</td>
<td>600</td>
<td>11</td>
<td>1.38</td>
<td>13.6</td>
</tr>
<tr>
<td>4</td>
<td>700</td>
<td>11</td>
<td>1.41</td>
<td>15.9</td>
</tr>
<tr>
<td>4</td>
<td>800</td>
<td>11</td>
<td>1.49</td>
<td>18.2</td>
</tr>
<tr>
<td>4</td>
<td>900</td>
<td>11</td>
<td>1.62</td>
<td>20.5</td>
</tr>
<tr>
<td>4</td>
<td>1000</td>
<td>11</td>
<td>1.73</td>
<td>22.7</td>
</tr>
<tr>
<td>5</td>
<td>600</td>
<td>12</td>
<td>1.27</td>
<td>12.5</td>
</tr>
<tr>
<td>5</td>
<td>700</td>
<td>12</td>
<td>1.42</td>
<td>14.6</td>
</tr>
<tr>
<td>5</td>
<td>800</td>
<td>12</td>
<td>1.51</td>
<td>16.7</td>
</tr>
<tr>
<td>5</td>
<td>900</td>
<td>12</td>
<td>1.54</td>
<td>18.8</td>
</tr>
<tr>
<td>5</td>
<td>1000</td>
<td>12</td>
<td>1.37</td>
<td>20.8</td>
</tr>
</tbody>
</table>
3.2.4 **Experiment Setup**

Materials tensile behaviors, such as ultimate tensile strength, elongation, yield strength, is collected from the tensile test experiments. Dog bone specimen preparation and testing consisted of three stages-

1. Dog bone specimen fabrication with DED
2. EDM of the specimen
3. Tensile test

3.2.4.1 **Dog bone specimen fabrication with DED:**

The most common type of DED system is a powder-based laser deposition system optimized for metals. In Laser based DED, a deposition head is utilized to deposit material onto the substrate. A deposition head consists of laser optics, powder nozzles, inert gas tubing. The substrate can be either a flat one on which a new part will be fabricated or an existing part on which additional geometry can be added. There is a relative differential motion between the substrate and deposition head to control the deposition.

![Figure 9: Schematic diagram of AMBIT™ laser based Directed Energy Deposition Hybrid System](image)

The AMBIT™ core L-DED machine shown in the figure is consisted of an inert gas supply, a system chamber including the X-Y axes motion table, the deposition head and the lens system, powder hoppers, AMBIT core, operator control, a chiller and a fume extractor. Inert gas is supplied to the system’s chamber to the deposition head, AMBIT core controls the laser power, powder
delivery, cooling down cycle with the fume extraction and operator control. Using operator control the deferential motion between the motion table and the deposition head is monitored.

The G code is generated by Autodesk Fusion 360. In DED, a subsequent layer is typically deposited in a different orientation than the previous layer. Common scan patterns from layer to layer are usually multiples of 30°, 45°, and 90°. (Gibson et. al, 2015)

Layer orientations can also be randomized between layers. In our setup, the first and fifth layers are at 0°, second layer at 45°, third layer at 135°, fourth layer at 45°. They are exhibited in table 9. The orientation variation from layer to layer eliminates preferential grain growth, which otherwise makes the properties anisotropic and reduces residual stresses. (Gibson et. al, 2015)

### Table 9: Infill Structure of Each layer

<table>
<thead>
<tr>
<th>Layers #</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infill Structure</td>
<td><img src="image1.png" alt="Image of infill structure" /></td>
<td><img src="image2.png" alt="Image of infill structure" /></td>
<td><img src="image3.png" alt="Image of infill structure" /></td>
<td><img src="image4.png" alt="Image of infill structure" /></td>
<td><img src="image5.png" alt="Image of infill structure" /></td>
</tr>
</tbody>
</table>

*Figure 10: 3D printed 316 SS Dog bone specimens by L-DED process.*
3.2.4.2 **EDM of the dog bone parts:**

We have employed electric discharge machining for the subtraction of the dog bones from the base. Electric Discharge Machining (EDM) is a programmable metal removal process which uses electric spark as a cutting tool. This is an electro-thermal non-traditional machining where electric energy is used to create the spark and thermal energy for material removal (IIT, kanpur).

![Electric Discharge Machining](image1)

![Electric Discharge Machining and the final dog bone specimen](image2)

**Figure 11: Electric Discharge Machining and the final dog bone specimen.**

As we printed three dog bone specimens on each rectangular substrate, each specimen was first separated with substrate with the help of vertical bandsaw. Then each of the specimen were cut from its substrate with the height of 2 mm with the help of a wire EDM machine (VG plus series, EXCETEC Technologies Co. Ltd, Taiwan). A brass wire with small diameter of 0.23 mm cut the narrow width of 2 mm from the original specimen. The workpiece moved steadily around the wire so that it can have the accurate tool path. Numerical control was used during cutting to maintain the precision of the motion. While cutting, the wire continuously moved between from a supply and take in reels of wire to maintain the constant diameter of the electrode. Dielectric fluid was constantly flushed to wash away all the debris. Final finish was done to maintain the average 1.51 mm thickness of the specimen.

3.2.4.3 **Tensile Testing:**

Tensile testing is a good scheme to test the mechanical properties of materials i.e. Yield Strength, Ultimate Tensile Strength and Elongation (%). In our work, the tensile test was performed on a universal testing machine (AGS-X, Shimadzu Co., Kyoto, Japan) with a 10 KN capacity load cell to evaluate the tensile properties according to ASMT E8 The gauge length was 12.5 mm and testing speed was 1.5 mm/min.

The process is simple, to apply the load axially on the both sides till failure. Stress and strain are calculated from the recorded tensile loads and extensions.
For the process to start, first the cross-sectional area of each of the dog bone specimen is measured. Then the specimen is mounted to the both clamps of the machine tightly to avoid distortion while load is applied. The plastic deformation is visible while the experimentation is going. The graph is originated by the Trapezium software connected to the universal testing machine. The graphs we obtained have clearly visible all the engineering stress curves.

Our graphs contain defined four stress zones i.e. the elastic zone, yield strength, then maximum withstanding lead region and finally the fracture. The final data set is provided by the software to calculate the tensile strengths.

Yield Strength: Yield Strength obtained at the end of the elastic zone area of the stress-strain curve. It can be calculated by load at yielding $P_y$ divided by original area $A$.

$$\sigma_y = \frac{P_y}{A} \quad (5)$$
Yield Strength is determined by drawing a straight parallel line to the stress-strain curve at 0.2% offset for metals like steel. In Figure 13, the interception point of the parallel line with the stress-strain curve is the respective yield strength. The graph is generated from Trapezium software. From the figure above, we get the yield strength of the sample #6 is 326.4 MPa.

**Ultimate Tensile Strength:** Beyond yield point, the elastic zone end and further loading induces plastic deformation of the material. If the load is continuously applied, the stress-strain reaches the maximum point $P_{\text{max}}$, from where the necking begins. This maximum point is called the ultimate tensile strength.

$$\sigma_{\text{uts}} = \frac{P_{\text{max}}}{A}$$ (6)

The ultimate tensile strength is calculated from the data file generated by Trapezium software connected to the universal tensile testing machine.

**Elongation (%):** Elongation (%) or reduction in area (%) represents the tensile ductility. The equation of determining elongation (%) is below:

$$\text{Elongation (%)} = \frac{\Delta L}{L_0} \times 100\%$$ (7)

Here, $L_0$ is the initial length of the sample and $\Delta L$ is the difference between the initial length and the elongated final length. Elongation (%) is also calculated from the data file generated by Trapezium software connected to the universal tensile testing machine.

The average of the yield strength, ultimate tensile strength and elongation (%) of the collected data from the five groups of 316 SS fabricated parts are compared with the similar properties of raw 316 stainless steel (ASTM:A240) to verify that the printed parts have similar mechanical properties as the raw material.

**Table 10: Comparison between the mechanical properties of printed and raw 316 SS**

<table>
<thead>
<tr>
<th>Material</th>
<th>Yield Strength (MPa)</th>
<th>Ultimate Tensile Strength (MPa)</th>
<th>Elongation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Printed 316 SS by L-DED</td>
<td>310.5</td>
<td>544.6</td>
<td>32.4%</td>
</tr>
<tr>
<td>Raw 316 SS</td>
<td>207</td>
<td>504</td>
<td>40%</td>
</tr>
</tbody>
</table>

The mechanical properties obtained in our work are close to the ASTM standard values. (ASTM52900-15). The average yield strength that we obtained is 50%, ultimate tensile strength is 8.06% improved but elongation (%) is 19% less than the ASTM standard. The fabricated parts behaved less ductile than the raw 316 stainless steel but possess more strength than the raw ones.
3.3 Data preprocessing

We have collected three data set from the tensile testing i.e. Yield strength, Ultimate tensile strength and Elongation (%). The data is preprocessed cause the data collected was in load (N) format. The cross-sectional area was calculated to determine the stress from the data. Elongation (%) data was collected as the final length and then the percent elongation is calculated.

3.3.1 Process Parameters

We have considered four process parameters i.e. laser power, scanning speed, layer height and energy density for the input array ($X_0$) for three separate outputs ($Y_0$) Yield, Ultimate Tensile Strength and Elongation (%) of the XGBoost model.

Laser Power: Laser power is one of the main parameters of the LENS processes. It controls both the amount the energy absorbed by the specimen and powder efficiency directly. (Padmanaban et. al, 2010)

With higher power, the heat is increased which melts more powder in the melt pool and the thickness of the specimen increases as a result. (Khalil et. al, 2016) The laser power ranged starting from 600 W to 1000 W. All three mechanical properties are plotted against the laser power to check the trendline.

![Figure 14: Yield Strength (MPa) VS. Laser Power (W) for 11 mm/sec scanning speed](image)
From the figure 14, 15 and 16, yield strength (MPa) has a descending trendline with the increase of the laser power whereas ultimate tensile strength (MPa) and elongation (%) has an ascending trendline with the increase of laser power. But all the three curves dropped down at the maximum laser power 1000 W. The yield strength obtained ranged from 278.6 MPa to 326.4 MPa. It’s found that both the maximum and minimum yield strength (MPa) are at 700 Watts.
**Energy Density:** Energy density here is basically the effective energy provided by the laser. This is a parameter which defined how much energy is absorbed during melting of the surface of the substrate and the powder. (Shim et. al, 2016)

\[
E (J/mm^2) = \frac{P}{vD}
\]  

(8)

Here, \( P \) is the laser power (W or J/s), \( v \) is the scanning speed (mm/sec) of the operating tool and \( D \) is the diameter (mm) of the laser spot. In our work, \( P = [600, 1000] \), \( v = [8, 12] \) and \( D = 2 \) mm (constant).

*Figure 17: Yield strength (MPa) VS. energy density (J/mm²) for 11 mm/sec scanning speed*

*Figure 18: Elongation (%) VS. energy density (J/mm²) for 11 mm/sec scanning speed*
From Figure 17, 18 and 19, yield strength (MPa), elongation (%) and ultimate tensile strength (MPa) showed the similar behavior around energy density (J/mm$^2$) as laser power (W). These similarities are explained as energy density is the combined effect of laser power and scanning speed of the process. Therefore, the similarity of the trend to laser power is due the direct relationship of energy density with it.

**Layer Height:** Layer height affects not only the geometrical accuracies of the printed parts but also has influence on the mechanical properties as well. (Shim et al, 2016). In our work, we already mentioned there are five layers in each of the printed dog bone specimen. Here, we took the average single layer height for each of the specimen as one of the affecting parameters.

**Figure 19:** Ultimate tensile strength (MPa) VS. energy density (J/mm$^2$) for 11 mm/sec scanning speed.

**Figure 20:** Yield Strength (MPa) VS. Layer Height (mm) for 11 mm/sec scanning speed.
In the Figure 20, 21 and 22, layer height (mm) seems to look has similar effect on yield strength (MPa), elongation (%) and ultimate tensile strength (MPa) like other two process parameters. From all the nine graphs its evident that except for yield strength, rest of the tensile properties i.e. ultimate tensile strength and elongation (%) are maximum at 900 (W) at 11 mm/sec scanning speed.
Lower laser power induces higher un-melted particles in the layers and also on the surface which is also responsible for shrinkage. So, the graph tends to rise with the rise of power but with higher laser power, there are higher chances of gas porosity which also means there is a higher thermal gradient. It induces higher residual stress which degrade the mechanical properties. Therefore, the graph tends to drop at the maximum laser power. As energy density is a combination of laser power and scanning speed, the graph behaved similar as laser power.

3.3.2 Feature Selection and Importance

One of the most notable problem in machine learning and data mining is to depict the data in terms of all the features. (Gao et. al, 2013) All the original features are not always proved to be beneficial for both regression and classification problems as some of the features are noises or redundant. (Liang et. al, 2020) And these redundant features affect the model’s performance negatively (Güneş et. al, 2010) To optimize the trade-off between the better performance and computational cost, application of feature selection is suggested by machine learning users. Guyun et. al, 2002 formed F score as a feature selection for classification. Chen et. al, 2003 proposed a combined approach of SVM with F score. Polat et. al, 2009 introduced a new feature selection called kernel F score to remove redundant features from medical data. Güneş et. al, 2010 applied multi class F score approach to classification of obstructive sleep apnea syndrome. Gao et. al, 2013 used F score and extreme learning for lie detection. Song et. al, 2017 used FDA based F score for on UCI datasets. Liang et. al, 2020 compared F score with the DGI analysis of the single cell transcriptome of mRNA signature. Zhang et. al, 2019 showed the features importance of angle of incline, overlapping length and number of shells on the tensile strength of specimens fabricated by 3D cooperative printing. Over the period of numerous studies, machine learning algorithms have become the leading tools to use data driven predictive modelling. But the area of investigating the relationship among the parameters and tensile properties of L-DED specimens is still not well explored by ML users. The purpose of our work is to investigate and predict the correlation among tensile strength of the printed parts and the process parameters of Laser Based Directed Energy Deposition using machine learning. And in our work, we have employed XGBoost as this algorithm is a suitable choice for medium length tabular data.

Feature selection plays an important role in pattern recognition and machine learning. (Chen et. al, 2003) F-score is one of the most basic and effective method to assess the importance of each feature or parameters of the dataset. (Polat et. al, 2009) For statistical analysis of binary classification, F score is a measure of accuracy of the test. The score is calculated from the precision and recall. (Leon et. al, 2016) Precision is the number of true positive results divided by the number of all positive results with the wrong identified ones as well. Precision also is referred as positive prediction. Recall is the number of true positive results divided by the number of samples identified as positive and false negative. It indicates the sensitivity of the algorithm. (Leon et. al, 2016)

\[
Recall = \frac{TP}{TP+FN} \quad (9)
\]

\[
Precision = \frac{TP}{TP+FP} \quad (10)
\]
\[ F(i) = \frac{\left( \bar{x}_i^{(+)} - \bar{x}_i \right)^2 + \left( \bar{x}_i^{(-)} - \bar{x}_i \right)^2}{\frac{1}{n^+} \sum_{k=1}^{n^+} \left( x_{ki}^{(+)} - \bar{x}_i^{(+)} \right)^2 + \frac{1}{n^-} \sum_{k=1}^{n^-} \left( x_{ki}^{(-)} - \bar{x}_i^{(-)} \right)^2} \]  

(11)

Here, where \( \bar{x}_i \), \( \bar{x}_i^{(+)} \), and \( \bar{x}_i^{(-)} \) are the average of the ith feature of the whole, positive, and negative datasets respectively; \( x_{ki}^{(+)} \) is the ith feature of the kth positive instance; and is the \( x_{ki}^{(-)} \) ith feature of the kth negative instance. (Song et. al, 2016) The numerator indicates the difference between the positive and the negative sets, the denominator is the sum of the deviations from each feature set. Larger F value is a good indication of better discriminative power between the positive and negative sets. (Leon et. al, 2016)

There are three data set prepared with 25 set of yield strength, elongation (%) and ultimate tensile strength. The test size is chosen 25% for the small size of the data. The samples are taken randomly by test_train_split function. The effects of the process parameters are then determined by XGBoost based on F score. The XGBoost library provides a built-in function to plot features by their importance. (Jason Brownlee, 2018) Four parameters i.e. Laser Power, Scanning Speed, Layer Height and Energy Density are considered to predict three tensile properties of the specimens separately. The three tensile properties are Yield Strength, Ultimate Tensile Strength and Elongation (%). The features are automatically denoted according to their index in the input array (X), in our case, from f0 to f4. Laser power is denoted by f0, Scanning Speed by f1, Layer Height by f2 and Energy Density by f3.

![Feature Importance](image)

*Figure 23: Feature Importance for Yield Strength (MPa)*
In the graphs in Figure 23, 24 and 25, layer height (f2) has the highest impact on the Yield Strength in our case and Scanning Speed (f1) the lowest. In case of ultimate tensile strength, layer height (f2) again has the maximum impact and laser power (f0) has the lowest. In case of elongation (%),
Scanning Speed (f1) has the maximum impact and energy density (f3) has the lowest from the other two graphs.
4. Result & Discussion

4.1 Prediction by XGBoost

Every machine learning model follows a basic structure: Calling the built-in functions from a machine learning library, load the data, define the input array \((X_0)\) and the output array \((Y_0)\), then define the training and testing split function, create the hyperparameter metrics as the param_grid and chose the optimization tool, next part is to call the prediction function then define the performance evaluation metrics. Graphical representation of the prediction is optional, depends on the users.

In our work we have used Scikit learn as the library and PyCharm 2020.2 version as the writing module. XGBoost has built-in functions in Scikit learn library. Both numpy and pandas library were called for the data loading and graphical representation purpose. The data files are loaded in .CSV format. If we recall Table 2: The summary of the architecture of the model, the param_grid created with the max_depth, n_estimators, learning_rate, min_child_weight, reg_alpha, reg_lamda and random_state.

Hyperparameter tuning is completed using RandomizedSearch cross validation and XGRegressor as the main fitting function are called from the sk.learn_model selection. The predictions are fitted against the randomly selected test data. The plots are created comparing the predicted and test data below:

![Figure 26: The predicted and test data for Yield Strength (MPa) by XGBoost](image_url)
Figure 27: The predicted and test data for Elongation (%) by XGBoost

Figure 28: The predicted and test data for UTS (MPa) by XGBoost
The graphs in Figure 26,27 and 28 are representation of how well the model fitted to the data and smaller residuals are observed in few points which is a good indicator of the performance accuracy of the model. To get a clearer idea of the accuracy, performance evaluation is performed on the predicted and test data.

4.1.1 Performance Evaluation

As we mentioned before, performance evaluation is an indicator of the model’s accuracy and precision of predicting the output. For regression modeling, root mean square error, co-efficient of determination, relative error are suitable statistical metrics for this purpose.

Root Mean Square Error (RMSE): RMSE has been a standard statistical metric to measure the model performance. (Chai et. al, 2014). To calculate RMSE, we assume there are \( n \) number of samples and unbiased error in the prediction and test data. Smaller RMSE value indicates better performance of the model.

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2}
\]

Relative Error (RE): Relative error is the ratio of absolute error and the real measurement taken. This is basically used to explain how accurate the prediction was compared to the real value.

\[
RE = \frac{1}{n} \left| \sum_{i=1}^{n} \frac{\hat{y}_i - y_i}{y_i} \right| \times 100\%
\]

Here, \( \hat{y}_i \) = predicted values, \( y_i \) = observed values, \( \bar{y}_i \) = mean of the observed values.

Co-efficient of determination \( R^2 \): Coefficient of determination explains how much of the data has fitted the regression model. It is denoted by \( R^2 \). Usually closer the value to 1 indicates the model has fitted the data well but not always a higher value is a good indication of better fitted model.

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (\hat{y}_i - y_i)^2}{\sum_{i=1}^{n} (\bar{y}_i - y_i)^2}
\]

Here, \( \hat{y}_i \) = predicted values, \( y_i \) = observed values, \( \bar{y}_i \) = mean of the observed values.

The performance evaluation metrics of our XGBoost model are computed using the sk.learn_metrics. For RMSE, mean square error, for coefficient of determination r2_score is called from the respective library. The relative error calculation is manually imported to the metrics.
Table 11: The performance evaluation metrics for XGBoost

<table>
<thead>
<tr>
<th>Test</th>
<th>RMSE</th>
<th>R²</th>
<th>RE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yield Strength (MPa)</td>
<td>6.09</td>
<td>0.71</td>
<td>1.11%</td>
</tr>
<tr>
<td>Ultimate Tensile Strength (MPa)</td>
<td>11.89</td>
<td>0.65</td>
<td>3.23%</td>
</tr>
<tr>
<td>Elongation (%)</td>
<td>2.64</td>
<td>0.73</td>
<td>0.83%</td>
</tr>
</tbody>
</table>

The RMSE we obtained for the three outputs in the Table 11, indicates the aggregated means of the deviation of the predicted values from the test data. The deviation is highest for ultimate tensile strength (MPa) (11.89) and lowest for the elongation (%) (2.64), which indicates how well the model fitted to the training data of ultimate tensile strength (MPa) and elongation (%). Coefficient of determination R² values meant here is the model fitted to the 71% of the yield strength (MPa) data, 65% of the ultimate tensile strength (MPa) data and 73% of the elongation (%) data. From the relative errors results, we interpret that the relative uncertainty of the prediction to the actual values for yield strength is 1.11%, for ultimate tensile strength (MPa) is 3.23% and for elongation (%) is 0.83%.

4.1.1.1 Confidence Interval by Bootstrap

Bootstrap method is a resampling technique to estimate statistics on a population by sampling with replacement. Samples are formed by drawing them from a large data set one at a time and then returning them to the data after they have been selected. This allows the given observation to be included in the small sample more than once.

The procedure starts with choosing the bootstrap sample size and for each bootstrap sample, drawing a sample with replacement with chosen size. Then fit the model on the data and the estimate the skill of the model. Then calculate the mean of the sample of model skill estimates.

The sample will be selected with replacement using resample() function from sk.learn. Any row that is not included in the sample are retrieved and used as the test data. Next a XGBoost_regressor fit the data and evaluated the test set. The RMSE is calculated and then added to the list RMSE calculated from all the bootstrap samples. Once the scores are collected, a histogram is created to exhibit how the distribution of the score.

The histogram of confidence interval of yield strength (MPa), ultimate tensile strength (MPa) and elongation (%) are below:
Figure 29: The histogram of distribution of RMSE of yield strength (MPa) by bootstrap

Figure 30: The histogram of distribution of RMSE of ultimate tensile strength (MPa) by bootstrap
The distribution graphs we obtained from the three tensile strength properties are gaussian in nature, slightly right skewed for both yield strength and elongation (%) and symmetrical for UTS. In case of yield strength (MPa), there is a 95% likelihood that the confidence interval 9.01 and 15.99 covers the true skill of the model. For ultimate tensile strength (MPa), there is a 95% likelihood that the confidence interval 15.76 and 36 and for elongation (%) 1.98 and 4.64 cover the true skill of the model.

4.2 Comparison with the statistical models

The performance accuracy of our XGBoost model is compared to the performance of two conventional statistical methods. First the linear regression model of the three tensile properties are built in order to check the relationship between the explanatory variables with the response variables. Then Ridge Regression is employed to the data for better comparison.

4.2.1 Linear Regression

Linear regression Linear Regression is performed to establish the relationship between the variables i.e. laser power, scanning speed, energy density, layer height with response variables i.e. yield strength, ultimate tensile strength and elongation (%). The coefficient obtained indicates the effect of the variables on the response. T value and P value describe the statistical significance of individual variables. The ratio of coefficient and the respective standard error is denoted by T values. P value explains the probability against the null hypothesis of the test. (Zhang et.al, 2019)

ANOVA is a traditional statistical method to test research hypothesis. The degree of freedom represents the amount of information used in the analysis. The variation of the response which can be explained by the variables are represented by adjusted sum (adj ss). The Adj SS of error
represents the variation of the response which can’t be explained by the variable. Adjustable mean square addresses the variation with degree of freedom. F value explains the statistical importance of a variable and is calculated by the ratio of Adj MS of the respective variable to Adj MS of the error. (Zhang et. al, 2019). Linear regression and ANOVA analysis were performed on the three data set by Minitab 14.

4.2.1.1 **Regression Analysis: Elongation (%) versus Power (W), Scanning Speed (mm/sec), Layer Height (mm), Energy Density (J/mm²)**

**Regression Equation**

\[
\text{Elongation (\%) } = -20.9 - 0.0103 \text{ Power (W)} + 3.00 \text{ Scanning Speed (mm/sec)} + 3.77 \text{ Height (mm)} + 1.06 \text{ Energy Density (J/mm²)}
\]  

(12)

**Table 12: Coefficients Regression analysis of Elongation (%)**

<table>
<thead>
<tr>
<th>Term</th>
<th>Coef</th>
<th>SE Coef</th>
<th>T-Value</th>
<th>P-Value</th>
<th>VIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>-17.4</td>
<td>21.1</td>
<td>-0.83</td>
<td>0.419</td>
<td></td>
</tr>
<tr>
<td>Power (W)</td>
<td>-0.0086</td>
<td>0.0253</td>
<td>-0.34</td>
<td>0.739</td>
<td>34.01</td>
</tr>
<tr>
<td>Scanning Speed (mm/sec)</td>
<td>2.51</td>
<td>2.06</td>
<td>1.22</td>
<td>0.238</td>
<td>22.67</td>
</tr>
<tr>
<td>Layer Height (mm)</td>
<td>3.14</td>
<td>3.30</td>
<td>0.95</td>
<td>0.352</td>
<td>1.45</td>
</tr>
<tr>
<td>Energy Density (J/mm²)</td>
<td>0.884</td>
<td>0.976</td>
<td>0.91</td>
<td>0.376</td>
<td>55.74</td>
</tr>
</tbody>
</table>

**Table 13: Analysis of Variance of Elongation (%)**

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>Adj SS</th>
<th>Adj MS</th>
<th>F-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>4</td>
<td>170.651</td>
<td>42.663</td>
<td>4.54</td>
</tr>
<tr>
<td>Power (W)</td>
<td>1</td>
<td>1.076</td>
<td>1.076</td>
<td>0.11</td>
</tr>
<tr>
<td>Scanning Speed (mm/sec)</td>
<td>1</td>
<td>13.872</td>
<td>13.872</td>
<td>1.48</td>
</tr>
<tr>
<td>Layer Height (mm)</td>
<td>1</td>
<td>8.522</td>
<td>8.522</td>
<td>0.91</td>
</tr>
<tr>
<td>Energy Density (J/mm²)</td>
<td>1</td>
<td>7.700</td>
<td>7.700</td>
<td>0.82</td>
</tr>
<tr>
<td>Error</td>
<td>20</td>
<td>187.886</td>
<td>9.394</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>24</td>
<td>358.537</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.2.1.2 **Regression Analysis: UTS (MPa) versus Power (W), Scanning Speed (mm/sec), layer Height (mm), Energy Density (J/mm²)**

**Regression Equation**

\[
\text{UTS (MPa)} = 9 - 0.478 \text{ Power (W)} + 44.5 \text{ Scanning Speed (mm/sec)} + 53.5 \text{ Layer Height (mm)} + 19.19 \text{ Energy Density (J/mm²)}
\]  

(13)
Table 14: Coefficients of regression analysis of UTS (MPa)

<table>
<thead>
<tr>
<th>Term</th>
<th>Coef</th>
<th>SE Coef</th>
<th>T-Value</th>
<th>P-Value</th>
<th>VIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>9</td>
<td>191</td>
<td>0.05</td>
<td>0.962</td>
<td></td>
</tr>
<tr>
<td>Power (W)</td>
<td>-0.478</td>
<td>0.229</td>
<td>-2.09</td>
<td>0.050</td>
<td>34.01</td>
</tr>
<tr>
<td>Scanning Speed (mm/sec)</td>
<td>44.5</td>
<td>18.7</td>
<td>2.38</td>
<td>0.028</td>
<td>22.67</td>
</tr>
<tr>
<td>layer Height (mm)</td>
<td>53.5</td>
<td>30.0</td>
<td>1.78</td>
<td>0.089</td>
<td>1.45</td>
</tr>
<tr>
<td>Energy Density (J/mm²)</td>
<td>19.19</td>
<td>8.84</td>
<td>2.17</td>
<td>0.042</td>
<td>55.74</td>
</tr>
</tbody>
</table>

Table 15: Analysis of Variance of UTS (MPa)

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>Adj SS</th>
<th>Adj MS</th>
<th>F-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>4</td>
<td>8402</td>
<td>2100.4</td>
<td>2.72</td>
</tr>
<tr>
<td>Power (W)</td>
<td>1</td>
<td>3357</td>
<td>3356.8</td>
<td>4.35</td>
</tr>
<tr>
<td>Scanning Speed (mm/sec)</td>
<td>1</td>
<td>4361</td>
<td>4361.2</td>
<td>5.65</td>
</tr>
<tr>
<td>layer Height (mm)</td>
<td>1</td>
<td>2458</td>
<td>2458.4</td>
<td>3.19</td>
</tr>
<tr>
<td>Energy Density (J/mm²)</td>
<td>1</td>
<td>3633</td>
<td>3632.6</td>
<td>4.71</td>
</tr>
<tr>
<td>Error</td>
<td>20</td>
<td>15431</td>
<td>771.6</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>24</td>
<td>23833</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.2.1.3 Regression Analysis: Yield Strength (MPa) versus Power (W), Scanning Speed (mm/sec), Height (mm), Energy Density (J/mm²)

Regression Equation

\[
\text{Yield Strength (MPa)} = 193 - 0.196 \text{ Power (W)} + 12.2 \text{ Scanning Speed (mm/sec)} - 2.7 \text{ Height (mm)} + 7.47 \text{ Energy Density (J/mm²)}
\]  
(14)

Table 16: Coefficients of regression analysis of Yield Strength (MPa)

<table>
<thead>
<tr>
<th>Term</th>
<th>Coef</th>
<th>SE Coef</th>
<th>T-Value</th>
<th>P-Value</th>
<th>VIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>193</td>
<td>111</td>
<td>1.74</td>
<td>0.098</td>
<td></td>
</tr>
<tr>
<td>Power (W)</td>
<td>-0.196</td>
<td>0.133</td>
<td>-1.47</td>
<td>0.157</td>
<td>34.01</td>
</tr>
<tr>
<td>Scanning Speed (mm/sec)</td>
<td>12.2</td>
<td>10.9</td>
<td>1.12</td>
<td>0.274</td>
<td>22.67</td>
</tr>
<tr>
<td>Height (mm)</td>
<td>-2.7</td>
<td>17.4</td>
<td>-0.16</td>
<td>0.877</td>
<td>1.45</td>
</tr>
</tbody>
</table>
Table 17: Analysis of Variance of Yield Strength (MPa)

<table>
<thead>
<tr>
<th>Source</th>
<th>DF</th>
<th>Adj SS</th>
<th>Adj MS</th>
<th>F-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>4</td>
<td>1079.30</td>
<td>269.825</td>
<td>1.03</td>
</tr>
<tr>
<td>Power (W)</td>
<td>1</td>
<td>564.62</td>
<td>564.623</td>
<td>2.16</td>
</tr>
<tr>
<td>Scanning Speed (mm/sec)</td>
<td>1</td>
<td>329.50</td>
<td>329.502</td>
<td>1.26</td>
</tr>
<tr>
<td>Height (mm)</td>
<td>1</td>
<td>6.43</td>
<td>6.429</td>
<td>0.02</td>
</tr>
<tr>
<td>Energy Density (J/mm²)</td>
<td>1</td>
<td>550.76</td>
<td>550.760</td>
<td>2.11</td>
</tr>
<tr>
<td>Error</td>
<td>20</td>
<td>5219.15</td>
<td>260.957</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>24</td>
<td>6298.45</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.2.1.4 Observation

The linear relationship between two or more variables is referred as multicollinearity. This is a kind of data related difficulty which may causes the reliability issues of the parameter estimators of the model. (Aylin Alin, 2010) Though multicollinearity affects the regression model and the relationship between the response and explanatory variables, it doesn’t affect the model’s significance. (Aylin Alin, 2010). It’s possible to attain a significant model even if all the variables are insignificant. (David A. Belsley, 2014). There is a difference between correlation and collinearity. Therefore, collinearity may exist even all the correlations are lower. (Chatterjee et. al, 2013). Determinant of R is a good way to detect multicollinearity, but it also faces the difficulties with pairwise correlation of the variables. Despite being close to 1, there still possibility of multicollinearity among the explanatory variables. (Chatterjee et. al, 2013). In this case, variance inflation factor or VIF is a very popular and useful diagnostic means for multicollinearity.

From regression coefficients, the VIF values obtained for Laser power is 34.01, for scanning speed is 22.67, layer height is 1.45, for energy density is 55.74. The most used threshold value for VIF value is usually 10. (Aylin Alin, 2010). The T values we obtained are very smaller. Almost all the P values we obtained are higher than the level of significance, \( \alpha = 0.05 \), except for ultimate tensile strength, the P value for laser power (0.05), scanning speed (0.028) and energy density (0.042). These are clear indications of existence of multicollinearity which might have affected the variables being nonsignificant here. This also proves there exist no simple way to represent the linear relationship between the variables with the response of our data.

Multicollinearity can be of two types: data related where the data can’t be manipulated which might be our case and structure related where the new variables are considered. (Stephanie Glan, 2015) Another reason of the multicollinearity existing in our experiment is the smaller data size.
We could only perform 25 experiments with 5 groups of specimens. To avoid the multicollinearity related difficulties, we employed Ridge Regression to our problem.

### 4.2.2 Ridge Regression

Ridge regression is a suitable choice for data set with multicollinearity. If there is a possibility of multicollinearity, the variance of the least square estimates gets too large to be closer to the true value though the estimates are unbiased. (McDonald et. al, 2009) The ridge regression equation as follows (Chapter 335, NCSS):

\[
Y = BX + e
\]

(15)

Here, Y denotes dependent variable, X denotes independent variable, B represents regression coefficient to be estimated, e denotes residuals/errors.

In ridge regression, standardization of both dependable and independent variables is a must. Standardization is basically subtracting the mean and then dividing by the standard deviation. Ridge regression is calculated on standardized variable. But the final regression coefficient are estimated, they are adjusted back to the original scale. However, the ridge trace which will be discussed in later section is in standardized scale.

**Ridge Trace:** Ridge trace is represented by k. The main challenge of ridge regression is selection of appropriate value of k. Horel et. al, 1970, described ridge regression using a graph called ridge trace where ridge regression coefficients are displayed as a function of k. First the value of k is selected then the regression coefficients get stabilized. But in most of the cases, the regression coefficient varies for different values of k. So, it’s recommended to select smaller values of k. For smaller value of k which introduces smaller biases, the coefficients tend to stay constant. With the rise of the values of k, the coefficients reach to zero. (Michel Friendly, 2012)

From least square formulae, the regression coefficients are estimated using the following equation (Chapter 335, NCSS):

\[
B = (X'X)^{-1}X'Y
\]

(16)

Here we take \(X'X = R\), which is a correlation matrix of independent variables. The estimates are unbiased. The expected values of the estimates are

\[
E(B) = \bar{B}
\]

(17)

The variance-covariance matrix of the coefficients

\[
V(B) = \sigma^2 R^{-1}
\]

(18)

And we assumed Y is standardized, so \(\sigma^2 = 1\),

So, we found from the above equations,

\[
V(b_j) = r_{jj} = \frac{1}{1-R_j^2}
\]

(19)

\(R_j^2\) is the \(R\) squared value we obtained from the \(X_j\) variables. Here the variance is the VIF we obtained.

The ridge regression proceeds with
\[ V(B) = (R + kI)^{-1} X'Y \]  \hspace{1cm} (20)

Here, \( k \) is the ridge trace which is a positive number less than 1.

Now, the amount of bias from the estimators is following

\[ E(B - \hat{B}) = [(X'X + kI)^{-1} X'X - I]B \]  \hspace{1cm} (21)

The covariance matrix becomes,

\[ V(B) = [(X'X + kI)^{-1} X'X (X'X + kI)^{-1}] \]  \hspace{1cm} (22)

We followed the same structure during building the Ridge Regression model. The data was first standardized by using MinMaxScaler() function called from Sklearn.preprocessing. For comparison purpose the test size kept 25% of the data using test_train_split. For the three tensile strength behavior. The predicted and test values of the three tensile properties are compared below:

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure32.png}
\caption{The predicted and test data for Yield Strength (MPa) by Ridge Regression.}
\end{figure}
Figure 33: The predicted and test data for Elongation (%) by Ridge Regression.

Figure 34: The predicted and test data for ultimate tensile strength (MPa) by Ridge Regression.
Table 18: The performance evaluation metrics for Ridge Regression

<table>
<thead>
<tr>
<th>Test</th>
<th>RMSE</th>
<th>$R^2$</th>
<th>RE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yield Strength (MPa)</td>
<td>21.89</td>
<td>0.49</td>
<td>2.93%</td>
</tr>
<tr>
<td>Ultimate Tensile Strength (MPa)</td>
<td>33.25</td>
<td>0.56</td>
<td>4.61%</td>
</tr>
<tr>
<td>Elongation (%)</td>
<td>4.59</td>
<td>0.58</td>
<td>1.89%</td>
</tr>
</tbody>
</table>

From Table 18, the RMSE values obtained for the three outputs meant deviation of the predicted values from the test data. Similar to XGBoost, the deviation is highest for ultimate tensile strength (MPa) (33.25) and lowest for the elongation (%) (4.59), which represented how much the model fitted to the training data of ultimate tensile strength (MPa) and elongation (%). Coefficient of determination $R^2$ values denoted is the model fitted to the 49% of the yield strength (MPa) data, 56% of the ultimate tensile strength (MPa) data and 58% of the elongation (%) data. From the relative errors results, it is taken is that the relative uncertainty of the prediction to the actual values for yield strength is 2.93%, for ultimate tensile strength (MPa) is 4.61% and for elongation (%) is 1.89%. The overall performance accuracy of the model is better but still didn’t surpass the XGBoost model.

4.3 Discussion

Comparing the evaluation metrics from the Tables 11 and 18, the performance accuracy of XGBoost in terms of RMSE for yield strength improved 72.17%, for ultimate tensile strength 64.24%, for elongation (%) 42.48% compared to ridge regression. Coefficient of determination, $R^2$ has improved for yield strength 45%, for ultimate tensile strength 15.56% and for elongation (%) 25.2% compared to ridge regression. Lastly in terms of relative error, the performance improved for yield strength 62.1%, for ultimate tensile strength 29.93% and for elongation (%) 52.5% compared to ridge regression.

Although the internal mechanism of the algorithm is not easy to interpret, XGBoost still is a better choice for prediction problems. The basic mechanism which makes XGBoost faster is the weights are calculated as the ratio of the square of the sum of the residuals to the sum of the number of residuals and the regularization factor whereas for Ridge Regression, it’s the sum of the squared residuals in the denominator. So, in case of XGBoost, the sum of the residuals first neutralizes the negative values which reduces the overall values of residual. On the other hand, the squared values of the residuals in Ridge Regression are always non-negative which increases the values of residuals for ridge compared to XGBoost.

Moreover, XGBoost possess both reproducibility and replicability characteristics. Reproducibility in terms of machine learning is a characteristic of a model which let it to obtain similar results on
the same data set if applied several times. (McDonnel et. al, 2019) Replicability is the feature which let the model obtain closer result to the original one on different data set. (McDonnel et. al, 2019)
The first model that we have built to verify the prediction quality on the same molten pool data with the work of Zhang et. al, 2020, showed almost similar outcome with very slight deviation from the published work. If we recall the RMSE values, in first case the RMSE of our model improved by 2.08% from the Zhang et. al, 2020. In second case, the original model improved 40% than our model. In case three our model scored exactly same RMSE value and in fourth case, the original model beat our model with 25% improvement. Our model was able to reproduce the results with very high accuracy. We used the similar model architecture except for few customizations for the tensile properties data to generate similar performance to get advantage of replicability as well.

Except for ensemble models XGBoost proved to outperform deep learning and other vector machine learning methods when it comes to smaller size of tabular data. (Shwartz-Ziv et. al, 202). Ridge regression, Lasso regression, XGBoost and the ensemble model of all three of them were performed on Ames Housing data set on Kaggle competition of which the author claimed is with huge multicollinearity. (Nasser Bashkeel, 2018). The RMSE values are used as the performance evaluation where Ridge regression came first with 0.1125 and XGboost came with 0.1230. The ensemble learning had the RMSE equal to 0.1220. According to Shwartz-Ziv et. al, 2021, XGBoost performed the second best with 3.4% accuracy compared to the 1D-CNN with 7.5%, TabNet with 10.5%, DNF-Net with 11.7%, NODE with 14.2% but the ensemble of all these models scored the best performance with 2.32% average relative increase. In our work the same outcome reflected by XGBoost outperforming ridge regression compared to the evaluation metrics of ridge regression.

4.4 Limitations

The multicollinearity observed in the data could be another reason the models might have suffered to predict the tensile properties with better accuracy. Even for XGBoost which is capable to fit small size of tabular data, our data is insufficient for the model to train. The experimentation includes three extensive lab work i.e. fabrication, preparation of the final specimens by EDM and finally the tensile testing. Fabrication by the L-DED machine is very time consuming and expensive. Due to time and facility constraints due to COVID 19, EDM facilities weren’t available to the users. For future work, more experimentations are recommended to perform to deal with multicollinearity and to improve the performance accuracy of the model.

Variation in heat affected zones (HAZ) on the substrate is observed in Figure 10. Specimens printed with higher laser power have more HAZ compared to ones with lower laser power. In Group 3, 4 layers are printed instead of 5 layers because scanning speed is the lowest and more powder is required. To print 5 layers, the difference of heights between the deposition head and the top layer becomes 5 mm which should be at least 10 mm. This may cause severe damage to the deposition head.

The height of specimen with lower laser power is comparatively lower than the specimens printed at higher laser power. This happened because laser power affects the powder efficiency meaning to what extent the powder is getting melted. With more power, larger amount of powder gets melted, thus increasing the height of the specimen.
Its already mentioned before DED process is prone to rough surface finish and internal porosity. (Gibson et. al, 2015). The stress-strain curve we have obtained are similar but not identical between any two specimens. This variation of tensile properties possibly resulted from the variation of the layer thickness (Shim et. al, 2016), which cause by the surface and internal defects of the fabricated specimens. According to Zheng et. al, 2019 the internal defects observed in 316 Stainless Steel specimens fabricated by L-DED process and these defects can be divided mainly into two kinds: gas porosity and lack-of-fusion porosity. The final specimens are cut from the original one with the substrate by electric discharge machining. The final thickness was preset to 2 mm for all the specimens, but the cutting process faced difficulties due to defects of the specimens. Therefore, the thickness couldn’t be maintained constant to 2 mm for all the groups and after manual surface finishing the final layer height ranged from 0.79 mm to 1.83 mm with an average of 1.51 mm.

It was observed that, the first two groups with higher energy density due to its lower scanning speeds 8 mm/sec and 9 mm/sec had more constant layer thickness and was closer to 2 mm while the deviation from 2 mm and the more variation in the layer height was observed in the rest of the groups as well. It can be concluded that with higher energy density which means lower scanning speed, there are less defects like entrapped gas porosity and un-melted particles found in the specimen.

From Figure 23, 24 and 25, feature importance from XGBoost model, layer height attained the highest F score in both cases of yield strength and ultimate tensile strength, which means controlling layer heights of the specimen will yield better results for both the tensile strengths for 316 SS parts. Energy density came second in terms of F score for both yield and ultimate tensile strength. This means the combined effect of laser power and scanning speed have a control over the tensile properties of the specimens as well. It was observed just after the printing that with higher laser power, the powder efficiency increased. Though higher powder efficiency is responsible for the higher thickness of the original specimen, it is evident that it couldn’t control the un-melted particles in the melt pool.
5. Conclusion & Future Work

5.1 Conclusion

The goal of this work is to employ machine learning to predict the tensile behavior of 316 Stainless Steel printed by laser assisted directed energy deposition process. The motivation behind this work is to examine the tensile properties of the printed specimens by L-DED process and at the same time to be able to predict the tensile behavior of the fabricated parts without performing the series of laborious experiments. The results from the tensile testing provided outstanding insight which exhibited better mechanical properties of the printed parts compared to raw 316 Stainless Steel. A total of 25 experiments with three sets of data have been performed and XGBoost has been selected because of its capability to predict with smaller tabular data. The model successfully predicted both the molten pool temperature which is used for verification of this model as well as the tensile properties of the fabricated parts which were collected experimentally. From this research work, it can be concluded:

- The yield strength and ultimate tensile strength quality of the printed 316 Stainless Steel were better than the raw materials.
- The XGBoost model was capable of both reproducibility in case of molten pool temperature data and replicability while performing on the tensile strength data.
- This model outperformed Ridge Regression and handled the multicollinearity better than the Ridge Regression model.
- Our study found from the most affecting parameters to the least affecting one for the tensile behaviors of the fabricated parts. Layer Heights for both yield (MPa) and ultimate tensile strength (MPa) and scanning speed for elongation (%).

5.2 Future Work

We have faced few challenges and difficulties during the whole research which leaves us with the future prospects and forthcoming investigation of this study.

- We didn’t take into account of the effects of thermal behavior and solidification on the print quality in our study. Due to varied laser power and additive layer nature of the process, the specimen experienced complex thermal cycles in the different location of the built. (Zheng et. al, 2019). Thermal behaviors can add to a great deal to the prediction quality of the model.
- According to (Zheng et. al, 2019), a traversed molten pool formed by the finely focused laser beam causes the higher cooling rate and solidification. These complex thermal behaviors are responsible for microstructure complexity due to which the consistency of the tensile properties might have suffered. So, microstructure can be used as one of the outcomes along with the tensile properties to establish the correlation among them.
- Furthermore, the inconsistency of the tensile properties of different groups also affected the learning curve of the model during training. So, we should be careful during data collection to avoid multicollinearity and other data related difficulties which worsen the prediction quality.
• To improve the model’s accuracy, different parameters should be considered along with the current ones in terms of F score to find out the optimum combination of parameters affecting the results. Based on feature importance, more experiments should be performed while modeling to examine whether the model performs better with and without the most important factors.

• Moreover, more experiments should be performed to enlarge the data set, at least to 100 samples, to overcome the multicollinearity and to improve the prediction accuracy as well.
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